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A B S T R A C T

The computational analysis of nanophotonic devices is usually carried out via the standard
finite element method (FEM). However, FEM requires meshes that are fitted to the devices’
boundaries, so making changes to the geometry (and thus the mesh) results in an inefficient
process at best. Such an approach is therefore at odds when conducting design, which requires
the analysis of multiple device geometries until reaching a satisfactory solution. Computational
design tools such as topology optimization are often used, but the use of density-based
representations of geometry inevitably leads to other issues—e.g., pixelized fuzzy boundaries
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with ‘‘gray material’’ (that does not correspond to dielectric nor vacuum) have an adverse effect
on the devices’ interaction with electromagnetic waves.

In this paper we propose an interface-enriched generalized finite element method (IGFEM)
for the analysis of two-dimensional electromagnetic scattering and eigenvalue problems. IGFEM
enables the use of finite element meshes that are completely decoupled from the problem’s
geometry. The analysis procedure is further coupled to a level set description of topology,
resulting in a versatile enriched approach to topology optimization; this level set-based
interface-enriched topology optimization procedure is devoid of the issues mentioned above
regarding density-based methods, and yields crisp ‘‘black-and-white’’ designs that are devoid
of jagged fuzzy edges. We first demonstrate that the analysis procedure achieves the same
convergence rate as that of standard FEM using geometry-fitted meshes. We then compare the
convergence properties of IGFEM with Nitsche’s method on a problem containing an embedded
straight interface. Finally, we conduct topology optimization for designing both a 2-D metalens
and a 2-D reflector, maximizing their ability to focus light onto a target point.

1. Introduction

Advancements in fabrication at the micro- and nano-scales have enabled the creation of nanophotonic devices that can be used to
uide, confine, or even filter the flow of light in new ways that were not possible before [1]. Nanophotonic devices being investigated
re, e.g., solar cells [2], highly-efficient lasers [3,4], and biosensors [5–7], which can be used to detect diseases [8,9]. However,
he design of nanophotonic devices can be non-intuitive, especially for applications where multiple frequencies of light need to be
ontrolled differently or for applications with nonlinear phenomena [10]. Consequently, computational tools such as parametric,
hape, and topology optimization are increasingly being investigated.

Parametric optimization has been used for optimizing waveguides or resonant cavities while varying hole sizes and locations
ithin the photonic crystal structure [11–14]. However, because of the limited number of design parameters, parametric opti-
ization can only explore a limited range of designs, so performance is likely to be suboptimal. A less constrained optimization
ethod, shape optimization, has also been applied to nanophotonic devices [4,15]. Although shape optimization gives more freedom

n design compared to parametric optimization, it cannot change the topology, which may be required to reach a design with
ltimate performance. By using topology optimization, we can freely change the material distribution allowing for more complex
nd non-intuitive designs.

Various topology optimization methods have been proposed in order to represent the material distribution inside of the
omputational design domain. In the commonly used density-based approaches, a density value is assigned to each element of the
iscretization. This density design variable varies continuously between zero (void) and one (solid material), thereby interpolating
he properties of the design material. Because of intermediate density (gray) values, which do not correspond to either void nor solid
aterial, a penalization scheme is usually applied to make gray values less attractive to the optimizer, thereby pushing the iterative

lgorithm to converge to designs that contain the minimum amount of gray material. Often, a filtering scheme, where element
ensities are defined as a weighted average of neighbouring elements, is applied to the design space to lessen numerical instabilities,
.e., checkerboarding patterns—alternating void and solid elements—and mesh dependency [16]. Although checkerboarding patterns
o not arise in the design of photonic crystals, a filtering scheme can still be used to avoid mesh dependency [17]. However,
sing a filtering scheme introduces intermediate densities along boundaries of the design, thereby requiring a threshold projection
o retrieve a black-and-white design. Occasionally, a more robust formulation including multiple thresholds at different levels is
sed to further enforce a minimum length scale—also known as a filtering-threshold scheme [16,18,19]. Density-based topology
ptimization has been applied to the design of photonic crystal band gaps [20], resonant cavities [21–25], waveguides [26–28],
nd photonic crystal modes with Dirac-like cones [29]. However, a disadvantage of this approach is the dependence on the (usually
tructured) finite element mesh used to discretize the computational design domain. Material interfaces that are not aligned with
inite element edges can only be represented in a jagged manner. This has been shown to deteriorate the accuracy of simulations
n phononic crystals (PnCs) (i.e. mechanical counterpart of photonic crystals), and consequently density-based methods require
ighly refined finite element discretizations to compensate for the loss of accuracy due to jagged boundaries [30]. In nanophotonics,
urface roughness is known to cause scattering losses, reducing the efficiency and performance of nanophotonic devices [31]. When
ntroducing small spatial variations in nanophotonics simulations—similar to the jagged boundary representation of a density-based
opology optimization approach—a large impact on the efficiency of confinement and guiding of light has also been observed [32–
4]. Consequently, it is important to choose an analysis technique that focuses on the quality of the geometrical description of
aterial interfaces during the optimization process. One approach to that end is to use a level set function, whereby the zero

ontour delineates the material interfaces; this procedure results in smoother interfaces since finite elements can be cut in arbitrary
irections by the zeroth-level contour. Although a level set might always have a clear boundary, it still needs to be projected to
he finite element mesh for analysis. A possibility is to use the Ersatz material approach, which introduces a linear interpolation
f material properties for elements along the boundary [35]. However, this results in intermediate values again that, as mentioned
efore, can deteriorate the accuracy of the reflections [36].

Mesh dependency issues can be resolved by means of enriched finite element methods, which add enrichment functions to the
2

tandard finite element approximation (ℎ-FEM) to properly resolve the kinematics of material interfaces using an unfitted mesh. For
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instance, an enriched FEM (E-FEM) has been proposed for solving problems with strong and weak discontinuities—discontinuities
in the field itself or in its gradient, respectively—whereby enriched degrees of freedom (DOFs) are added at element level and are
subsequently condensed out to save computational costs [37]. This elemental enrichment procedure has been recently explored for
solving electrostatic problems [38] and extended for electrohydrodynamic modelling [39]. E-FEMs that create a nodal enriched
field—as opposed to elemental enrichments—are more widely known. An example of such method is the eXtended/Generalized
FEM (X/GFEM) [40,41], which has also been applied in electromagnetic analysis [42–46] and to optimize a magnetic actuator [47].
However, using X/GFEM introduces some challenges, e.g., ill-conditioned system matrices that require the use of Stable Generalized
FEM (SGFEM) [48]. Other challenges include the need for special formulations when prescribing boundary conditions [49,50] and
the careful choice of enrichment functions since some of them could degrade the accuracy of the method [49].

The Interface-enriched Generalized FEM (IGFEM) [51,52] is also a related enriched procedure that can be used to solve interface
roblems—i.e., problems with weak discontinuities. In IGFEM, enrichment functions are also added to enhance the standard finite
lement functional space. At variance with X/GFEM, where enrichments are associated with those of the original mesh, in IGFEM
nrichments are associated with new nodes that are placed directly along discontinuities. This has many advantages with regards
o X/GFEM: (i) Because enrichment functions vanish at mesh nodes, boundary conditions can be enforced strongly as in standard
EM [51], even on immersed boundaries [49]; (ii) Since enrichment functions are local to cut elements by construction, they are
qually zero outside and thus there is no degraded accuracy in blending elements; (iii) IGFEM is stable regarding the condition
umber of system matrices, which grows at the same rate as that of standard FEM using fitted meshes [52]; and (iv) Smooth
eactive traction profiles can be recovered in Dirichlet boundaries [49], something that cannot be achieved in X/GFEM even with
he use of stabilization techniques [53]. IGFEM has already been used for the analysis [54,55] and parametric optimization [56] of
lectromagnetic problems using edge elements—elements where the degrees of freedom (DOFs) are assigned to their edges, showing
romising results. Edge elements are commonly used in electromagnetic problems to prevent spurious solutions when the divergence
onditions, which usually do not appear explicitly in the system equations, are not satisfied [57–59]. Nodal elements, i.e., elements
here DOFs are assigned to nodes, do not always satisfy these divergence conditions. However, the 2-D formulation of Maxwell’s
quations, where only the out-of-plane electric and magnetic fields are solved, can be handled by the standard finite element method
ith nodal elements, since divergence conditions are satisfied automatically [57]. Compared to the order of local approximation
rror of nodal elements (which reduces with mesh size ℎ as  (ℎ2)), commonly used edge elements (Whitney 1 elements) have a local
pproximation error of the order  (ℎ) [59]. Other types of edge elements, i.e., consistently linear edge elements, do yield the same
ocal approximation error as nodal elements but they are computationally less efficient than nodal elements [59]. Moreover, the
mplementation of nodal elements is straightforward and they form the basis of most finite element softwares, thus allowing for the
ethods in this paper to be readily implemented in displacement-based finite element codes. However, the use of nodal elements

n an interface-enriched procedure that decouples the finite element mesh from the problem’s geometry is yet to be applied to
lectromagnetic problems.

In this paper we propose an enriched finite element method for the analysis and optimization—by means of topology
ptimization—of 2-D electromagnetic problems. At variance with the work of Zhang et al. [60], which uses edge elements, in this
ork we use nodal elements building on the work of van den Boom et al. [30]. First, a 2-D IGFEM-based electromagnetic analysis

s proposed for harmonic scattering and eigenvalue problems. Band structure analysis is performed next on photonic crystal designs
aken from Joannopoulos et al. [31] using ℎ-FEM and IGFEM. A convergence analysis is performed on a simple Mie scattering
roblem for ℎ-FEM and IGFEM, demonstrating that optimal convergence rates can be attained. Also, we compare the convergence
roperties of IGFEM with those of Nitsche’s method for embedded interfaces by Zou et al. [61]. Finally, by building on the work
f van den Boom et al. [62], we combine IGFEM with a level set description of topology to conduct computational design. We
emonstrate that this level set-based interface-enriched topology optimization procedure, which has already been investigated for
inimizing compliance [62], maximizing phononic band gaps [30], and for tailoring fracture resistance [63,64], can also be used

or designing nanophotonic devices. We optimize a meta lens and a reflector for maximizing light intensity concentration, problems
orrowed from Christiansen and Sigmund [65].

. Formulation

Consider in Fig. 1 a domain𝛺 ⊂ R2 composed of three subdomains𝛺1,𝛺2, and𝛺3, such that𝛺 = 𝛺1∪𝛺2∪𝛺3 and𝛺1∩𝛺2∩𝛺3 = ∅.
Subdomains 𝛺1 and 𝛺2 may correspond, for instance, to dielectric and vacuum regions (or vise versa). 𝛺3 corresponds to an
absorbing (vacuum) layer, discussed in detail in Section 2.3.1. The boundary to the 𝑖th subdomain is 𝛤𝑖 ≡ 𝜕𝛺𝑖 = 𝛺𝑖⧵𝛺𝑖. The outward
unit normal vector field to this boundary is denoted 𝒏𝑖. The interface between subdomains 𝛺𝑖 and 𝛺𝑗 is denoted as 𝛤𝑖𝑗 = 𝛺𝑖 ∩𝛺𝑗 .
We use the zeroth value of a level set function 𝜙 to describe 𝛤12 (see Fig. 1) and the outermost boundary (in the case of Fig. 1) by
𝛤 𝑜 = 𝛤3 ⧵ 𝛤23 (or 𝛤 𝑜 = 𝛤2 ⧵ 𝛤12 if 𝛺3 = ∅). We assume linear and isotropic media, and no sources inside of the domain, i.e., the
electric current density (𝑱 ) is zero.

Depending on the type of analysis, different boundary conditions are prescribed, including Dirichlet 𝛤𝐷 and Neumann 𝛤𝑁

boundary conditions (BCs). These boundary conditions will be further discussed in later sections. For 2-D problems, where we assume
no variations in the medium and fields with respect to the out-of-plane 𝑧-direction, the electric and magnetic fields are decomposed
into transverse magnetic (TM) and transverse electric (TE) polarizations. The TM case has a nonzero out-of-plane electric field (𝐸𝑧)
and in-plane magnetic field (𝐻𝑥,𝐻𝑦) and the TE case has a nonzero in-plane electric field (𝐸𝑥, 𝐸𝑦) and out-of-plane magnetic field
(𝐻𝑧). As a result, the governing electromagnetic differential equations can be formulated with two scalar wave equations [57]:

[

𝜕
(

1 𝜕
)

+ 𝜕
(

1 𝜕
)

+ 𝑞
(𝜔)2

]

𝑢 + 𝑓 = 0 in 𝛺, (1)
3

𝜕𝑥 𝑝 𝜕𝑥 𝜕𝑦 𝑝 𝜕𝑦 𝑐
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Fig. 1. Schematic of a domain 𝛺 showing subdomains defined by a level set function 𝜙. Subdomains 𝛺1 and 𝛺2 correspond to positive and negative values of
𝜙, respectively, and are separated by the material interface 𝛤12 (i.e., the zeroth contour of 𝜙). The subdomain 𝛺3 with outer boundary 𝛤 𝑜 surrounds 𝛺1 and
𝛺2. The inset shows the finite element discretization around the material interface that is not fitted to the interface. Standard mesh and enriched nodes are
represented with and symbols, respectively.

here for TM polarization, 𝑢 = 𝐸𝑧, 𝑝 = 𝜇𝑟 and 𝑞 = 𝜖𝑟 and for TE polarization, 𝑢 = 𝐻𝑧, 𝑝 = 𝜖𝑟 and 𝑞 = 𝜇𝑟. 𝜔 is the frequency (in
radians), 𝑐 is the speed of light, and 𝑓 is the external source term that is dependent on the type of analysis, and will be further
discussed in later sections. 𝜖𝑟 and 𝜇𝑟 are the relative permittivity and the relative permeability, respectively, which are taken relative
to their counterparts in vacuum, denoted by 𝜖0 and 𝜇0. In (1) 𝑢 denotes the primal field, and because we have different subdomains,
we denote 𝑢𝑖 as the restriction of the primal field to the 𝑖th phase (either dielectric or vacuum), i.e., 𝑢𝑖 ≡ 𝑢|𝛺𝑖 .

Given the prescribed primal field �̄� on 𝛤𝐷 (i.e., the non-homogeneous Dirichlet boundary condition), find 𝑣𝑖 = 𝑢𝑖 − �̄� ∈ 0 (the
unknown part of the solution) such that

𝐵
(

𝑣𝑖, 𝑤𝑖
)

= 𝐿
(

𝑤𝑖
)

− 𝐵
(

�̄�, 𝑤𝑖
)

∀𝑤𝑖 ∈ 0, (2)

where bilinear and linear forms in (1) are given respectively by

𝐵
(

𝑣𝑖, 𝑤𝑖
)

=
∑

𝑖={1,2}
∫𝛺𝑖

1
𝑝𝑖

𝜕𝑤𝑖
𝜕𝑥

𝜕𝑣𝑖
𝜕𝑥

+ 1
𝑝𝑖

𝜕𝑤𝑖
𝜕𝑦

𝜕𝑣𝑖
𝜕𝑦

d𝛺 − 𝜔2
∑

𝑖={1,2}
∫𝛺𝑖

𝑞𝑖
𝑐2
𝑤𝑖𝑣𝑖 d𝛺 ,

𝐿
(

𝑤𝑖
)

=
∑

𝑖={1,2}
∫𝛺𝑖

𝑤𝑖𝑓𝑖 d𝛺 .
(3)

he trial function 𝑣𝑖 and the test function 𝑤𝑖 are both taken from the function space

0(𝛺) =
{

𝑣 ∈ 2(𝛺), 𝑣𝑖 ≡ 𝑣|𝛺𝑖 ∈ 1 (𝛺𝑖
)

, 𝑣|𝛤D = 0
}

, (4)

here 2(𝛺) is the space of square-integrable functions and 1 (𝛺𝑖
)

is the first-order Sobolev space—the latter defined only on the
ndividual phases. The fact that both 𝑣𝑖 and 𝑤𝑖 are taken from the same space—a Bubnov–Galerkin approach—will eventually yield

symmetric system matrices [66, Chapter 2].

2.1. Interface-enriched generalized finite element analysis

To solve the finite-dimensional version of (3), we discretize the domain with a mesh of 𝑛𝐸 non-overlapping triangular elements
𝑒𝑖 such that 𝛺 ≈ 𝛺ℎ = int

(

∪𝑛𝐸𝑖 𝑒𝑖
)

, where int (⋅) denotes set interior. Following a Bubnov–Galerkin approach, we adopt the trial
solution and the test function from the interface-enriched generalized finite element space given by [62]

ℎ0 =

{

𝑣ℎ(𝒙)||
|

𝑣ℎ(𝒙) =
∑

𝑖∈𝜄ℎ

𝑁𝑖(𝒙)𝑈𝑖

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
standard FEM

+
∑

𝑖∈𝜄𝑤

𝑠𝑖𝜓𝑖(𝒙)𝛼𝑖

⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
enrichment

}

⊂ 0, (5)

here 𝜄ℎ and 𝜄𝑤 are index sets corresponding to standard FEM and enriched nodes, respectively. The first term consists of the
tandard finite element component, i.e., Lagrange shape functions 𝑁𝑖(𝒙) associated with their corresponding DOFs 𝑈𝑖 for every
ode in 𝜄ℎ. The second term enhances the standard FEM space by means of weakly-discontinuous (a discontinuity in the field
radient) enrichment functions 𝜓𝑖(𝒙), which capture the kinematics of phase interfaces 𝛤𝑖𝑗 . These functions are associated with their
orresponding enriched DOFs 𝛼𝑖 (see Fig. 2). The scaling factor 𝑠𝑖 is used to produce a well-conditioned system as interfaces get
rbitrarily close to standard nodes—thus producing small cuts. Scaling the enrichment functions actually yields condition numbers
hat grow at the same rate as those of standard nodal FEM, i.e., 

(

ℎ2
)

[52].
The finite element discretization 𝛺ℎ, when using IGFEM, is done without any knowledge of material discontinuities inside the

omain. We use a level set function 𝜙(𝒙) to define material interfaces. Enriched nodes are then placed at the intersection locations
4
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Fig. 2. Weak enrichment function 𝜓𝑖 associated with the scaled enriched DOF 𝑠𝑖𝛼𝑖. 𝒙𝑖 is the coordinate of the enriched node and 𝒙𝑗 and 𝒙𝑘 are the coordinates
of the nodes that define the cut edge. The dashed line represents the discontinuity and the enriched nodes are represented by white nodes .

of the zero contour of the level set function and element edges of the original mesh, thereby properly resolving the kinematics of
the material interfaces. Part of the mesh, showing standard and enriched nodes, is shown in the inset of Fig. 1—notice that positive
and negative level set values correspond to the different phases. The location of the 𝑖th enriched node 𝒙𝑖 is found by

𝒙𝑖 = 𝒙𝑗 −
𝜙(𝒙𝑗 )

𝜙(𝒙𝑘) − 𝜙(𝒙𝑗 )
(𝒙𝑘 − 𝒙𝑗 ), (6)

which is the linear interpolation of the level set function between nodes 𝒙𝑘 and 𝒙𝑗 at the ends of the intersected edge of an element
of the mesh [62].

After adopting 𝑢ℎ, 𝑣ℎ ∈ ℎ0 , the finite-dimensional version of (3) is evaluated numerically. The computation of local arrays
in uncut elements follows standard procedures. Cut elements, however, are usually subdivided in integration elements for Gauss
quadrature [62]. This is done so that the numerical quadrature of local element arrays uses the least number of integration points
(functions are smooth inside integration elements). For instance, the element shown in Fig. 2 is subdivided in three elements 𝑒1, 𝑒2,
and 𝑒3. The local matrix 𝒌𝑒 of the 𝑒th integration element is computed as

𝒌𝑒 = ∫ 𝑩⊺𝑫𝑒(𝑝𝑒)𝑩𝒿𝑒 d𝝃 , (7)

where integration is conducted on the master element = { 𝝃 = (𝜉, 𝜂)| 𝜉 ≥ 0, 𝜂 ≥ 0, 𝜉 + 𝜂 ≤ 1} and 𝑩 =
[

𝛁𝒙𝑁1 ⋯ 𝛁𝒙𝜓1 ⋯
]

4 stacks the
spatial derivatives of shape and enrichment functions. Noteworthy, we adopt an iso-parametric formulation, whereby the geometry
and the primal fields are interpolated linearly. 𝒿𝑒 in (7) refers to the determinant of the Jacobian matrix associated with the
integration element geometry mapping and the matrix 𝑫𝑒 is given by

𝑫𝑒(𝑝𝑒) =
[

1∕𝑝𝑒 0
0 1∕𝑝𝑒

]

. (8)

The local matrix 𝒎𝑒 of the 𝑒th integration element is computed as

𝒎𝑒 = ∫
𝑞𝑒
𝑐2

𝑵⊺𝑵𝒿𝑒 d𝝃 , (9)

where 𝑵 =
[

𝑁1 ⋯ 𝜓1 ⋯
]⊺ stacks shape and enrichment functions. The global system matrices 𝑲 and 𝑴 can then be obtained by

standard procedures, i.e.,

𝑲 =
𝑛𝐸

A
𝑒=1

𝒌𝑒, 𝑴 =
𝑛𝐸

A
𝑒=1

𝒎𝑒, (10)

where A denotes the standard finite element assembly operator. The final set of equations depends on the type of analysis and
will be described in further sections. Further details on the formulation can be found in Aragón et al. [52], van den Boom et al.
[62], Aragón and Duarte [66, Chapter 5], and references therein.

2.2. Band structure analysis

Commonly used in nanophotonics are photonic crystals (PtCs), which are materials with periodic structures that cause
interference of light—also known as Bragg scattering—to create frequency bands in which light is attenuated (i.e., band gaps) [31].
In order to reveal band gaps, a band structure analysis is usually conducted where multiple eigenvalue analyses are conducted to

4 Note that, because of the geometry mapping, the derivatives with respect of the global coordinates are computed by applying the chain rule. Note also that
the quadrature over the integration element involves two mappings (parent and integration elements). Since quadrature is conducted on the integration element,
an inverse mapping is needed to compute the master coordinate of the parent uncut element, which is needed to evaluate the Lagrangian shape functions 𝑁 .
5

𝑖
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find the frequencies of the harmonic modes for all propagation directions of light, defined by the wave vector 𝜿. For this analysis
no absorbing layers are used (𝛺3 = ∅) and there are no external sources (𝑓 = 0). It is assumed that the boundaries of the domain are
periodic—the repeating building block of the photonic crystal, also known as the periodic unit cell, is repeated infinitely. Therefore,
Bloch–Floquet boundary conditions are prescribed on the outer boundary 𝛤 𝑜 as

𝑢(𝒙𝑠) = 𝑒𝑗𝜿⋅𝒂𝑖𝑢(𝒙𝑚), (11)

where 𝑗 is the complex number and 𝒙𝑚 and 𝒙𝑠 are the coordinates of a master and a slave node, respectively. These nodes are on
ither side of two connected boundaries and are separated by exactly one lattice vector 𝒂, which describes the spatial frequency and

direction of the periodic boundary. While (11) refers to standard FEM nodes, the case where an enriched node is located along the
periodic boundary, the enriched DOF 𝛼𝑖 do not correspond directly to the electric or magnetic field at the location of the enriched
node. Instead, the original DOFs in support of the enriched node must also be taken into account as shown in (5). Substituting (5)
into (11) yields

𝛼𝑠 =
𝑒𝑗𝜿⋅𝒂

𝑠𝑠𝜓𝑠(𝒙𝑠)

[

∑

𝑖∈𝜄𝑚

𝑁𝑖(𝒙𝑚)𝑈𝑖 + 𝑠𝑚𝜓𝑚𝒙𝑚𝛼𝑚

]

− 1
𝑠𝑠𝜓𝑠(𝒙𝑠)

∑

𝑖∈𝜄𝑠

𝑁𝑖(𝒙𝑠)𝑈𝑖, (12)

here 𝜄𝑚 and 𝜄𝑠 are the sets of master and slave, respectively [50]. The Bloch–Floquet BCs is enforced through a transformation matrix
, containing the complex components from (11) and (12). The system matrices 𝑲 and 𝑴 will be multiplied with 𝑸, reducing the

otal amount of DOFs as the slave node DOFs are removed from the system

�̃� (𝜿) = 𝑸H (𝜿)𝑲𝑸 (𝜿) ,

�̃� (𝜿) = 𝑸H (𝜿)𝑴𝑸 (𝜿) .
(13)

hese matrices can then be used for performing eigenvalue analysis for a set of wave vectors 𝜿𝑗 , resulting in the system
(

�̃�
(

𝜿𝑗
)

− 𝜔2
𝑗�̃�

(

𝜿𝑗
)

)

𝑼 𝑗 = 𝟎, (14)

here the eigenfrequencies 𝜔𝑗 and the corresponding eigenvectors 𝑼 𝑗 will both be unknown.

.3. Scattering analysis

This type of analysis is used to investigate the scattering by various dielectric objects of an incoming light source, were all
ields are assumed to be harmonic. Within computational electromagnetics, both Dirichlet and Neumann BCs imply we have a
erfect electric (or magnetic) surface—an ideal material with infinite conductivity. In this work, these boundary conditions are
sed to model symmetric or asymmetric conditions that can reduce computational resources. Homogeneous Dirichlet BCs prescribe
symmetry condition and homogeneous Neumann BCs symmetry, for both TM and TE polarization [67].

.3.1. Absorbing boundary conditions
All problems in this work are modelled using finite domains, however for scattering problems the domain is assumed to be

nbounded [68]. Therefore, a proper method is needed to prevent numerical reflections that emerge at the outer boundary 𝛤 𝑜. In
his work we chose to attenuate outgoing waves by using Locally-Conformal Perfectly Matched Layers (LC-PMLs) [69]. A LC-PML
dds an artificial absorbing (vacuum) layer 𝛺3 (see Fig. 3), attenuating any outgoing waves irrespective of the incident angle and
olarization. The disadvantage of the LC-PML compared to a prescribed absorbing boundary condition (ABC) on 𝛤 𝑜 is that the
ormer increases the number of DOFs because of the added area around the original simulation domain. The LC-PML, however, has
mproved accuracy [68], can be implemented closer to the scatterer than an ABC [69], and works for any shaped region as long as
t is convex; this makes LC-PMLs applicable to complex problems using only a single formulation, unlike ABCs whose formulation
epends on the geometry of the domain [69]. The LC-PML is based on a locally defined complex coordinate transformation, whereby
ach coordinate 𝒙 within the PML region (𝛺3) is mapped to �̃�, i.e.,

�̃� = 𝒙 + 1
𝑗𝜅
𝑔(𝜁 )�̂�(𝜁 ), (15)

where 𝜅 = 𝜔
√

𝜖𝜇 is the wave number, �̂�(𝜁 ) is a unit vector defined as �̂� =
(

𝒙 − 𝒙0
)

∕𝜁 , with 𝜁 = ‖

‖

𝒙 − 𝒙0‖‖ and 𝒙0 =

argmin𝒙𝑖∈(𝛤3⧵𝛤 𝑜)
‖

‖

𝒙 − 𝒙𝑖‖‖ being the coordinate of the closest point on the inner PML boundary. Because of the convexity of the
PML boundary, 𝒙0 is uniquely defined. In (15) the function 𝑔(𝜁 ) is a monotonically increasing function of 𝜁 , being zero at the inner
PML boundary to prevent numerical reflections:

𝑔(𝜁 ) =
𝜈𝜁𝑤

𝑤 ‖

‖

𝒙1 − 𝒙0‖‖
𝑤−1

, (16)

where 𝜈 is a positive parameter and 𝑤 is a positive integer that determines the decay rate inside of the PML region, 𝒙1 is the
𝑜

6

oordinate of a point located at the intersection between the outer PML boundary (𝛤 ) and a line passing through 𝒙0 and 𝒙.
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Fig. 3. Schematic of the LC-PML (shaded region). 𝒙 is and arbitrary coordinate inside this region, and points 𝒙0 and 𝒙1 lie on the inner and outer boundary of
the PML region, respectively. �̂�(𝜁 ) is the normal vector to the boundary 𝛤 𝑜 from 𝒙0 to 𝒙 and 𝜁 is the distance between 𝒙0 to 𝒙.

2.3.2. Incoming plane waves
Electromagnetic waves entering from outside the domain (e.g., plane waves) are often implemented using a boundary condition.

However, because of the PMLs enclosing our domain, we cannot implement it this way since the wave would have to travel through
the absorbing layer. Instead, we use a scattered field formulation, where the total electric field 𝑢 is decomposed into the incoming
field �̃� (the incident field produced without the scatterer) and the scattered field 𝑢𝑠 (the resulting field produced by imposing the
equivalent current on the surface inside the domain) [69–71]. The current should, however, only be imposed on the dielectric
domain (i.e., 𝛺𝑑). Using the scattered field formulation the source term to the right hand side of (1) is

𝑓 =
[

𝜕
𝜕𝑥

(

1
𝑝
𝜕
𝜕𝑥

)

+ 𝜕
𝜕𝑦

(

1
𝑝
𝜕
𝜕𝑦

)

+ 𝑞
(𝜔
𝑐

)2
]

�̃�, for 𝒙 ∈ 𝛺𝑑 (17)

where �̃� is the incident field; this field can be arbitrary, but it is usually chosen to be a plane wave because the source is far enough
away from the scatterer. In the case of a plane wave, the incident field can be described as

�̃�(𝒙) = 𝑢0𝑒
−𝑗𝜅0(𝑥 cos𝜑+𝑦 sin𝜑), (18)

where 𝜅0 = 𝜔
√

𝜖0𝜇0, 𝑢0 is the amplitude of the incoming plane wave and 𝜑 is the incident angle of the plane wave, with 𝜑 = 0 being
n incident angle along the positive 𝑥-axis.

When using an enriched formulation, the enriched DOFs 𝛼𝑖 do not correspond directly to the electric nor magnetic field at the
ocation of the enriched node. Instead, the original DOFs in support of the enriched node must also be taken into account (refer
ack to (5)). The enriched incoming field terms �̃�𝑖 are calculated as the difference between the interpolated incoming field from the
riginal mesh nodes and the actual value at the enriched node location, i.e.,

�̃�𝑖 =
1

𝑠𝑖𝜓𝑖(𝒙𝑖)

(

�̃�(𝒙𝑖) −
∑

𝑗∈𝜄ℎ

𝑁𝑗 (𝒙𝒊)�̃�𝑗

)

, (19)

where 𝒙𝑖 is the coordinate of the enriched node, 𝜓𝑖(𝒙) its associated enrichment function, 𝑁𝑗 (𝒙) and �̃� 𝑗 are the shape functions and
corresponding incident field values of the original mesh nodes with index set 𝜄ℎ. To regain the total field, the computed scattered
and incoming fields are added together. The addition of the scattered and incoming fields inside of the PML region will not create
a physical result, so after the addition, the DOFs of the total field inside the PML region are set to zero. Since (17) is the same form
as the governing equations, the system matrices 𝑲 and 𝑴 can be used together with a transformation matrix 𝑻—a matrix with all
DOFs inside the dielectric region set to one [69]. When using IGFEM, these DOFs also include the DOFs of the original mesh nodes
connected to the enriched nodes. This will result in the system

(

𝑲 − 𝜔2𝑴
)

𝑼 𝑠 = −𝑻
(

𝑲 − 𝜔2𝑴
)

�̃� , (20)

where 𝑼 𝑠 contains the scattered field values.

2.3.3. Far-field calculation
A common use for electromagnetic scattering problems is to investigate the Radar Cross Section (RCS), which describes the far

field reflections of an incident plane wave by a scatterer. In 2D, the RCS is defined as [69,70]

𝜎2D = lim 2𝜋𝑅
|

|

𝑢𝑓 |
|

2

, (21)
7

𝑅→∞
|�̃�|2
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Fig. 4. A schematic showing the 𝑖th segment with its edge along 𝛱 and the associated variables.

where 𝑢𝑓 is the scattered far-field and 𝑅 is the observation radius from the scatterer; the latter should satisfy 𝑅 ≫ 2𝐷∕𝜆0, where 𝐷 is
he largest dimension of the scatterer and 𝜆0 is the wavelength in vacuum. The far-field 𝑢𝑓 can be calculated as a post-processing step
ith Huygens’ surface equivalence principle, integrating the surface electric and magnetic current densities over a circular interface
enclosing the scatterer. The integration over 𝛱 is done by subdividing the interface into smaller segments, then summing up the

ontribution of each segment, as shown in Fig. 4. The far-field can be calculated [69] as

𝑢𝑓 =
√

𝜅0
8𝜋𝑅

𝑒𝑗𝜋∕4𝑒−𝑗𝜅0𝑅
∑

𝑖∈𝜄𝑓

(

�̂�𝑖 ⋅ 𝒆𝑥 cos 𝜃 + �̂�𝑖 ⋅ 𝒆𝑦 sin 𝜃
)

𝑢𝑖𝑒
𝑗𝜅0(𝑥𝑖 cos 𝜃+𝑦𝑖 sin 𝜃)𝛥𝓁𝑖

+ 1
𝑗𝜔

√

𝜅0
8𝜖0𝜇0𝜋𝑅

𝑒−𝑗3𝜋∕4𝑒−𝑗𝜅0𝑅
∑

𝑖∈𝜄𝑓

(

�̂�𝑖 ⋅ 𝒆𝑥
𝜕
𝜕𝑥

+ �̂�𝑖 ⋅ 𝒆𝑦
𝜕
𝜕𝑦

)

𝑢𝑖𝑒
𝑗𝜅0(𝑥𝑖 cos 𝜃+𝑦𝑖 sin 𝜃)𝛥𝓁𝑖,

(22)

where 𝜄𝑓 is the set of segments along 𝛱 , �̂�𝑖 is the outward facing unit normal vector of the 𝑖th segment with length 𝛥𝓁𝑖, 𝒆𝑥 and 𝒆𝑦
he Cartesian coordinate basis vectors, 𝜃 is the observation angle, and 𝑢𝑖, 𝑥𝑖 and 𝑦𝑖 the total field strength and 𝑥- and 𝑦-coordinates
valuated at the midpoint of the 𝑖th segment, respectively. Note that 𝛱 is not a meshed interface and thus the discretization can
till happen without any prior knowledge about the geometry inside the domain.

.4. Topology optimization

The topology optimization methodology in this work combines a level set function to describe the topology with the IGFEM-
ased analysis procedure described in the previous sections. As discussed earlier, enriched nodes are added along vacuum-dielectric
nterfaces to improve the accuracy of the analysis (see Eq. (6)). These interfaces are described by the zeroth value of the level set
unction, which is also decoupled from the analysis mesh to have more control on the design space. Therefore, the level set function
ses compactly supported Radial Basis Functions (RBF) [62]. The 𝑖th RBF centred at coordinate 𝒙𝑖 is given by

𝛩𝑖
(

𝜍𝑖
)

=
(

1 − 𝜍𝑖
)4 (4𝜍𝑖 + 1

)

, (23)

where 𝜍𝑖
(

𝒙,𝒙𝑖
)

=
√

‖

‖

𝒙 − 𝒙𝑖‖‖∕𝜍𝑠 and 𝜍𝑠 is the radius of support. Using RBFs the level set function is interpolated as

𝜙(𝒙) =
∑

𝑖∈𝜄𝑑

𝛩𝑖(𝒙)𝑑𝑖 = Θ(𝒙)⊺𝒅, (24)

where 𝜄𝑑 is the index set of all design variables 𝑑𝑖. Evaluating this function over all original mesh nodes results in

𝝓 = 𝜽⊺𝒅 (25)

where 𝜽 is a matrix containing all RBF values. RBFs give the design variables on every node a range of influence over other design
variables nearby, giving the possibility to yield smooth designs—this works similarly to a density filter in standard density-based
topology optimization. Note that during the optimization process, no stabilization or mass conservation methods are used for the
level set. For more details, the reader is referred to van den Boom et al. [62].

2.4.1. Objective function and analytical sensitivity analysis
As an example, we implement a figure of merit to focus an incoming plane wave onto one or multiple chosen points. This problem

was investigated by Christiansen and Sigmund [65], who used a density-based topology optimization approach. Mathematically, the
objective function can be formulated as the weighted sum of light intensity ‖𝑢‖2 at chosen nodes in the mesh. The optimization
problem then becomes

min
𝒅

𝛹 = −𝑼H𝑷𝑼

subject to
(

𝑲(𝒅) − 𝜔2𝑴(𝒅)
)

𝑼 s = −𝑻
(

𝑲(𝒅) − 𝜔2𝑴(𝒅)
)

�̃� , (26)
8

𝒅min ≤ 𝒅 ≤ 𝒅max
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Fig. 5. Illustration of a photonic crystal unit cell (left) for an arbitrary lattice with angle 𝛽 and a circular inclusion with radius 𝑏. Computational domain and
boundary conditions (right) used for the simulation.

with 𝑷 being a diagonal matrix that selects and weights the points at which to maximize the light intensity, the superscript H

denotes the conjugate transpose, and 𝑑min and 𝑑max are the lower and upper bounds of the design variables 𝑑𝑖, which are used to
prevent the level set function from becoming too steep. At variance with compliance optimization problems, no volume constraint
is used in this work since completely solid or void designs are not optimal. The level set function is updated using the Method of
Moving Asymptotes (MMA) [72], which also requires the sensitivities of the objective with respect to the design variables. These
are calculated analytically as

𝜕𝛹
𝜕𝑑𝑖

= 𝜕𝛹
𝜕𝑼𝑘

𝜕𝑼𝑘
𝜕𝜙𝑗

𝜕𝜙𝑗
𝜕𝑑𝑖

. (27)

The first term on the right-hand side of (27) is the derivative of the objective function with respect to the electric field values
𝜕𝛹
𝜕𝑼𝑘

= −2𝑼∗
𝑚𝑃𝑚𝑘, (28)

where the superscript ∗ denotes complex conjugate. The second term is the derivative of the scattered electric field with respect to
the 𝑗th level set value, which is calculated by solving the linear equation

(

𝑲 − 𝜔2𝑴
) 𝜕𝑼 𝑠

𝑘
𝜕𝜙𝑗

=
(

𝜕𝑲
𝜕𝜙𝑗

− 𝜔2 𝜕𝑴
𝜕𝜙𝑗

)

𝑼 𝑠
𝑘 − 𝑻

[

(

𝜕𝑲
𝜕𝜙𝑗

− 𝜔2 𝜕𝑴
𝜕𝜙𝑗

)

�̃�𝑘 +
(

𝑲 − 𝜔2𝑴
) 𝜕�̃�𝑘
𝜕𝜙𝑗

]

, (29)

after which the derivative of the incoming field can be added to get the total field derivative with respect to the 𝑗th level set value.
Because (29) has the same left-hand side as (20), factorization of the system matrix, for example via LU decomposition, can be
reused for efficiency. Finally, the third term is the derivative of the nodal level set values with respect to the design variables,
which is computed as

𝜕𝝓
𝜕𝒅

= 𝜽⊺, (30)

where 𝜽⊺ is the matrix defined in (24) and (25). For more details see Appendix, which also contains a verification using a finite
difference scheme.

3. Results

In this section three example problems are shown. First, band structure analysis is performed to find the dispersion relations
of photonic crystal designs. Then, a Mie scattering problem, for which we have an exact solution, is solved on increasingly finer
meshes for both the standard FEM and IGFEM, to obtain the convergence rates of the analysis procedure. Then, we compare our
convergence rates to those of Nitsche’s method on a problem containing an embedded straight interface. Finally, the topology
optimization methodology is showcased in the design of both a 2-D metalens and a reflector. Note that throughout this section no
units are given, so the results can be understood under any consistent unit system.

3.1. Band structure analysis

We consider a photonic crystal with a periodic unit cell containing a circular inclusion [31]. The unit cell is shown in Fig. 5,
where 𝑏 is the radius of the circular inclusion, 𝛽 is the angle between the lattice vectors 𝒂1 and 𝒂2, 𝛺1 and 𝛺2 are domains with
elative permittivity 𝜖𝑟1 and 𝜖𝑟2, respectively, and 𝛤𝐵1 and 𝛤𝐵2 are the regions of the boundary along the outer boundary 𝛤 𝑜 where

Bloch–Floquet periodic BCs are prescribed. In all examples ‖𝒂1‖ = ‖𝒂2‖ = 𝑎, where 𝑎 is also known as the lattice constant. As
discussed earlier, in order to compute the complete band structure of a photonic crystal, an eigenvalue analysis must be done for
9
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Fig. 6. Square (top row) and hexagonal (bottom row) periodic unit cells with their corresponding (irreducible) Brillouin zones (left) and obtained TM and TE
and structures using both ℎ-FEM and IGFEM (right).

ll wave vectors 𝒌. However, because of the translational and rotational symmetry of the photonic crystal lattice, the wave vectors
hat need to be considered can be reduced significantly. This collection of wave vectors is called the irreducible Brillouin zone.

Fig. 6 shows the band structure analysis of a square unit cell (top row) with 𝑏 = 0.2𝑎, 𝛽 = 90◦, 𝜖𝑟1 = 8.9 and 𝜖𝑟2 = 1, and a
exagonal unit cell (bottom row) with 𝑏 = 0.48𝑎, 𝛽 = 60◦, 𝜖𝑟1 = 1 and 𝜖𝑟2 = 13. For each, the unit cell with the corresponding

(irreducible) Brillouin zone is shown (left), together with the computed band structure for both TM and TE modes (right); the
analysis was done for both ℎ-FEM and IGFEM with a mesh size of ℎ = 3𝑎∕100. It can be seen that there is no noticeable difference
between the band structure results obtained using ℎ-FEM and IGFEM. The results of the obtained band structures also correspond

ith those found by Joannopoulos et al. [31].

.2. Convergence study

In this section we conduct convergence analysis to obtain the rates of convergence of IGFEM on 2-D electromagnetic problems.
o that end we solve a Mie scattering problem, which describes the scattering of an electromagnetic plane wave with a cylinder,
nd for which an analytical solution is available.

Consider a dielectric cylinder 𝛺1 (shown in Fig. 7) with radius 𝑟 and relative permittivity 𝜖𝑟1 = 2 for an incident plane wave
with wavelength 𝜆 = 𝑟 and angle of incidence 𝜑 = 𝜋∕2 (towards the positive 𝑦 direction). The dielectric is surrounded by a vacuum
10

ayer 𝛺2 (𝜖𝑟2 = 1) with thickness 𝑡𝑣 = 0.4𝑟 and a PML region 𝛺3 with thickness 𝑡PML = 0.7𝑟 is placed around the edges of the domain
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w

Fig. 7. Schematic of the Mie scattering problem used for the convergence analysis (left) and computational domain used for the simulation accounting for
symmetry (right).

to absorb outgoing waves reflected by the scatterer. All domains have a relative permeability of 𝜇𝑟 = 1. 𝛤𝑁 is the boundary with
prescribed homogeneous Neumann BC for symmetry, and 𝛱 is the Huygens surface used for the computation of the RCS.

Using wave transformation, a plane wave with unity magnitude and angle of incidence 𝜑 can be expressed in terms of cylindrical
waves

𝑒−𝑗𝜅0(𝑥 cos𝜑+𝑦 sin𝜑) =
∞
∑

𝑛=−∞
𝑗−𝑛𝒥𝑛(𝜅0𝜌)𝑒𝑗𝑛(𝜗−𝜑), (31)

here 𝒥𝑛 is the 𝑛th order Bessel function of the first kind and 𝜌 and 𝜗 are the radial coordinate and the azimuth, respectively. Using
this assumption, the analytical scattered field 𝑢𝑎 of a plane wave by a dielectric cylinder can be calculated with [70,73]

𝑢𝑎 =

⎧

⎪

⎨

⎪

⎩

∑∞
𝑛=−∞ 𝒶𝑛ℋ

(2)
𝑛 (𝜅0𝜌)𝑒𝑗𝑛(𝜗−𝜑) for 𝜌 ≥ 𝑟

∑∞
𝑛=−∞ 𝒷𝑛𝒥𝑛(𝜅𝜌)𝑒𝑗𝑛(𝜗−𝜑) − 𝑗−𝑛𝒥𝑛(𝜅0𝜌)𝑒𝑗𝑛(𝜗−𝜑) for 𝜌 < 𝑟

(32)

where the terms 𝒶𝑛 and 𝒷𝑛 are given by

𝒶𝑛 = −𝑗−𝑛
√

𝑝𝒥 ′
𝑛 (𝜅0𝑟)𝒥𝑛(𝑘𝑟) −

√

𝑞𝒥𝑛(𝜅0𝑟)𝒥 ′
𝑛 (𝜅𝑟)

√

𝑝ℋ (2)
𝑛

′(𝜅0𝑟)𝒥𝑛(𝑘𝑟) −
√

𝑞ℋ (2)
𝑛 (𝜅0𝑟)𝒥 ′

𝑛 (𝜅𝑟)
(33)

𝒷𝑛 =
𝑗−(𝑛+1)

𝜋𝜅0𝑟
2
√

𝑝
√

𝑝ℋ (2)
𝑛

′(𝜅0𝑟)𝒥𝑛(𝜅𝑟) −
√

𝑞ℋ (2)
𝑛 (𝜅0𝑟)𝒥 ′

𝑛 (𝜅𝑟)
, (34)

where, for a TM polarized plane wave 𝑢𝑠 = 𝐸𝑠𝑧, 𝑝 = 𝜇𝑟 and 𝑞 = 𝜖𝑟, while for a TE polarized plane wave 𝑢𝑠 = 𝐻𝑠
𝑧 , 𝑝 = 𝜖𝑟 and 𝑞 = 𝜇𝑟.

𝒥 ′
𝑛 is the derivative of the 𝑛th-order Bessel function of the first kind, and ℋ (2)

𝑛 and ℋ (2)
𝑛

′ are the 𝑛th-order Hankel function of the
second kind and its derivative, respectively. Note that these equations are an approximation and the accuracy of the scattered field
increases with the number of terms in (32) [70]. In this work we choose 𝑛 ∈ [−100…100].

We consider the Mie scattering problem for a TM and TE polarized plane wave. Both problems are solved using ℎ-FEM together
with a mesh that is conforming to the vacuum-dielectric interface (𝛤12). The same problem is solved with an unfitted mesh using
IGFEM to resolve the field in the elements cut by the dielectric inclusion. Fig. 8 shows the scattered field for TM (top row) and TE
(bottom row) polarizations, obtained via ℎ-FEM (left) and IGFEM (right) with a mesh size ℎ = 𝜆∕10. Using the exact solution (32)
we study the relative element-wise error with respect to the analytical solution. which is computed as

‖𝜀‖2(𝑒) =
‖

‖

𝑢 − 𝑢ℎ‖
‖2(𝑒)

‖𝑢‖2(𝑒)
=

√

√

√

√

∫𝑒(𝑢 − 𝑢ℎ)H(𝑢 − 𝑢ℎ) d𝑒

∫𝑒 ‖𝑢‖
2 d𝑒

. (35)

Fig. 9 shows the element-wise error in the scattered field for TM (top row) and TE (bottom row) polarizations, respectively. The
error in the PML region is not taken into account since the numerical solution in that region does not agree with the analytical
solution.

We now conduct a convergence analysis for ℎ∕𝜆 = {1∕10, 1∕25, 1∕50, 1∕100} using both ℎ-FEM and IGFEM, where the 2-norm
of the error is obtained by aggregating the element-wise error, i.e.,

‖𝜀‖2(𝛺) =
‖

‖

𝑢 − 𝑢ℎ‖
‖2(𝛺)

‖𝑢‖ 2
=

√

√

√

√

∑

𝑒∈𝛺ℎ ∫𝑒(𝑢 − 𝑢ℎ)H(𝑢 − 𝑢ℎ) d𝑒
∑ 2

. (36)
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Fig. 8. The norm of the scattered field for TM (top row) and TE (bottom row) polarizations, obtained via ℎ-FEM (left) and IGFEM (right).

This global error measure is plotted against the total number of degrees of freedom for both the TM and TE polarization cases in
Fig. 10. In all cases, the convergence rate is −1, which is the optimal rate for the 2-norm as a function of the number of DOFs.
This means that the optimal convergence of ℎ-FEM is recovered using IGFEM for electromagnetic problems. Note that, in addition
to the optimal convergence rate, the accuracy of IGFEM is very similar to that of ℎ-FEM.

Finally, the RCS is calculated for ℎ∕𝜆 = {1∕10, 1∕25, 1∕50, 1∕100} using the Mie scattering results obtained with ℎ-FEM and IGFEM.
For all examples 𝑅 = 100m and the interface 𝛱 is subdivided into 100 segments and has a radius of 1.02𝑟. The analytical solution (32)
is used to verify the RCS results. Fig. 11 shows the RCS for TM (top row) and TE (bottom row) polarizations, obtained with both
ℎ-FEM (left) and IGFEM (right). It can be seen that as the mesh size decreases, the computed RCS gets closer to the analytically
calculated RCS.

3.3. Comparison with Nitsche’s method

In this section we compare our approach with that of Zou et al. [61], who used Nitsche’s method to enforce interfaces weakly in
Helmholtz problems. For the comparison we will replicate their convergence study, but here we use IGFEM instead to resolve the
interface.

Consider a rectangular domain (shown in Fig. 12) with 3𝑊 = 2𝐿, which is divided evenly into two subdomains 𝛺1 and 𝛺2. The
subdomains have relative permeabilities 𝜇𝑟1 = 1 and 𝜇𝑟2 = 0.2, respectively, and relative permittivities 𝜖𝑟1 = 𝜖𝑟2 = 𝑐2. A homogeneous
Dirichlet BC (i.e., �̄� = 0) is prescribed on the left edge 𝛤𝐷1 , and a non-homogeneous Dirichlet BC �̄� = 1 is prescribed on the right
edge 𝛤𝐷2 . 𝛤𝑁 is the boundary with prescribed homogeneous Neumann BC for symmetry. In order to make our problem the same as
in Zou et al. [61], only the TM polarization is considered. Since the problem is essentially one-dimensional, the exact solution can
be derived and used for a convergence analysis.
12
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Fig. 9. 2-norm of the element-wise error for TM (top row) and TE (bottom row) polarizations obtained using ℎ-FEM (left) and IGFEM (right). The PML region
is coloured grey since the computed solution in that region does not agree with the analytical solution.

Fig. 10. 2-norm of the global error as a function of the total number of degrees of freedom for TM (left) and TE (right) polarization cases.
13
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Fig. 11. Analytical and numerical RCS for TM (top row) and TE (bottom row) polarizations using ℎ-FEM (left column) and IGFEM (right column).

Fig. 12. Schematic of the problem with a single interface used to compare the convergence of IGFEM to the convergence of the method presented in Zou et al.
[61].

A convergence analysis follows using only IGFEM for two frequencies 𝜔 = {10∕𝐿, 20∕𝐿} and for ℎ∕𝐿 = {1∕50, 1∕100, 1∕200, 1∕400}.
The solution for 𝜔 = 20∕𝐿 is shown in Fig. 13 with ℎ∕𝐿 = 1∕50. The global measure of error in the 2-norm, which is computed
using (36), is plotted against the mesh size in Fig. 14. Comparing to the convergence obtained by Zou et al. [61], it is shown that
both methods obtain the same (optimal) convergence, with IGFEM yielding a slightly lower error.
14
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Fig. 13. The scattered field for 𝜔 = 20∕𝐿, obtained via IGFEM.

Fig. 14. 2-norm of the global error as a function of the mesh size ℎ for 𝜔2 = 100 (left) and 𝜔2 = 400 (right).

3.4. Optimizing for energy concentration

The results of the previous section show that IGFEM can recover optimal convergence rates for the Mie scattering problem.
We now combine IGFEM-based analysis with a level set description of topology, resulting in an interface-enriched level set-based
procedure that can be used for topology optimization. Consider the optimization problem studied by Christiansen and Sigmund
[65] (see Fig. 15), where we aim at maximizing the performances of both a 2D meta-lens and a reflector for an incident plane
wave. The figure shows a schematic of both optimization problems, with 𝑊 = 2𝐿. The height of the dielectric substrate 𝛺1 is
𝐿𝑠 = 0.1𝐿, the height of the design area 𝛺𝑑 is 𝐿𝑑 = 0.075𝐿, and the thickness of the PML layer surrounding the domain 𝛺3 is
𝑡PML = 0.175𝐿. The design area consists of both 𝛺1 and 𝛺2, and the optimizer will determine the topology. 𝒙𝑓 is the chosen focal
point of the lens/reflector, 𝛺2 is the surrounding vacuum (𝜖𝑟2 = 1), and 𝛤𝑁 is the boundary region with prescribed homogeneous
Neumann boundary condition for symmetry. All domains have a relative permeability of 𝜇𝑟 = 1. Two initial designs are used for both
optimization problems, one consisting of dielectric material with circular vacuum domains and the other as the inverse, shown in
Fig. 16; these will be referred to henceforth as the dielectric and vacuum initial designs, respectively. For all optimization problems
all material interfaces will be resolved using IGFEM and a uniform mesh size of ℎ = 𝜆∕(10𝜖𝑟) is used except for the design area 𝛺𝑑 ,
where we use ℎ = 𝜆∕20.

For the design of a metalens the electric field intensity is maximized at the focal point 𝒙𝑓 = (0, 0.6𝐿) for an incident plane wave
with wavelength 𝜆 = 0.175𝐿 and an angle of incidence 𝜑 = 𝜋∕2 (towards the positive 𝑦 direction). The design material in this
case has a relative permittivity 𝜖𝑟1 = 2. The optimization ran for 200 iterations. Fig. 17 shows the optimized metalens design and
resulting electric field intensity. Very similar designs—and thus performance—were attained by starting the topology optimization
with both initial designs. This can also be seen on the left in Fig. 19. However, the fact that the optimized designs are not exactly
the same for the two initial design indicates the non-convexity of this topology optimization problem. For comparison purposes, the
same optimization problem was solved using a density-based approach taken from Christiansen and Sigmund [65], using various
15
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Fig. 15. Schematic of the optimization problem (left) and the computational domain used for the optimization accounting for symmetry (right).

Fig. 16. Dielectric (top) and vacuum (bottom) initial designs used for the topology optimization of both the metalens and the reflector.

Fig. 17. The optimized metalens design (bottom) starting from the dielectric initial design together with the resulting electric field intensity (top).

filter radii. The density-based results are shown in Fig. 19 as grey lines. After the optimization process, the density-based designs
are projected to black-and-white designs using a smoothed approximation of the Heaviside function, shown as grey markers in
Fig. 19 [65]. It can be seen that the thresholding changes the performance of the designs, yielding mostly an improvement. The
maximum light intensity obtained is ≈7.2, whereas the maximum field strength using our method is ≈8.2.
16
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Fig. 18. The optimized reflector design (bottom) starting from the vacuum initial design together with the resulting electric field intensity (top).

Fig. 19. The convergence of the metalens objective function (on the left) and the reflector objective function (on the right) for both initial designs. The
density-based optimization results taken from Christiansen and Sigmund [65] for three different filter radii are shown in grey. The three grey markers show the
performance of the density-based design after projecting to a black-and-white design.

For the design of a reflector the electric field intensity is maximized at the focal point 𝒙𝑓 = (0, 0.5𝐿) for an incident plane wave
with wavelength 𝜆 = 0.175𝐿 and an angle of incidence 𝜑 = −𝜋∕2 (i.e., towards the negative 𝑦 direction). The design material in
this case has a relative permittivity 𝜖𝑟1 = 1.36− 6.08𝑗. The optimization ran for 300 iterations. Fig. 18 shows the optimized reflector
design and the resulting electric field intensity. The dielectric initial design resulted in a slightly better performance, but since the
optimized design contained non-feasible geometry (in the form of disconnected material) the vacuum initial design is shown. Just
like the metalens optimization, these results indicate we deal with a non-convex optimization problem. Again, the same optimization
problem was solved using a density-based optimization using various filter radii. The maximum light intensity obtained is ≈13.7,
whereas the maximum field strength using our method is ≈14.1.

4. Summary and conclusions

We introduced a 2-D interface-enriched generalized finite element method (IGFEM) for the computational analysis and design—
by means of topology optimization—of nanophotonic devices. This method allows for the simulation of different geometries
without the need for generating geometry-fitted meshes. Compared to similar methods, i.e., X/GFEM or SGFEM, IGFEM uses
17
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enrichment functions that vanish at the original mesh nodes. This allows for a straightforward enforcement of essential boundary
conditions and retains an accurate approximation in blending elements [62]. IGFEM’s capabilities for band structure analysis were
first demonstrated in the context of phononic crystals by van den Boom et al. [50]. Here we show that the band structure of
photonic crystals can also be calculated accurately with IGFEM by comparing our results with standard FEM on the problem studied
by Joannopoulos et al. [31]. A convergence analysis on a Mie scattering problem—for both TM and TE polarization cases—then
showed that IGFEM recovered the optimal convergence rate expected for smooth problems. Moreover, a far-field analysis showed
that the numerical RCS for both ℎ-FEM and IGFEM (on fitted and unfitted meshes, respectively) approach the analytical solution
s the mesh size is refined. Finally, a 2-D interface-enriched level set-based topology optimization procedure was presented, which
an be used to design nanophotonic devices as an alternative procedure to density-based topology optimization methods commonly
ound in the literature. Two optimization problems were investigated, whereby the light intensity at a chosen point of both a 2-D
eta lens and a 2-D reflector was maximized. Very small oscillations can be seen when the optimization is close to the optimum,
hich are possibly caused by the discretization of the level set function reducing the accuracy of the sensitivities, as discussed

n van den Boom et al. [62]. Still, the results for both problems showed similarities with designs found in the literature. In fact, for
oth optimization problems, the results obtained using the proposed procedure are around 10% better than those obtained using
he density-based optimization found in Christiansen and Sigmund [65]. However, the first-order ABC used in the density-based
opology optimization is often not as accurate as the PML used in this paper [65,71]. Therefore, the different boundary conditions
ould partly be responsible for the differences in optimization results.

We compared our approach to Nitsche’s method proposed by Zou et al. [61], and we showed that IGFEM retrieves the same
onvergence rate with a similar accuracy. However, we note that Nitsche’s method mandates for a stabilization parameter that
s obtained at element level to satisfy the inf-sup condition, and requires that the driving frequencies do not coincide with the
igenvalues of the stabilized coercive bilinear operator 𝑎(⋅, ⋅) [61]. Therefore, the enriched methodology herein does not only yield

optimal convergence, but also has a simpler formulation and therefore a more straightforward implementation. Comparing our
convergence rates to the enriched formulation that uses edge elements by Zhang et al. [60], we note that both methods achieve
very similar error convergence as their standard finite element counterparts. A notable difference between using nodal and edge
elements is that nodal elements converge twice as fast as edge (Whitney 1) elements in the 2-norm [59], and this of course extends
naturally to their enriched counterparts. We also note that in the work of Zhang et al. [60] the error of the use of an first-order ABC
becomes dominant at finer meshes, compared to the PML in this work which has higher accuracy. Once again we highlight that
our approach is easier to implement than that of Zhang et al. [60] since it can use standard finite elements that do not satisfy the
divergence-free property. It is worth noting, however, that the approach of Zhang et al. [60] extends naturally to 3-D. Extending our
methodology to 3-D would require a means to prevent spurious solutions, for instance, by adding a penalty term to the formulation
to enforce divergence conditions [57].

Finally, this work presents the first level set-based topology optimization procedure for electromagnetic problems using IGFEM-
based analysis. The main advantage of IGFEM lies in its flexibility with regards to the choice of finite element discretizations,
since these are completely decoupled from the topology of dielectric and vacuum phases. This decoupling is particularly interesting
for topology optimization problems, where boundaries change throughout the optimization. From the optimization results we can
conclude that further research is needed to investigate the relation between density-based optimization and the level set-based
optimization using IGFEM-based analysis.
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Appendix. Sensitivity analysis

The sensitivity to the optimization problem defined in Eq. (26) can be calculated with

𝜕𝛹 = 𝜕𝛹 𝜕𝑈𝑘 𝜕𝜙𝑗 . (37)
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𝛥

Fig. 20. The absolute relative error 𝛿𝑖 between sensitivities at 5 nodes calculated analytically or with a forward finite difference scheme for different step sizes
𝑑𝑖.

The first term is the derivative of the figure of merit with respect to the electric field values

𝜕𝛹
𝜕𝑈𝑘

= −2𝑈∗
𝑚𝑃𝑚𝑘, (38)

where ∙∗ is the complex conjugate. The second term is the derivative of the electric field, with respect to every level set value, which
can be calculated by first solving the linear equation

(

𝑲 − 𝜔2𝑴
)
𝜕𝑈 𝑠

𝑘
𝜕𝜙𝑗

=
(

𝜕𝑲
𝜕𝜙𝑗

− 𝜔2 𝜕𝑴
𝜕𝜙𝑗

)

𝑈 𝑠
𝑘 − 𝑻

[(

𝜕𝑲
𝜕𝜙𝑗

− 𝜔2 𝜕𝑴
𝜕𝜙𝑗

)

�̃�𝑘 +
(

𝑲 − 𝜔2𝑴
) 𝜕�̃�𝑘
𝜕𝜙𝑗

]

, (39)

to find the derivative of the scattered field, after which the derivative of the incoming field can be added to get the total field
derivative with respect to every level set value. Here, �̃� denotes the incoming field. The derivative of the system matrix with
respect to a design variable can be calculated with

𝜕𝑲
𝜕𝜙𝑗

− 𝜔2 𝜕𝑴
𝜕𝜙𝑗

=
∑

𝑙∈𝜄𝑗

∑

𝑒∈𝜄𝑙

(

𝜕𝒌𝑒
𝜕𝒙𝑙

− 𝜔2 𝜕𝒎𝑒
𝜕𝒙𝑙

)

𝜕𝒙𝑙
𝜕𝜙𝑗

, (40)

where 𝜄𝑗 is the set of enriched nodes which are influenced by the level set value 𝜙𝑗 , 𝜄𝑙 is the set of integration elements in the support
of the enriched node 𝒙𝑙 and

𝜕𝒙𝑙
𝜕𝜙

= −
𝜙(𝒙𝑘)

( )2

(

𝒙𝑗 − 𝒙𝑘
)

, (41)
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which is the design velocities of enriched node 𝒙𝑙, where 𝒙𝑗 and 𝒙𝑗 are the supporting nodes on the intersected edge from the
riginal mesh. The term 𝜕�̃�𝑘∕𝜕𝜙𝑗 only has nonzero values in 𝜄𝑗 , which can be calculated by

𝜕�̃�𝑖
𝜕𝝓𝒋

=
∑

𝑙∈𝜄𝑗

⎛

⎜

⎜

⎝

𝜕�̃�(𝒙𝒊)
𝜕𝒙𝑙

𝜕𝒙𝑙
𝜕𝜙𝑗

−
∑

𝑗∈𝜄𝑝

𝑁𝑗 (𝒙𝒊)
𝜕𝒙𝑙

𝜕𝒙𝑙
𝜕𝜙𝑗

�̃�𝑗
⎞

⎟

⎟

⎠

, (42)

where the term 𝑁𝑗 (𝒙𝒊)∕𝜕𝒙𝑙 is the change in shape function values at 𝒙𝑖 when the enriched node moves and 𝜕�̃�(𝒙𝒊)∕𝜕𝒙𝑙 is the change
n the incoming field value at 𝒙𝑖 when the enriched node moves, which can be calculated by

𝜕�̃�(𝒙)
𝜕𝒙

= −𝑗𝑘0𝑢0𝑒−𝑗𝑘0(𝑥 cos𝜑+𝑦 sin𝜑)
[

cos𝜑
sin𝜑

]

. (43)

Note that the enriched node scaling 1∕(𝑠𝑖𝜓𝑖(𝒙𝑖)) that is present in Eq. (19) is set to 1 during optimization, hence why it is left out.
Finally, the third term is the derivative of the nodal level set values with respect to the design variables, which is defined as

𝜕𝝓
𝜕𝒅

= 𝜽⊺. (44)

Then we also check our analytical sensitivities by computing the relative error with respect to finite difference sensitivities. The
elative error is defined as

𝛿𝑖 =
|

|

|

(

𝛹 ′
𝑖 − 𝜕𝛹

)

∕𝜕𝑑𝑖
|

|

|

|

|

𝜕𝛹∕𝜕𝑑𝑖||
, (45)

where 𝛹 ′
𝑖 is the sensitivity for node 𝑖 calculated with the finite difference. This relative error was calculated for 5 non-zero design

variables, the position of which are showed in Fig. 20, for different step sizes 𝛥𝑑𝑖. The resulting error shows the expected result
where step sizes that are too large or small will result in a large error. For these 5 nodes, the optimal finite difference step size
seems to be around 𝛥𝑑𝑖 = 1e − 8 m.
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