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Precursory Signals to Injection Induced Fault Reactivation
in the Laboratory Using Active Ultrasonic Monitoring
Methods
A. Veltmeijer1 , M. Naderloo1, A. Pluymakers1 , and A. Barnhoorn1

1Faculty of Civil Engineering and Geosciences, Section of Applied Geophysics and Petrophysics, Delft University of
Technology, Delft, The Netherlands

Abstract Induced earthquakes are still highly unpredictable, and often caused by variations in pore fluid
pressure. Monitoring and understanding the mechanisms of fluid‐induced fault slip is essential for seismic risk
mitigation and seismicity forecasting. Fluid‐induced slip experiments were performed on critically stressed
faulted sandstone samples, and the evolution of the actively sent ultrasonic waves throughout the experiment
was measured. Two different fault types were used: smooth saw‐cut fault samples at a 35° angle, and a rough
fault created by in situ faulting of the samples. Variations in the seismic slip velocity and friction along the fault
plane were identified by the coda of the ultrasonic waves. Additionally, ultrasonic amplitudes show precursory
signals to laboratory fault reactivation. Our results show that small and local variations in stress before fault
failure can be inferred using coda wave interferometry for time‐lapse monitoring, as coda waves are more
sensitive to small perturbations in a medium than direct waves. Hence, these signals can be used as precursors to
laboratory fault slip and to give insight into reactivation mechanisms. Our results show that time‐lapse
monitoring of coda waves can be used to monitor local stress changes associated with fault reactivation in this
laboratory setting of fluid‐induced fault reactivation. This is a critical first step toward a method for continuous
monitoring of natural fault zones, contributing to seismic risk mitigation of induced and natural earthquakes.

Plain Language Summary Activities underground, such as gas extraction or fluid injection, can
disturb the natural stresses present and cause human‐induced earthquakes along pre‐existing faults. Even though
they are related to engineering, these earthquakes are currently unpredictable. Monitoring and understanding
how these earthquakes occur are essential to progress with mitigation measures and earthquake forecasting.
Here, we inject fluid to reactivate faulted sandstone samples in the laboratory, while monitoring what happens
with ultrasonic waves that are being sent continuously through the faulted sample as we attempt to create a
laboratory earthquake. We show that by detecting small changes in these ultrasonic waves we can identify the
stages of fault movement, including precursors, in these simplified laboratory fault zones. This implies that
similar signals could potentially be used as precursors to fault movement in other settings as well, which is a
critical first step toward a method for monitoring of the subsurface in real life, contributing toward a method of
seismic risk mitigation of induced and natural earthquakes.

1. Introduction
Forecasting earthquakes has received much interest for many years. Increasing human activities in the subsurface
have caused substantial earthquakes in more densely populated areas (e.g., M3.4 Basel (2006), Switzerland, M3.6
Groningen, the Netherlands (2012), and M5.4 Pohang, South Korea (2017)), with serious consequences for
subsurface use, halting a geothermal project in Basel, and onshore gas production in Groningen. Thus, effective
subsurface monitoring and seismic forecasting are essential to limit the risk and mitigate seismic hazards. In
general, the common mechanisms occurring during the seismic cycle are well known (Figure 1) (Shreedharan
et al., 2021a). This involves initial stress build‐up during the inter‐seismic phase, during which the fault expe-
riences creep, and fault healing. In the pre‐seismic phase the first slip instabilities nucleate where the local stress
exceeds the fault strength. This accelerates creep until a seismic event is generated in the co‐seismic reactivation
phase, during which a large slip event takes place rapidly and stress on the fault is released. In the post‐seismic
phase, the system will experience creep and renewed fault healing. Currently, natural earthquake forecasts are
made using reoccurrence intervals of the seismic cycle, that is, the average duration of the post‐seismic phase
(Shimazaki & Nakata, 1980), or using the precursor events during the pre‐seismic phase, such as the average
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earthquake size distribution (b‐value) (Gulia et al., 2020). For induced seis-
micity, forecasting can be done using probabilistic models (Király‐Proag
et al., 2016; Langenbruch et al., 2018), which can include various production
scenarios (Dempsey & Suckale, 2017). In laboratory settings, frictional
sliding experimental studies have been performed using passive acoustic
monitoring (Cartwright‐Taylor et al., 2022; Guglielmi et al., 2015; Noël
et al., 2019; Ye & Ghassemi, 2020), mostly to investigate fault mechanics and
often to target the onset of the first small and precursory slip events of the pre‐
seismic phase. However, robust, and reliable predicting of fault failure and the
resulting earthquake has proven to be a challenging task (Geller, 1997;
Hough, 2009; Kagan & Jackson, 1991; Pritchard et al., 2020), even for
experimental faults under controlled laboratory settings (Main &
Meredith, 1989).

Pore fluid pressure changes play an important role in the frictional strength
and stability of faults and are considered the main trigger for induced seis-

micity in several real world applications such as hydrocarbon extraction or geothermal energy production
(Guglielmi et al., 2015; Kaproth & Marone, 2013a; Stanchits et al., 2011; L. Wang et al., 2020). In contrast to the
natural seismic cycle, in these cases instabilities are created locally due to the local pore pressure variations. These
cause perturbations in stress magnitude along the fault. Consequently, the pre‐seismic phase can arise when the
shear strength of the fault plane is exceeded, which then ultimately results in fast shear slip along pre‐existing
faults and fractures (L. Wang et al., 2020), that is, the seismic phase in Figure 1. To date, few studies focus on
predicting fluid‐induced seismicity specifically, and hence, predicting the extent of these pore pressure‐induced
stress changes, and therefore the potential onset and exact location of failure and seismicity remains very
challenging.

Generally speaking, stress changes can be inferred by analyzing the change in acoustic or seismic velocity
(Cartwright‐Taylor et al., 2022; Xie et al., 2018). For intact rocks, it has been shown that seismic velocities change
in response to stress, for example, due to compression of the rocks (Barnhoorn et al., 2018; Winkler & Nur, 1979).
In particular, it has been shown that the coda of the acoustic wave traveling through the medium is exceptionally
sensitive to changes in the microstructure (Snieder et al., 2002; Stähler et al., 2011; Zhang et al., 2012; Zotz‐
Wilson et al., 2019), where the use of coda wave interferometry can predict the onset of failure before the
stress drops in intact rock loaded under a constant rate. However, only a very limited number of laboratory fault
sliding studies included continuous active ultrasonic monitoring (Kaproth & Marone, 2013a; Passelègue
et al., 2018; Shreedharan et al., 2019, 2020, 2021a; Veltmeijer et al., 2023a). Moreover, these studies focused only
on the elastic wave velocity and changes in amplitude for sliding on smooth faults. Results show precursory
changes in elastic wave velocity (Kaproth & Marone, 2013b; Passelègue et al., 2018; Veltmeijer et al., 2023a) and
amplitude (Shreedharan et al., 2019, 2020, 2021a; Veltmeijer et al., 2022) during the pre‐seismic phase of fault
reactivation (Figure 1). However, the relations between these changes in the elastic wave properties and the
mechanisms of precursors to failure remain poorly understood. Moreover, it is unknown if monitoring techniques
based on arrival time and amplitude would still work for complex, rough fault surfaces, which can be considered
more representative of natural fault zones (Frank et al., 2020). Given the success of coda wave interferometry on
detecting oncoming failure in intact rocks, we also test the possibilities of coda wave interferometry for moni-
toring the laboratory seismic cycle with different fluid injection protocols in smooth and rough faults.

This paper aims to monitor slip by identifying precursors from the temporal evolution of ultrasonic seismic waves
and to understand the connection between precursors and mechanisms of failure. We present the results of
injection‐driven reactivation of fault experiments in combination with continuous active ultrasonic monitoring.
Fluid pressure was increased cyclically and stepwise to induce slip on the critically stressed saw‐cut and in situ
faulted permeable Red‐Felser sandstones.

2. Materials and Methods
2.1. Rock Samples

Red Felser sandstones were used in the experiments. These sandstones originate from the Rotliegend formation,
which is the same formation as the Groningen reservoir sandstones, and are obtained from a quarry near

Figure 1. Cartoon of fault movement and the corresponding laboratory
seismic/fault reactivation stages. Fault instability and movement occur when
the shear stress τ is larger than the shear strength τs.
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Kaiserslautern, in Germany (Naderloo et al., 2023; van Uijlen, 2013). The rock properties, specifically lithology,
porosity, and permeability, of the Red Felser are very similar to the Slochteren sandstone (Eradus, 2019). The
intact rock samples have a porosity of 21.4% ± 0.7% and were 30 ± 0.1 mm in diameter and 70 ± 0.1 mm in
length.

2.2. Experimental Protocol

The experiments were conducted using a Hoek‐cell, a triaxial apparatus (Figure 2) which is placed in an in‐house
built uniaxial loading frame with a 500 kN loadcell. Confining pressure and pore fluid pressure were maintained
using an ISCO pump model 100DM. Fluid pressure was imposed at the bottom of the sample but was measured at
the top and bottom of the sample. The difference in fluid pressure between top and bottom was within ±0.2 MPa.
We recorded the shortening of the sample using two Solartron AX/1/S linear variable displacement transducers
(LVDTs) with a ±0.1 μm precision. All displacement data was corrected for elastic machine and piston defor-
mation afterward.

Four types of experiments were performed using two fluid injection protocols, namely stepwise and cyclic fluid
injection, on smooth and rough faulted samples. By performing multiple repeat tests for the different configu-
rations, the consistency of the acoustic responses has been confirmed. The first sample type has a smooth saw‐cut
fault, cut at an angle of 35° to the vertical axis (i.e., similar to Ye and Ghassemi (2020)). The tips of the saw‐cut
plane were slightly rounded to prevent breaking of the edges, resulting in an approximately elliptical fault surface
of 45 ± 0.7 mm in length and 29.6 ± 0.1 mm in width (Figure 3a). The second sample type has a rough fault
created in situ in the laboratory assembly, which is assumed to be more representative of natural rough faults.
Prior to testing, all samples were vacuum‐saturated with tap water. For the sample with a rough fault, prior to
injection, we fractured an intact sample at 10 MPa confining and 5 MPa fluid pressure. After the fracture was
formed, loading of the sample was continued in displacement control for 2 min to eliminate cohesive strength and
to slightly open the fracture, to promote slip along the created fracture during the injection stage of the

Figure 2. Left: Scheme of Hoek‐cell used for triaxial experiments (not to scale). Right: Scheme of loading and injection protocol for the saw‐cut (top) and fractured
(bottom) samples. In both cases, protocol A shows stepwise injection and protocol B cyclic injection. The loading plate is fixed during injection, hence the axial stress is
allowed to drop during fault reactivation due to fluid injection.
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experiment. After creating the rough fault, the experiment proceeded with the same loading and injection protocol
as the saw‐cut fault samples (Figure 2).

Before the fluid injection protocols starts, all faulted samples were stressed to a confining pressure of 33 and
5 MPa fluid pressure. Note that the confining pressure (σ3 = σ2) was held constant during the entire experiment.
Then the sample was loaded with a constant vertical strain rate of 0.0005s− 1 until the stress‐strain curve starts to
deviate from linearity (the start of fault reactivation), and reaching a critical stressed condition of the shear stress
(τ) (L. Wang et al., 2020; Ye & Ghassemi, 2020)). Here the position of the axial loading press was fixed and held
constant. After 10 min waiting time, to allow the settling of the sample and assembly, the fluid injection started.

In the first protocol, the stepwise injection (A in Figure 2), the fluid pressure was increased stepwise by 5 MPa at a
rate of 2 MPa/min with 5 min of waiting time in between each step until the maximum pressure of 28 MPa was
reached. In the second protocol, the cyclic injection (B in Figure 2), the fluid pressure was returned to the initial
pressure of 5 MPa after each increasing step (5 MPa above the previous pressure) of the fluid pressure, and using
the same rate of 2 MPa/min but with 3 min waiting time in between each cycle. The fluid pressure was cyclically
increased to the same maximum of 28 MPa.

After finishing the experiment, the sample with the created rough fault was removed from the Hoek‐cell and
scanned in a Nanotom NF180 microCT scanner with a resolution of (voxel size) 64 μm and processed using Avizo
© software.

Active ultrasonic seismic monitoring was performed on all experiments, simultaneously with the mechanical data
acquisition. The waveforms were generated by an Agilent 33210A waveform generator, amplified by an RF
Power amplifier, sent and received using Olympus 1 MHz/.5” v153 transducers, and finally recorded using a
Yokogawa DL9240L oscilloscope. The transducers are integrated into the pistons of the loading system. Two S‐
wave transducers were used, with the source at the top and the receiver at the bottom of the samples. The
transducers were placed such that the polarization of the shear source and receiver was aligned. The peak
operating frequency of the S‐wave transducers is 1 MHz and the ultrasonic signals were recorded every 3 s for
100 μs. To increase the signal‐to‐noise ratio, every recorded waveform is a stack of 256 S‐waves, each sent 4 ms
apart (Figure 4a).

2.3. Data Analysis

During the experiment, signals were logged for force (N), confining pressure (bar), displacement (μ m), pore fluid
pressure (bar), wave arrival time (s), and amplitude (volt). The shear stress (τ), friction coefficient (μ), and
effective normal stress (σn) along the fault plane are determined using the principal stresses, σ1 and σ2 = σ3,
derived from the force and confining pressure data respectively, and the fluid pressure (Pf ) as given by

μ =
τ

σn − Pf
, (1)

Figure 3. Pictures of (dried) samples before (a) and after the experiment was finished (b and c). Note that the tips of the saw‐cut are ground off <3 mm, but the overall
shape is still elliptical, with dimensions [45± 0.7 mm/29.6± 0.1 mm]. The middle (b) shows a sample after stepwise injection and the right (c) after cyclic injection. The
formed gouge is visible as the patchy whitish powder on the saw‐cut fault surface. The patterns of final gouge distribution were different after each experiment, without
any relationship to experimental parameters.
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with

τ =
σ1 − σ3

2
sin (2α), (2)

and

σn =
σ1 + σ3 − 2Pf

2
−
σ1 − σ3

2
cos (2α), (3)

where σ1 and σ3 are the axial and radial stress respectively and α is the fault
angle with respect to the vertical (Byerlee, 1967; L. Wang et al., 2020). The τ
and σn are corrected for a changing contact area of the fault due to fault slip.
The fault slip (s) is determined from the total axial displacement (ΔlLVDT),
corrected for the displacement of the loading machine (ΔlMD) and the rock
matrix (ΔlRM) (L. Wang et al., 2020), as follows:

s =
ΔlLVDT − ΔlMD − ΔlRM

cos(α)
. (4)

The displacement of the loading machine (ΔlMD) and the rock matrix (ΔlRM)
can be estimated using the stiffness of the machine (KM) and rock matrix
(Krock), and the force drop (FN), rewriting Equation 4 into:

s =
ΔlLVDT −

FN
KM
−

FN
Krock

cos(α)
. (5)

For the stiffness of the machine and that of the rock matrix we performed a series of calibration experiments using
aluminum reference samples and intact rock samples. The recorded waveforms are analyzed using the maximum
transmitted amplitude of the recorded P‐ or S‐wave as transmissivity T = |Amax| (Shreedharan et al., 2020). In
addition to the arriving amplitudes, coda wave interferometry (CWI) is used to monitor the velocity change
between two recorded waves. The theory of CWI as presented by Snieder (2002) states that the unperturbed
wavefield uu(t) can be written as a sum of all possible paths (p) the waves can travel through the medium, where t
is time and Ap(t) is the wave along travel path P:

uu(t) =∑
P
Ap(t). (6)

Each scatterer in the medium is assumed to have stationary properties. Therefore, the scatterer does not change its
size, shape, density, and velocity. Additionally, the distance between the individual scatterers is assumed to be
much larger than the dominant wavelength (l ≫ λ). The major difference between the wavefields, when the
medium changes over time, is the arrival times of the waves propagating along each travel path p. The perturbed
wavefield can thus be represented as

up(t) =∑
P
Ap (t − δtp), (7)

where δtp is the travel time change along the path P. This implies that the perturbed wavefield shows only a
change in time and does not change the dispersion of the wavefield. By comparing the wave fields the variations
in the medium can be assessed. The cross‐correlation coefficient is a common method to quantify these variations.
The cross‐correlation coefficient (CC) for a time window of width 2tw and centered around time tk is given by

CC(ts) =
∫ tk+twtk − tw

uu(t) up (t + ts) dt
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∫ tk+twtk − tw
u2
u(t) dt∫

tk+tw
tk − tw

u2
p(t) dt

√ . (8)

Figure 4. Example of a recorded waveform (a) showing the arrival time of
the P‐wave (tP) and of the S‐wave (tS) as well as the maximum transmitted
amplitude of the S‐waves. The length of the coda is indicated by the box and
starts at t= 1.5tS. Part of the coda is enlarged in (b) to illustrate the shift in the
coda over time, showing the to‐be‐correlated wavefield upj(t) and the
reference wavefield upj − N(t) with N = 1 and 20.
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The cross‐correlation coefficient (CC) reaches its maximum if the travel time perturbation δt across all possible
perturbed paths P is

δt = ts. (9)

The velocity change can be written as the average slope of δt versus t, assuming the time shift is constant in the
considered time window, as follows:

δv
v
=
δt
t

(10)

To investigate the changes in material scattering, the decorrelation coefficient (K) is determined. The method of
coda wave decorrelation (CWD) introduced by Larose et al. (2010) is based on the theory of Snieder (2006). The
decorrelation coefficient is formulated as

K(ts) = 1 − CC(ts) = 1 −
∫ tk+twtk − tw

upj − N(t) upj(t + ts) dt
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∫ tk+twtk − tw
u2
pj − N(t) dt ∫ tk+twtk − tw

u2
pj (t) dt

√ , (11)

where N is the number of measurements the reference wavefield upj− N(t) is lagging behind the to‐be‐correlated
wavefield upj(t) (Figure 4b). For continuously monitoring the evolving scattering medium, a moving reference
wavefield is used (cf. Grêt et al., 2006; Zotz‐Wilson et al., 2019). The decorrelation coefficient K is related to the
changes in material scattering due to the addition or removal of scatter(ers) in the medium (Planès et al., 2014,
2015). The coda waves seem random due to the complex paths they take through the medium, but the changes
they are subjected to are strongly related to the position and strength of the changes in the medium (Planès
et al., 2014). The scattering in a medium along the transport mean free path l can be described using the cross‐
sectional area of a single scatterer σ and the density of scatterers ρ (Planès et al., 2014). The total scattering
coefficient, as described by Aki and Chouet (1975), is given by

g0 = ρσ = l− 1. (12)

Following the theory of Aki and Chouet (1975), we can rewrite the coda decorrelation in terms of the scattering
coefficient (g0) between a perturbed (p) and unperturbed (u) medium (Zotz‐wilson et al., 2020).

K(t) =
v0
2
t
⃒
⃒Δg0p− u

⃒
⃒, (13)

where K(t) is the theoretical decorrelation coefficient, t the time in the coda, and v0 the velocity in the medium.
Using a rolling reference (N = 1), the changes in the absolute value of |g0| are monitored as a rate of change (e.g.,
Zotz‐Wilson et al., 2020).

3. Results
3.1. Fault Slip Behavior

From the principal stresses, increasing fluid pressures, and area of the fault plane, the evolution of friction co-
efficient μ is estimated for the saw‐cut samples (Equation 1, Figures 5a, 5c, 6a, and 6c). It is assumed that the
whole fault plane accommodates slip in each event (see a zoomed view of a single step in Figures 6a and 6c). As μ
increases during fluid pressurization, frictional strengthening is visible for the two different injection patterns
(shaded green in Figure 6). At the onset of fault reactivation, μ deviates from linearity (start of yellow shaded area
in Figure 6) and drops (shaded red in Figure 6), simultaneously with the shear stress, when the fault slips. During
each slip event (red shaded areas in Figures 6 and 8), the slip velocity rapidly accelerates to a maximum sliding
velocity. Stick‐slip events with peak slip velocities below 1 mm/s are defined as slow stick‐slip events (L. Wang
et al., 2020). The maximum slip velocities observed are <6.5 μm/s, therefore all recorded slip events in these
experiments are slow stick‐slip. This slow‐slip is regarded as co‐seismic slip, as there is still radiation of elastic
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waves (Veltmeijer et al., 2023a; L. Wang et al., 2020; Ye & Ghassemi, 2020). After reactivation of the fault, μ
continues to increase with continued fluid pressurization (shaded blue in Figure 6). During this stage, μ is not
affected by fault slip, as the fault continues to slip with low background velocities of ≈0.8 μm/s. At the end of each
injection step, a gradual drop of μ indicates sample relaxation. During the rest in between injection periods, the
slip velocity drops to creep velocities near zero (<0.1 × 10− 3 μm/s), until a new injection stage starts.

In general, the rough fault exhibits very similar behavior during cyclic injection (Figures 3c, 3d, 4c, and 4d).
However, during cyclic injection, the slip events show larger and more abrupt drops in τ, μ, and peaks in slip
velocity. But after the slow stick‐slip event, similar low background velocities of ≈0.8 μm/s are recorded, and in
between injection events the rates drop to near zero as well.

The exact area of slip in the rough fault and how it changes during slip is unknown, therefore the evolution of the
friction coefficient on the rough fault can't be estimated. However, using the evolution of shear stress and
displacement, we can still observe the following. Slow slip is observed along the fault plane with peak velocities
well below the velocities observed for slip on a saw‐cut fault (Figure 9). After the slow slip event reactivation
(shaded red in Figure 8), sample relaxation causes the slip velocity to drop to creep velocities near zero
(<0.1 × 10− 3 μm/s) until a new injection stage starts, similar to the saw‐cut faults (Figure 8). Also on rough faults,
the slip velocities are again higher for cyclic than for step‐wise injection, however, the difference is less

Figure 5. Evolution of mechanical and acoustic parameters during the reactivation of the saw‐cut samples. (a and b) Shows the results of the stepwise injection
experiment. (c and d) Shows the results of the cyclic injection experiment. (a and c) Shows the evolution of the shear stress τ, friction coefficient μ, and slip velocity
along the fault due to increasing pore pressure. (b and d) Shows the derivative of the transmissivity T and the evolution of coda wave parameters K and dv/v. Slip event
shaded in gray zoomed view visible in Figure 6.
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substantial than observed for slip along the saw‐cut fault (Figure 9). During the last stepwise injection step a large
stress drop occurred, and when taking the sample out it had an additional fracture. Therefore, the last step of the
stepwise injection needs to be disregarded in the fault slip analysis.

3.2. (Micro‐) Structural Observations

The fault plane of samples shows damage after the reactivation experiments. Most of the gouge forms during fault
slip, due to shear slip, significant grain size reduction took place, resulting in fault gouge formation (Figure 3).
During sliding, the quartz grains at the surface are crushed, and the resulting gault gouge coats the fault plane upon
post‐experimental sample retrieval.

In the sawcut experiments, the contact of the fault plane can be considered relatively smooth and a single contact
in macro‐scale. On the micro‐scale, however, each single grain contact acts as an asperity. This is also shown by
the gouge which is distributed heterogeneously on the fault surface, suggesting that even the relatively smooth
surface of the saw‐cut still has heterogeneous frictional properties across the fault (Figure 3). Each experiment
comes out with its own distinct pattern of gouge distribution, without obvious correlation to the experimental
parameters.

Figure 6. Zoom of single slip events (shaded gray in Figure 5) (a and b) showing the evolution of mechanical and acoustic parameters during the reactivation of the saw‐
cut samples of the second slip event induced by stepwise injection experiment and (c and d) the second slip event induced by cyclic injection experiment. The shaded
gray around the decorrelation coefficient K shows the standard deviation and the colored shaded areas in figures (a)–(d) indicate the four stages of fault reactivation,
green: inter‐seismic stage, yellow: pre‐seismic stage, red: co‐seismic stage, and blue: post‐co‐seismic stage.
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After finishing the experiment with a rough fault experiments, a CT image (Figure 11) was made to show slices of
the fault plane after finishing the experiment. Along the fault plane, black areas are visible, indicating open pore
space. There are also intermediately shaded gray areas, where the fault plane is harder to track. Image seg-
mentation by simple thresholding shows the approximate 3D view of the fault plane. It shows a very irregular fault
surface (Figure 12c), which forms a stark contrast to the simple and straight saw‐cut planes.

3.3. Ultrasonic Monitoring

We first describe the results of the saw‐cut experiments. Monitoring the evolving the transmissivity T, a measure
of the transmitted amplitude, was previously used by Nagata et al. (2008) and Shreedharan et al. (2021a) to track
fault properties in direct shear experimental setting, without considering the effects of pore pressure. It is known
that pore pressure has a large effect on the transmission of wave energy (Winkler & Nur, 1979). This is also
observed in this set of experiments, in which was observed that transmitted amplitudes decrease and increase
inversely with pore pressure. To investigate the more subtle changes due to fault reactivation, the derivative of T is
plotted (Figures 5b, 5d, 6b, and 6d). This shows that during fault slip there is an accelerated drop in the transmitted
amplitude. During each slip event the sample is shortened, decreasing the direct travel path of the wave, which
should increase the amplitude. However, the transmissivity decreases with each injection step instead, and ex-
hibits a faster rate during slip. We observed gouge formation during experiments with slip. Theoretically, a

Figure 7. Evolution of mechanical and acoustic parameters during the reactivation of fractured samples, or rough fault. (a and b) Shows the results of the stepwise
injection experiment. (c and d) Shows the results of the cyclic injection experiment. (a and c) Shows the evolution of the shear stress τ, friction coefficient μ, and slip
velocity along the fault due to increasing pore pressure. (b and d) The derivative of the transmissivity T and the evolution of coda wave parameters K and dv/v. The slip
event is shaded in gray, zoomed view visible in Figure 8.

Journal of Geophysical Research: Solid Earth 10.1029/2023JB028505

VELTMEIJER ET AL. 9 of 18

 21699356, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023JB

028505 by T
u D

elft, W
iley O

nline L
ibrary on [16/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



thicker gouge layer should attenuate waveforms traveling through the sample more than a thinner gouge layer.
Given that the transmissivity still shows a decrease during cyclic injection, even while the pore pressure was
returned to the initial pressure and including the shortening of the sample due to slip, we infer this decrease to be
due to additional attenuation by ongoing gouge formation.

The small stress variations along the fault plane are interpreted and assessed by comparing the coda of the
recorded wave fields, where a moving reference wavefield was used (tN− 1–tN). Therefore the decorrelation co-
efficient K and velocity change dv/v are monitored as a rate of change. Coda wave parameters K and dv/v respond
to fluid injection, and increase and decrease in conjunction with the injection pattern, showing their sensitivity to
stress perturbation on the sample scale (Figures 5b, 5d, 6b, and 6d). Within this background response to the
change in sample stress during injection, another trend is visible. The evolution of coda wave parameters K and
dv/v show a strong correlation to the slip velocity, with an accelerating increase before slip (yellow shaded areas in
Figure 6), an obvious peak during slip (red shaded areas in Figure 6), and a reduction to background levels at
moments of relaxation. The magnitude of these peaks increases per cycle (Figures 5b and 5d) similar to the slip
velocity (Figures 5a and 5c). This indicates that dv/v and K are indeed sensitive to the slip velocity along the saw‐
cut fault plane. As fault slip is a result of stress changes and the resulting loss of asperity contact along the fault
plane, we infer the changes in dv/v and K are results of changes in fault contact on the microscale. T shows a
similar trend to dv/v, showing an equivalent sensitivity to the stress changes along a saw‐cut fault.

Figure 8. Zoom of single slip events (shaded gray in Figure 7). (a and b) Showing the evolution of mechanical and acoustic parameters during the reactivation of
fractured samples, or rough fault of the second slip event induced by stepwise injection experiment and (c and d) the second slip event induced by cyclic injection
experiment. The shaded gray around the decorrelation coefficient K shows the standard deviation and the colored shaded areas in figures (a)–(d) indicate the four stages
of fault reactivation, green: inter‐seismic stage, yellow: pre‐seismic stage, red: co‐seismic stage.
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Moving to the more complex situation of the rough fault, we observe that for the rough fault, the T pattern changes
per slip event (Figures 7b and 7d). Rather than decreasing amplitudes prior to slip (Figures 6b and 6d), increasing
amplitudes in the transmitted waves are observed during and just before slipping along the rough fault (Figures 7b
and 7d). A similar observation can be made for coda parameter K (Figures 7b, 7d, 8b, and 8d). The scattering
along the more uneven slip along the rough fault causes an incoherent signal from the decorrelation coefficient K
(Figures 7b and 7d). While the general sample scale pattern of fluid injection is still visible (Figure 7d), the more
subtle trend with accelerated increase during fault reactivation (observed in the saw‐cut faults; shaded yellow in
Figures 6b and 6d) is lost by the more complicated slip along the rough fault plane (Figures 7b and 7d).
Nonetheless, the velocity change dv/v, however, is still showing the same trends with slip velocity (Figures 8a and
8c). This suggests that the velocity change obtained by the coda wave, which sampled the fault, still is a promising
indicator for the pre‐slip and slip phase along the rough fault plane (shaded yellow and red respectively in
Figures 8a and 8c).

4. Discussion
In the following, we will discuss the effect of injection pattern on fault reactivation and measured waveforms.
Then we go on to discuss the difference of the effectiveness of ultrasonic monitoring for smooth versus rough
faults, where we presume that the type of roughness created by the faulting procedure is more representative for in
situ roughness. Following, we will discuss the added benefit of using coda wave interferometry to determine
precursors to fault reactivation, and finally, we will discuss the implications of our results for earthquake
forecasts.

Figure 9. Peak slip velocity for each injection (stepwise and cyclic) step for the saw‐cut (SC) and fractured (F) samples. The
co‐seismic phase for the rough fault (fractured samples) is more prolonged, the markers show the potential start of the co‐
seismic phase whereas in the SC samples the peak in velocity coincides with the co‐seismic phase.
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4.1. Effect of Injection Pattern

By stepping or cycling the pore pressure, fault instability is reached multiple times. In each cycle or step, when
pore pressure stops increasing, we allow the system to re‐stabilize and reach a new equilibrium. By reducing the
pore pressure each cycle, the fault plane can relax and build strength caused by the compaction of the fault due to
an increased effective normal stress (Figure 10). In cycles where pore pressure is reduced the fault compacts
further, and subsequently, more energy is needed to reactivate the fault. This corresponds to an increase in the
fault energy release, as observed by increasing slip velocities in cyclic injection (Figure 9).

In the faulted samples, the grains on the fault surface are crushed during sliding and pressuring of the fault,
creating a gouge layer along the fault surface. This changes the fault properties like the friction coefficient, which
in the quartz‐rich Red Felser sandstone, would be expected to have a frictional strengthening effect (Bakker
et al., 2016; He et al., 2013). We do observe continuous restrengthening of the fault throughout the experiment
(Figure 10). Most of the gouge is expected to form just prior to and during fault slip, when we expect to have the
highest local stresses on the asperities and movement, causing the observed grain size reduction (Figure 3).
Seismic waves are increasingly attenuated and scattered due to the gouge formation and due to the changes in
stress and movement and repositioning of the scatterers along the fault. These changes were used as a precursor to
fault reactivation during ultrasonic monitoring.

Figure 10. Showing the relation between the principal stresses on the fault plane “color coded” by the applied pore pressure; (a) for the saw‐cut stepwise injection
experiment; (b) for the saw‐cut stepwise cyclic experiment; (c and d) for the fractured samples stepwise and cyclic injection protocol respectively. Indicative failure
envelopes are drawn for failure planes with friction coefficient μ is 0.8 or 1 and cohesion c is 0 or 7.
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Figure 11. CT sections cutting through the fault plane, showing the irregular shape of the rough fault plane. Arrows point at the black areas, which indicate areas of more
pore space, hence opening of the fault, and to more greyish blurry areas, which show the interlocking and compaction areas along the fault. The red lines show the
horizontal and vertical position of the slices. The movement along the fault plane is caused by downward sliding of the top half of the sample. The white arrows indicate
areas of compaction (a and b) and areas of opening (d and e). The direction of movement is indicated in (c).

Figure 12. Image of the fault area, extracted from the CT images. This shows the irregular shape of the rough fault plane. The gaps are stronger compaction areas of fault,
which weren't picked up in processing of the fault area in the CT scans. (c) Shows a jump in the fault plane after an area of compaction.
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The peaks of decorrelation coefficient K, a proxy for the scattering coefficient (Equations 12 and 13), during slip
can be explained by an increased addition of scatterers, caused by the fracturing, crushing and movement of the
grains along the surface area of the fault plane forming a progressively thicker gouge layer. The creation of this
layer along with stress release during slip also causes the drop in velocity dv/v, and the transmitted amplitude T
during fault reactivation. Both parameters peak during fault slip, afterward they are fluctuating around a constant
rate, similar to the observed constant slow slip (Figures 5b and 5d). The slow stick‐slip events induced by cyclic
injection have a greater amplitude and are more abrupt than for stepwise injection due to a greater release of fault
energy (Figures 5b, 5d, 6b, and 6d). This results in larger amplitudes in the coda wave parameters K and dv/v, but
also fewer sampling points per slip event.

4.2. Effect of Roughness

The roughness of the fault plane illustrated by the CT image (Figure 11), implies the fault plane has multiple areas
of compaction (Figures 11a and 11b), where interlocking of asperities can occur, and areas of opening (Fig-
ures 11d and 11e). During slip, parts of such a rough fault can lock, and the fault will locally compact, whereas it
will dilate locally there where the two halves move apart. Both phenomena could enhance resistance to shear
along the fault by interlocking asperities or dilatant hardening (Rudnicki & Chen, 1988). This increased cohesion
of the fault (Figures 10b and 10d) and resistance to shear result in more prolonged slow slip (Figures 8a and 8c)
upon reactivation until the fluid injection is stopped in which we observe fluctuating slip velocities, suggesting the
overcoming the interface locking. In contrast, the saw‐cut fault is smooth and could therefore slip more easily in
its entirety once fault instability is reached. Accordingly, we observe higher slip velocities (Figure 9) upon
reactivation and a short and larger stress drop (Figures 6a and 6c), indicating short and fast reactivation with
afterward continuous slow slip phase due to continued elevated pore pressure and reduced effective normal stress
reducing the interface locking along the smooth fault (Alghannam & Juanes, 2020).

The effect of compaction and dilation along the rough fault can be discerned in the ultrasonic data. Compaction
will cause increasing acoustic amplitudes, whereas dilation causes more attenuation of the waves and lower
transmissivity. This interpretation is consistent with the systematic differences in the increasing and decreasing
behavior of T prior to fault reactivation (Figures 7b and 7d) of the rough fault. Where the decreasing behavior of T
during fault reactivation of the smooth fault (Figures 5b and 5d) suggests the detection of dilation along the fault
plane, its increase suggests the detection of compaction. The scattering along the more uneven slip along the
rough fault causes a more incoherent signal from the K (Figures 7b and 7d). While the general pattern of fluid
injection is still visible (Figure 7d), the more subtle trend of fault reactivation is lost by the more complicated slip
along the rough fault plane (Figures 8b and 8d). Cartwright‐Taylor et al., 2022 described crack rotation with
antithetic slip as an additional mechanism for local stress rotation and slip, allowing shear along more unfavorably
orientated faults, which among fracturing and crushing of the grains influence the scattering, therefore causing a
more incoherent K compared to sliding along the smooth fault surface, where we won't expect this fault rotation
and antithetic slip.

4.3. Precursors to Fault Reactivation

The direct shear experiments by Shreedharan et al. (2021a, 2021b) suggest a physical connection between ul-
trasonic evolution (amplitude and direct wave velocity) and variations in healing, pre‐slip driven asperity
changes, and shear stiffening of wallrock. Their results, similar to ours, suggested as well that the destruction of
asperities and increase in fracture density due to stress changes along the fault during and prior to fault slip is
expected to result in reduction in transmitted amplitude T and P‐wave velocity. However, the work done by
Shreedharan et al. (2021a, 2021b) lacked the additional layer of complexity introduced by the presence of pore
pressure variations. Research by Passelègue et al. (2018) and Winkler and Nur (1979), indicates that ultrasonic
amplitude and velocity are influenced by pore pressure. In this study and in Veltmeijer et al. (2022), we observe
that pore pressure increases have a large effect on the transmitted amplitude, emphasizing the importance of
considering relative changes in transmissivity to infer the nuance introduced by small variations in healing and
interface locking along the fault.

The presented slip velocities can be categorized as slow slip (<6.5 μm) or creeping velocities (<0.1 × 10− 3 μm)
(Figures 5 and 7). These velocities are commonly thought to be aseismic. However, experiments shown by L.
Wang et al. (2020), Ye and Ghassemi (2020), and Veltmeijer et al. (2023a) show recorded micro seismic events
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with similar slow slip velocities. Hence, some seismic energy has been released, and we will characterize the fault
reactivation according to the fault reactivation stages (Figure 1) (Shreedharan et al., 2021a). By analyzing the
temporal evolution of the coda waves, stress changes on the fault surface can be identified, demonstrating the
potential of coda waves to identify the stages of fault reactivation: inter‐seismic phase: linear stress build‐up, the
pre‐seismic phase: early creep/pre‐slip, the co‐seismic phase: stress drop and a continuous sliding phase for the
saw cut fault planes followed by a post‐seismic phase at the end of injection: fault healing (i.e., following the
terminology and sequence shown in Figure 1). Our results show that we can identify the pre‐seismic phase of
laboratory injection‐induced fault slip. By zooming on a single step or cycle, the K, dv/v, and T can be used to
identify the different stages of reactivation. dv/v reaches a new equilibrium after the start of injection (Figures 6
and 8), this can also be observed in the K and T for the reactivation of the saw‐cut fault. The linear stress build up
along the fault causes a constant drop in velocity following the fluid pressure identifying as the inter‐seismic
phase (green shaded area in Figures 6 and 8). Once the fault plane starts to become unstable in the pre‐slip
phase (yellow shaded area in Figures 6 and 8) the dv/v, K, and T show an accelerated decrease/increase in
values (Figure 6) peaking at the co‐seismic stage (red shaded area in Figures 6 and 8). These early changes in
values deviate from the change caused by increased pore pressure and are hence a proxy of the stress change along
the fault plane. Detecting the pre‐slip phase could be a first step for forecasting the upcoming fault reactivation as
it is an indication of the upcoming co‐seismic slip phase.

The drop in dv/v occurs over a narrow range, as well as the standard deviation indicated in gray, hence it gives a
fairly accurate indication of both the preparatory phase and fault reactivation (Figure 6b). Due to the smooth fault,
the stress release and fault reactivation are rapid, and hence the preparatory phase is short. To reactivate the rough
fracture, more energy is needed, as some parts of the fracture aren't favorably oriented to move (Figure 11).
During this extended preparatory phase, the drop in velocity remains clear and shows the same pattern
(Figure 6d), albeit more noisy one due to the more complex fault area. Using CWD, the scattering coefficient K, a
proxy for grain crushing or movement, is determined. This K clearly indicated the saw‐cut fault reactivation,
however, when the fault plane becomes more complex, the K seems to be of little use in detecting both the
preparatory phase and fault reactivation (Figures 8c and 8d). A similar conclusion can be drawn from the
transmissivity. T in the rough fault initially showed similar patterns to the saw‐cut fault reactivation for the first
injection step/cycle, but the later steps differ. Even though monitoring of fault reactivation is more complex, and
the signal is noisier for the rough fault, using the dv/v, the pre‐slip and co‐seismic phase of fault reactivation can
still be determined. Due to the more prolonged pre‐slip phase, the forecast of the co‐seismic stage can be done
relatively earlier as higher differential stresses are needed to reactivate the rough fault.

After the co‐seismic stage, post‐slip sliding is observed in the saw‐cut reactivated faults. As the fault remains
prone to sliding due to continued fluid injection the fault plane continues to slowly slip until fluid injection ends
(Figure 6). No post‐slip during the injection is observed as the rough fault continues to slip slowly (Figure 8),
rather than showing a short and rapid co‐seismic phase (as happened for the smooth fault). Once injection stops,
the fault is not perturbed anymore, which signifies the start of post‐seismic phase, during which the fault relaxes
and can heal until the next step in the injection protocol starts.

4.4. Implications for Induced Seismicity

In our constrained laboratory setting, we accurately identified the pre‐slip phase using a combination of pa-
rameters, including transmitted amplitude, and CWI parameters, highlighting that velocity changes obtained from
coda offer more precision in complex situations compared to the amplitudes. This suggests the potential inclusion
of coda wave interferometry in forecasting fault reactivation, presenting an improvement for input in forecasting
models. Efforts, including machine learning models, have been made to improve predictions of lab quakes
(Laurenti et al., 2022; Rouet‐Leduc et al., 2017; K. Wang et al., 2022), also including transmitted amplitudes to
the models (Shreedharan et al., 2021b).

Upscaling these findings to real reservoir remains a challenge, even though pre‐seismic crustal velocity anomalies
have been observed for a limited number of earthquakes (Chiarabba et al., 2020; Niu et al., 2008). More work is
needed to verify the usefulness of the results for upscaled fault zone length, maturity, time, and complexity and
extent of the damage zone. From the engineering perspective it would require work on placement of monitoring
stations and monitoring frequency. Due to the fast nature of fault reactivation in the laboratory, with pre‐ and co‐
seismic phases lasting seconds, monitoring points during the pre‐slip phase are limited due to equipment
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constraints. Nevertheless, assuming a one‐to‐one relationship between the laboratory and field scale, we do see
potential in this method for monitoring fault reactivation. In the laboratory, the pre‐slip phase spans only a few
seconds, equivalent to a 5 MPa increase in pore pressure (or a 5 MPa decrease in effective stress). Extrapolating
this to the field, a similar pore pressure change may take several days to weeks or more to build up after which
reactivation occurs. This potentially would allow more time for measurements and forecasting. Our work is
performed in a carefully constrained laboratory setting, and does not take in account temperature, maturity or
forward prediction of fault reactivation. We encourage future experimental research in these directions as well as
upscaling and field applicability.

5. Conclusions
In this paper, we aim to monitor fluid‐induced fault slip in laboratory experiments more accurately and understand
the connection between precursors and mechanisms of failure. By analyzing the temporal evolution of the coda
waves and seismic amplitudes, stress changes on the fault surface can be identified, demonstrating the potential of
coda waves to identify the stages of fault reactivation as a possible basis for forecasting injection‐induced fault‐
slip. The precursory signals obtained by coda wave interferometry and decorrelation are compared for both a
smooth saw‐cut and rough fault.

It is shown that the CWI velocity change is most sensitive to the pre‐slip phase and fault reactivation. However, as
all the compared attributes are obtained from the same wavelet a combination of these properties shows that the
stress changes along the fault can be inferred with more accuracy. As a result, the combination may be useful for
monitoring faulted or critically stressed reservoirs that experience pore pressure changes.

The coda analysis and amplitudes are used to identify the different stages in the laboratory seismic cycle, as
precursors to fault slip and to give insight into reactivation mechanisms. Showing ultrasonic monitoring tech-
niques can be used to detect the different fault reactivation stages: inter‐seismic phase: linear stress build‐up, the
pre‐seismic phase: early creep/pre‐slip, the co‐seismic phase: stress drop and a continuous sliding phase for the
saw cut fault planes followed by a post‐seismic phase at the end of injection: fault healing.

Our experiments demonstrate the feasibility of active ultrasonic monitoring as a tool to identify precursors to
laboratory fluid‐induced earthquakes. While these experiments show the feasibility of the active monitoring
method in a controlled environment in the laboratory, and its potential to infer the pre‐seismic phase, it does not
yet include the forward forecasting. The timing of the pre‐phase, from detection to forward forecasting and the
added complexity from lab to field‐scale should still be studied. The potential to infer aseismic stress changes
pointing toward seismicity from active ultrasonic campaigns could be of added value to monitoring and fore-
casting (models).

Data Availability Statement
The laboratory facilities at TU Delft were used to perform the experiments and record the data (loading data and
waveforms) used in this publication. This data is accessible at the 4TU.ResearchData repository under a CC BY
4.0 license. https://doi.org/10.4121/21557910 (Veltmeijer et al., 2023b).
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