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Abstract
Objective. Bi-directional electronic neural interfaces, capable of both electrical recording and
stimulation, communicate with the nervous system to permit precise calibration of electrical
inputs by capturing the evoked neural responses. However, one significant challenge is that
stimulation artifacts often mask the actual neural signals. To address this issue, we introduce a
novel approach that employs dynamical control systems to detect and decipher electrically evoked
neural activity despite the presence of electrical artifacts. Approach. Our proposed method
leverages the unique spatiotemporal patterns of neural activity and electrical artifacts to
distinguish and identify individual neural spikes. We designed distinctive dynamical models for
both the stimulation artifact and each neuron observed during spontaneous neural activity. We can
estimate which neurons were active by analyzing the recorded voltage responses across multiple
electrodes post-stimulation. This technique also allows us to exclude signals from electrodes
heavily affected by stimulation artifacts, such as the stimulating electrode itself, yet still accurately
differentiate between evoked spikes and electrical artifacts.Main results. We applied our method to
high-density multi-electrode recordings from the primate retina in an ex vivo setup, using a grid of
512 electrodes. Through repeated electrical stimulations at varying amplitudes, we were able to
construct activation curves for each neuron. The curves obtained with our method closely
resembled those derived from manual spike sorting. Additionally, the stimulation thresholds we
estimated strongly agreed with those determined through manual analysis, demonstrating high
reliability (R2 = 0.951 for human 1 and R2 = 0.944 for human 2). Significance. Our method can
effectively separate evoked neural spikes from stimulation artifacts by exploiting the distinct
spatiotemporal propagation patterns captured by a dense, large-scale multi-electrode array. This
technique holds promise for future applications in real-time closed-loop stimulation systems and
for managing multi-channel stimulation strategies.

1. Introduction

Bi-directional neural interfaces (BNIs) play an
increasingly important role in neurotechno-
logy to communicate with the nervous system

using multi-electrode arrays (MEAs). These inter-
faces promise to revolutionize scientific discov-
ery and clinical therapeutics through closed-loop
neuromodulation [14, 35, 37, 49, 70]. Specially, a
BNI performs two major tasks. On the one hand,
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it stimulates neurons to produce targeted patterns
of neural activity that are useful for the scientific or
clinical application [20, 33, 47]. On the other hand,
it performs electrical recording to observe natural
neural activity and to calibrate the activity evoked by
the interface [17, 36, 42, 48, 59, 60, 66, 73].

A critical challenge in recording electrically-
evoked activity is that the voltage produced by inject-
ing the current into the electrode–electrolyte imped-
ance produces a stimulation artifact that is often
large enough to obscure the evoked neural signal of
interest [28]. Because of the large time constants of
the electrode-tissue impedance, the artifact can last
for several milliseconds after stimulation [23, 45] and
can thus overlap in time with evoked spikes. This
substantially complicates the process of identifying
and segregating spikes from different cells (spike sort-
ing). Therefore, the artifact and the neural activity of
interest must be distinguished [50, 56].

Several approaches have been proposed to use the
temporal properties of spikes and artifacts to perform
spike sorting [6, 8, 17, 38, 58, 67, 68]. In template sub-
traction methods, the estimated artifacts are subtrac-
ted from the measurements to isolate neural activity
[13, 23, 46, 65] and identify spikes [40]. However,
obtaining templates of the artifact in isolation is not
always possible [51].

However, relatively little has been done to exploit
the distinct spatiotemporal propagation of electrical
artifacts and spikes [45, 54]. Here, we propose a novel
approach using dynamical control systems to model
the spatiotemporal propagation of spikes and arti-
facts and exploit their differences to identify evoked
neural activity as shown in figure 1. Specifically, we
design a unique dynamical model for the stimu-
lation artifact and for each neuron recorded dur-
ing spontaneous activity. Then, to identify evoked
spikes after stimulation, we estimate which combin-
ation of dynamical models (i.e. which neurons fir-
ing) were most likely to produce the recorded voltage
response across all electrodes. Notably, the method
does not require recordings from the stimulation elec-
trode itself, which typically has an artifact that satur-
ates recording electronics, enabling lower-power elec-
tronics. We demonstrate the effectiveness of the pro-
posed approach on large-scale multi-electrode ex vivo
recordings from primate retina, and compare the res-
ults to human-supervised spike sorting.

2. Materials andmethods

2.1. Experimental setup and data description
We analyzed voltage recordings from primate ret-
inal ganglion cells (RGCs) during epiretinal electrical
stimulation, from a single retinal preparation. Eyes
were obtained from terminally anesthetized macaque
monkeys (Macaca mulatta, Macaca fascicularis) used
by other researchers, in accordance with Institutional
Animal Care and Use Committee guidelines. Further

details on the experimental preparation have been
described previously [21, 22, 44].

The retina was isolated from the retinal pigment
epithelium and placed RGC side down on a custom
high-densityMEA systemwith 512 electrodes (60µm
pitch, 8–15 µm diameter) [28, 42]. The retina was
then stimulated with a white noise visual stimulus
using a computer display and lenses while record-
ing on each electrode simultaneously—see figure 2.
Raw signals were amplified, filtered (43–5000 Hz),
multiplexed, digitized (20 kHz) and stored for off-
line analysis. A custom spike sorting procedure [42]
was applied to the recordings to identify and segreg-
ate spikes from individual RGCs. The spike-triggered
average (STA) stimulus was then computed for each
RGC to classify functionally-distinct cell types [10,
11, 21, 61]. For each cell, the electrical image (EI), or
the average spatiotemporal pattern of activity associ-
ated with a cell’s spike, was computed by averaging
the voltage traces during the time of each cell’s spike
[42, 57]. EIs for 25 distinct neurons recorded over 71
samples (3.55 ms) were examined (figure 3).

To characterize RGC responses to epiretinal elec-
trical stimulation, the retina was electrically stimu-
lated by injecting a brief current pulse (charge bal-
anced, positive first, triphasic, 50 µs per phase in rel-
ative ratios of 2:-3:1) through one electrode at a time
in a random sequence while recording on all elec-
trodes simultaneously [21, 22, 33, 44]. Thus, 39 cur-
rent amplitudes (0.1–4.1 µA on the second phase, log
spacing) were applied, with each amplitude repeated
25 times.

The electrical artifact associated with electrical
stimulation (figure 4) precludes the use of standard
spike sorting techniques because it is temporally cor-
related with and occupies a similar frequency band
as neuronal spikes [45]. Furthermore, particularly on
the stimulating electrode, the duration of the arti-
fact is nearly 2 ms (figure 4(a)), exceeding the typ-
ical response latency of RGCs to electrical stimula-
tion (0.4–0.6 ms) [45], complicating further the ana-
lysis of responses. To establish a human-curated set
of labeled responses to electrical stimulation against
which to compare the algorithm developed here, a
semi-automated procedure was performed by two
human observers, as described previously [33]. First,
recorded traces after stimulus onset (55 samples or
2.75 ms) were considered for analysis. For each cell-
electrode pair, clustering was performed on the traces
from the trials at a single current level. The trials were
grouped into two clusters: one that elicited spikes
and another that resembled artifact only. An estimate
of the artifact was then calculated from this second
cluster and subtracted from trials containing putative
spikes. This procedure was repeated for each current
amplitude. Then, the artifact-subtracted traces, along
with template waveforms obtained from the EI, were
visually inspected by each human observer to determ-
ine whether the artifact-subtracted data resembled
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Figure 1. Eye-bird view of spike sorting in the presence of stimulation artifacts. A charge-balanced tri-phasic waveform (indicated
in red) is used by the stimulator in this paper. The neural interface records the voltage immediately after the stimulation ends. The
recordings include the residual artifact(s), and evoked and/or spontaneous spikes (MEA regions of interest are shown in red and
blue, respectively). Post-processing is needed to analyze the recordings and separate the effect of different phenomena (spikes and
artifacts).

Figure 2. Experimental setting illustration. The retina was isolated from the retinal pigment epithelium and placed RGC side
down on a custom high-density multi-electrode array system with 512 electrodes (60 µm pitch, 8–15 µm diameter). The retina
was then stimulated with a white noise visual stimulus using a computer display and lenses while recording on each electrode
simultaneously.

the template of the cell of interest (i.e. an electrically-
elicited spike) or not (i.e. no response). Each human
observer analyzed a set of 10 cell-electrode pairs from
five different neurons.

2.2. Dynamical systems approach
We use dynamical systems to model the spatiotem-
poral evolution of the voltage recorded by the MEA
in the presence of spikes from one or more neurons
and in the presence of a stimulation artifact [30, 32,
52].

2.2.1. EI models
The EImodel for a given neuron n is a set of equations
(e.g. equation (1)) that describes the propagation
of the voltage across all E= 512 electrodes when
the neuron fires a spike. The model consists of a

predefined input vector utn ∈ R2 that initiates the
dynamical system, the state of the neuron xtn ∈ REn at
each point in time defined over a subset of the elec-
trodes relevant for the cell (En < E, see green region in
figure 3), and twomatricesAn andBn that describe the
evolution of xtn over time. Finally, the output ytn ∈ RE

indicates the voltage contribution of neuron n to all
electrodes on the array (the output is set to zero for
the electrodes that are not relevant for the cell). Thus,
the dynamical model of the EI can be described as

xt+1
n = Anx

t
n +Bnu

t
n,

ytn = Cnx
t
n,

(1)

where the matrix An defines how the state of the
neuron at the next time step depends on the current

3
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Figure 3. EI data for neuron 18: (left) time-series for three different electrodes, (right) MEA heatmap with the neuron depicted in
shaded blue and green contours for the relevant electrodes. The heatmap shows the footprint of the neuron on the MEA; the color
encodes the root mean square (RMS) of each electrode’s recordings when a spike from the putative neuron is present.

Figure 4. Recordings of a stimulating electrode and two non-stimulating electrodes for different stimuli amplitudes (color-coded).

state, and captures the spatiotemporal correlation
between the electrodes. ThematrixBn defines how the
next state depends on the input, and Cn defines how
the output depends on the current state.

The model parameters are learned such that if
the input templates rtn are injected, the model gener-
ates outputs (i.e. the voltage on each electrode) that
approximately match the EI of neuron n. The input
templates are two unit-magnitude pulses that trigger
rising and falling phases of the spike, respectively—
see appendix A for details onmodeling and parameter
learning.

The input templates were determined based
on the dynamics of extracellular action potentials.
Specifically, we observed that the recorded spike
exhibits distinct upward and downward patterns due
to the opening and closing of potassium and sodium
channels in the cell’s membrane. To capture these
dynamics, we used two heuristic-based templates,
drawing upon expected input-output responses of
linear systems that align with the shapes of the recor-
ded spike—see figure 5.

2.2.2. Artifact model
The artifact model describes the propagation of
voltage across the electrodes caused by artifacts due to
electrical stimulation. Similarly to the EI model, the
output yta ∈ RE indicates the voltage recorded on all

electrodes immediately after stimulation. The empir-
ically observed artifact propagates radially outward
from the stimulating electrode and decays over space.
Hence, only the closest electrodes Ea < E to the stim-
ulating electrode will record the artifact and are con-
sidered as the states of the model, namely xta ∈ REa

at time t. Moreover, the stimulating electrode shows
discontinuities with respect to the stimulus amp-
litude due to the design of the stimulation system (see
figure 4(b)). Thus, we discard the stimulating elec-
trode from the state variables. As with the EI model,
yta is equal to state variable xta for electrodes Ea, and
zero for the other electrodes. Aswith the EImodel, the
artifact model is learned such that an approximation
to the artifact is observed in the output ya if the input
uta has the template rta ∈ R3 (figure B5) linearly scaled
by the stimulus amplitude q. Hence, for the stimu-
lus amplitude q, the input to the model is uta = qrta.
In summary, the dynamical model of the artifact is
given by

xt+1
a = Aax

t
a +Bau

t
a,

yta = Cax
t
a,

(2)

where the vector uta ∈ R3 is the input of the model,
the Ba matrix defines how the next state depends on
the input of the model, the matrix Aa defines how
the next state depends on the current state, and the

4
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Figure 5. Input templates and their effect on the EI model. (a) The input template includes two pulses. (b) The red and blue
circles show the effect of the input templates on the electrodes, as defined by matrix Bn. The arrows show the spatial propagation
of the model across electrodes, as defined by matrix An.

Figure 6. Input templates and their effect on the artifact model. (a) The input template includes three pulses. (b) The red and blue
circles show the effect of the template inputs on the electrodes, as defined by matrix Bn. The arrows show the spatial propagation
of the model across electrodes, as defined by matrix An.

matrixCa defines how the output depends on the cur-
rent state.Aa,Ba andCa are obtained from the average
of stimulation data across—see appendix B for details
on modeling and parameter learning. Figure 6(b)
demonstrates how the artifactmodel characterizes the
propagation of the artifact on MEAs.

For designing the input templates, we fitted the
recorded steady-state response during stimulation in
our experimental setup. This resulted in a template
with three inputs specific to our experimental setup.
A similar curve-fitting exercise should be repeated for
a different experimental setup, which might result in
different input templates.

2.2.3. Aggregate model
The aggregate model describes the propagation of
the voltage across electrodes in the presence of both
stimulation artifact and neurons firing. This model
is a linear combination of the EI model for all neur-
ons, the artifact model and the measurement noise
(superposition assumption in MEA recordings [58]).
As shown in figure 7(a), the aggregate model out-
puts the electrode measurements for multiple input
templates. Specifically, the observed outputs on the
electrodes are caused by injecting templates of the
different sub-models (EI and/or artifact models) in

the aggregate model. Thus, the aggregate model is
given by

x̃t+1 = Ãx̃t + B̃ũt + B̃ ′uta,

yt = C̃x̃t +wt,
(3)

where x̃=
[
x⊤1 , . . . ,x

⊤
N ,x

⊤
a

]⊤
is the aggregate state,

ũ=
[
u⊤1 , . . . ,u

⊤
N

]⊤
is the aggregate input of the EI

models, uta is the input of the artifact model, and
wt ∈ RE denotes the measurement noise. [Ã, B̃, B̃ ′, C̃]
are defined such that the aggregate output yt satisfies
yt =

∑N
n=1 y

t
n + yta +wt—see appendix C for calcula-

tion of the matrices.

2.2.4. Input estimator
The aggregate model described in section 2.2.3
determines how the electrodes’ voltage is generated
based on the input sequence (figure 7(a)). Conversely,
the input estimator leverages the aggregate model to
infer (or, equivalently, estimate) the input sequence
that likely generated the observed data (figure 7(b)).
Notably, the estimated input sequence can be com-
pared to the EI templates to perform spike detection
and sorting—i.e. if un = rn, then the neuron n is firing
a spike.

5
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Figure 7. Overview of the proposed spike sorting using dynamical systems and input estimator. (a) We assume that the measured
output is the superposition of the output of dynamical models for different EIs and artifacts as driven by predefined input
templates. The combination of the EI models and artifact models is the aggregate model. (b) We propose a method to estimate the
set of input templates that led to a specific measurement (see details in section 2.2.4). The input estimator requires the electrode
measurements immediately after stimulation, the aggregate model, and the list of corrupted electrodes to ignore (typically, the
stimulating and nearby electrodes shown in red in the grid). Since we know a priori that stimulation happened, the artifact
template is automatically estimated. By inferring which inputs are active (i.e. they are estimated to be equal to the input template),
we can identify which neuron(s) are firing; hence, we can perform spike sorting.

The input estimator utilizes the output data

yt:t+L =
[
(yt)⊤, . . . ,(yt+L)⊤

]⊤
within a forward win-

dow L to estimate ût of ũt, and x̂t of x̃t. The estimated
EI inputs has the structure ût =

[
(ût1)

⊤, . . . ,(ûtN)
⊤]⊤

where ûtn denotes estimated inputs corresponding to
EI n. Also, it uses the artifact inputs uta as known
inputs since the timing of the stimulation is known.
Additionally, I indicates the indices for the corrup-
ted electrodes that we desire to exclude from the
input estimator (i.e. the stimulating electrode in our
case). Therefore, the input estimation procedure can
be described as

(ût, x̂t) = f
(
yt:t+L, x̂t−1,uta,I

)
, (4)

where the function f(yt:t+L, x̂t−1,uta,I) is the so-called
input estimator—see appendix D for how the input
estimator is designed.

To illustrate and validate the performance of the
input estimator for spike sorting, we first consider
an example using synthetic data for a single neuron
firing, generated by feeding the template for the EI
model of one cell to the aggregate model. The gen-
erated data is then passed to the input estimator
to retrieve which neuron(s) fired. As expected, the
estimated input template completely overlaps with
the input template of the single EI model used to gen-
erate the synthetic data (figure 8(a)). Hence, the input
estimator can infer from the synthetic data that the

neuron was firing a spike. Section 3.3 validates the
input estimator with real noisy data and section 3.4
validates the spike sorting method based on the input
estimator with real data contaminated by the stimu-
lation artifact.

The proposed methodology can also detect
neural activation while multiple neurons are fir-
ing. Figure 8(b) shows the performance of the input

estimator on synthetic data. Similar to the results in

figure 8(a), the input estimator retrieves the inputs
without error for both single and multiple neur-
ons’ activation. To illustrate the sensitivity of input
estimation to the electrodes’ noise, we added normal

noise to the synthetic data with different standard
deviations. As presented in figure 8(b), it is possible
to detect three neurons simultaneously despite the
fact that higher levels of noise are expected in com-
parison with single-neuron detection. However, the
error also depends on the arrangement of neurons.
In particular, the further apart the neurons are, the
easier their activation can be detected under pos-
sible stimulation artifacts. To perform spike sorting,
the input sequence estimated by the input estimator
is compared to the input template for each neuron
using a similarity function. If its value exceeds a pre-
defined threshold, then we infer that a spike occurred
for that specific neuron—see details in appendix G.
Figure 8(b) shows that the proposedmethod is robust

6
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Figure 8. (a) Performance of the input estimator when analyzing synthetic data. The input templates of EI 1 are injected into the
aggregate model to generate the synthetic data. The input estimator retrieves inputs that completely overlap with the input
templates used to generate the synthetic data (shown on the right). (b) Root mean square error (RMSE) between the input
templates and their estimations (top) and spike sorting accuracy (bottom) when one, two, and three neurons fire simultaneously.
The simulation uses synthetic data generated by injecting input templates for one, two, and three neurons (out of 25 total
neurons) into the aggregate model. The synthetic data is fed to the input estimator, and the RMSE shows how much the estimated
inputs deviate from their templates. The simulation is repeated for different measurement noise levels (normal noise with various
standard deviations added to synthetic data). As expected, the input estimator does not introduce errors in the noiseless case, even
for multiple neurons firing (similar to (a)). As the measurement noise increases, the RMSE increases. Besides, the results suggest
that the input retrieval for multiple neurons is more vulnerable to noise than the single-neuron case.

enough to perform spike sorting whenmultiple neur-
ons fire simultaneously.

3. Results

This section shows the performance of EI and arti-
factmodels, and the input estimator. First, we provide
evidence that the EImodels are suitable for represent-
ing real data accurately. Next, we show the perform-
ance of the artifact model for different stimulus amp-
litudes. We then provide evidence of the input estim-
ator’s ability to predict the correct input sequence
with spontaneous activity (i.e. without stimulation
artifact) and evoked activity (i.e. with stimulation
artifact). Finally, we demonstrate the effectiveness
of the proposed spike sorting for different stimula-
tion amplitudes and compare the results to human-
supervised spike sorting.

3.1. EI models
To analyze the performance of the EImodels, we com-
pare the output of the EI model (i.e. the predicted

voltage for all electrodes) with the real measure-
ments of the EI for all neurons. To quantify the
quality of the proposed EI models, we use spike
normalized root mean square error (SNRMSE): the
root mean square of the difference between the
real output and estimated output divided by the
root mean square of the EI signal—see appendix E.
Figure 9 shows the prediction results for the neur-
ons with the lowest (9(b)) and the highest (9(a))
SNRMSE.

The generated output from the EI models fol-
lows the EI original data for the different elec-
trodes. Notice that the electrode near the soma
shows a lower SNRMSE than the other electrodes
along the axon. The higher error for the neuron
in figure 9(b) may be caused by the location of
the corresponding neuron at the edge of the MEA
where there are fewer electrodes to capture its dynam-
ical evolution. The right-skewed SNRMSE distribu-
tion across all neurons (figure 10) provides evidence
that most EI models incur SNRMSE less than the
average.

7
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Figure 9. Prediction results from the best and worst performing EI models for three different electrodes. The spatial map of the EI
is shown on the MEA heatmap.

Figure 10. SNRMSE distribution for all EI models. The MEA heatmap shows the neurons’ location based on their SNRMSE. The
average SNRMSE is depicted with a blue dashed line.

3.2. Artifact model
To analyze the performance of the artifact model, we
compare the model output to the real measurements
for the electrodes close to the stimulating electrode
(except for the stimulating electrode itself, which is
discarded from our model) for different stimulus
amplitudes. Figure 11 shows how the output gener-
ated by the simulated model follows the real meas-
urement for two electrodes. At low stimulation amp-
litude (figure 11(a)), the model follows the average
stimulation data for the electrodes. At high stimu-
lation amplitude (figure 11(b)), the model exhibits
higher error in a specific interval, possibly due to
the presence of an evoked spike superimposed in the
recording. This possibility is consistent with the fact
that higher stimulation amplitude usually leads to a
higher probability of neuron activation.

To quantify the performance of the model, we
used artifact normalized root mean square error
(ANRMSE): the root mean square of the difference
between the real output and estimated output divided
by the root mean square of the artifact signal—see
appendix F. Figure 12 shows the ANRMSE as a func-
tion of the stimulation amplitude. The ANRMSE is
highest for low stimulation amplitudes, when the arti-
fact is small, and the output is dominated by noise

figure 12. However, ANRMSE is reduced for higher
stimulation amplitudes since the artifact becomes
the dominant contributor to the output, showing
that the model is capable of predicting the artifact
shape.

3.3. Input estimator
The input estimator can retrieve the input sequences
based on the electrodes’ measurements. By compar-
ing the input sequence to the input templates for each
neuron, we can retrieve which neuron fired a spike,
i.e. perform spike sorting. In section 2.2.4, we showed
that the input estimator can retrieve the correct input
sequence from synthetic data generated by the aggreg-
ate model (figure 8). Here, we show that the input
estimator can still recover the correct input sequence
from real EI data (figure 13). Notice that this ana-
lysis is for measurements without a stimulation arti-
fact. In particular, when analyzing data from EI 1
(i.e. data where only neuron 1 is firing a spike), the
input estimator retrieves the input for neuron 1 with
a similar shape to its predefined template, suggesting
that neuron 1 is firing a spike. In contrast, the estim-
ated input for EI 25 is zero, indicating that neuron 25
is not firing a spike. Additionally, when analyzing data
from EI 25 (i.e. data where only neuron 25 is firing
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Figure 11. Prediction results of the artifact model for two electrodes at low and high amplitudes. The blue circle indicates the
position of the stimulating electrode. The model output is compared with the average stimulation data across all trials. For the
high amplitude cases, a putative elicited spike is shown in a red dashed line.

Figure 12. ANRMSE of the artifact model as a function of
the stimulation amplitude.

a spike), the input estimator retrieves only the input
template from neuron 25 and zero from neuron 1.

Now, let us consider measurements immediately
after stimulation that contain a stimulation artifact
and can contain one or more spikes (figure 14). In
this example, the stimulation electrode is near neuron
25 and farther from neuron 1. Hence, it is expec-
ted that electrical stimulation is more likely to elicit
a spike in neuron 25 than in neuron 1. At low stimu-
lation amplitude, neither neuron fires a spike. At high
stimulation amplitudes, however, the retrieved input
sequence for neuron 25 suggests that it fired a spike,
while still no spike was retrieved for neuron 1.

3.4. Spike sorting with stimulation artifact
Here, we perform spike sorting as described in
section 2.2.4—see further details in appendix G. By
extending this procedure to all stimulation amp-
litudes over multiple trials, we obtain the activation
curve for each neuron–electrode pair: the probability

of a neuron firing as a function of the stimulus amp-
litude applied on a given electrode.

Figure 15 shows an example of the activation
curve of neurons 25 and 1 when stimulating using an
electrode close to neuron 25 for both the proposed
and human spike sorting. The proposed method
results in a similar activation threshold to the human
result for neuron 25 (defined as the amplitude for
which the spiking probability is 50%) and no activ-
ation for neuron 1. The threshold is extracted by fit-
ting a sigmoid curve to the scatter plot. Although
the proposed method finds approximately the same
threshold as human spike sorting, it presents certain
differences in the sigmoid fit: (1) non-zero probabil-
ity for low amplitudes, (2) higher variability, and (3)
shallower curvature.

As explained in section 3.2, the artifact model is
based on the average of all the trials in the stimula-
tion data. To confirm that this is not a problem in the
validation of the algorithm, we performed a K-fold
analysis (K = 5) to validate the algorithm using data
unseen during training of themodel (seeK-fold curve
in figure 15(a)).

To show an overview of the performance of
the proposed spike sorting, we analyzed 10 differ-
ent datasets in which there are 5 neurons stim-
ulated by 10 different stimulating electrodes (10
neuron–electrode pairs). Figure 16 shows the activ-
ation thresholds obtained by humans and the pro-
posed method. The stimulation thresholds estimated
using the approach closely tracked those obtained
with two sets of manual analyses (R2 = 0.951 for

9
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Figure 13. Comparison between retrieved inputs and input templates when ex vivo recordings from EI 1 and EI 25 are fed to the
input estimator.

Figure 14. Retrieved inputs of neuron 25 and neuron 1 when ex vivo stimulation data is fed to the input estimator at low
amplitude (0.45 µA) and high amplitude (3.71 µA). Input templates for each neuron are shown in dashed lines. Neuron 25 is
located behind the stimulating electrode (indicated by a circle), and neuron 1 is further away. Using a similarity function, a spike
is detected only for neuron 25 at high stimulation amplitude (bottom-right panel).
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Figure 15. Probability of activation as a function of the stimulation amplitude for neuron 25 and neuron 1. The stimulation
threshold (shown with a vertical dashed line) is defined as the amplitude for which the probability of activation is 50% using a
sigmoid fit of the scatter plot. The spatial map of the neurons is shown in the MEA, and a blue circle indicates the position of the
stimulating electrode. Results are based on the ex vivo dataset described in section 2.1.

Figure 16. Comparison of activation thresholds between
human spike sorting and the proposed method for two sets
of manual analyses. The dashed line shows the identity line.
Results are based on the ex vivo dataset described in
section 2.1.

human 1 and R2 = 0.944 for human 2). For ref-
erence, the R2 between human 1 and human 2
is 0.998.

4. Discussion

4.1. Spatio-temporal spike sorting
This paper proposes to exploit the different spa-
tiotemporal characteristics of spikes and electrical
stimulation artifact (figures A3 and 6(b)) to identify
electrically evoked spikes in neural recordings. Our
work contrasts with previous work that only exploits
the different latency and amplitude of spikes and arti-
facts, failing to leverage the distinct spatiotemporal
progression captured by high-density large-scale
MEAs [23, 67]. We provided evidence that these spa-
tiotemporal characteristics can be effectivelymodeled
using the dynamical systems in (1) and (2), and that
an input estimator can be used to retrieve the cor-
rect input sequence fromMEA recordings. The activ-
ation thresholds obtained for 10 electrode–neuron
pairs were similar to those obtainedwith human spike
sorting (figure 16).

4.1.1. Exploiting redundancy in high-density
recordings
The proposed method can also exploit the
redundancy in high-density large-scale MEA
recordings to remove data from contaminated elec-
trodes while still recovering the spatiotemporal char-
acteristics needed to perform spike sorting. The
method made it possible to ignore the stimulating
electrode because it presents the largest artifact and
instead exploits information available on other elec-
trodes. This approach can increase the power and
area efficiency of future hardware implementations
since the analog front-end does not need to record the
large artifact. Furthermore, our approach overcomes
the need for modeling the artifact in the stimulating
electrode, which is a non-trivial task and depends on
the stimulation setup. For instance, [45] needs a dif-
ferent model for the stimulating electrode because it
presents discontinuities and is dramatically different
than the other electrodes.

Since the proposed dynamical model has more
outputs than inputs, the inputs could be retrieved
even in the absence of one or more electrodes.
Hence, this approach could generalize to differ-
ent scenarios where more than one electrode is
contaminated.

4.2. Caveats
4.2.1. Model selection
Linear models offer computational efficiency, mak-
ing them appropriate for large datasets and real-time
applications. Their simplicity allows for straightfor-
ward interpretation, aiding in understanding variable
relationships. They also serve as a useful baseline for
comparing more complex models. Additionally, lin-
ear models demonstrate robustness even when mul-
tiple models are considered, thanks to applying the
superposition principle in underlying linear dynamical
systems. However, they assume linear relationships,
which may not always align with true system dynam-
ics, potentially leading to inaccuracies with nonlinear
data and limited performance [7].

11



J. Neural Eng. 21 (2024) 016022 M Shokri et al

In future research, exploring nonlinear models
holds promise for capturing intricate dynamics that
are not captured by linear analysis. However, working
with nonlinear models may demand more resources
and advanced analytical techniques for interpreta-
tion. Therefore, balancing increased complexity with
potential gains in explanatory power will be crucial.

4.2.2. Model requirements and limitations
The proposed approach relies on predefined input
templates that are used to initiate the dynamical sys-
tem and generate an output that resembles the EI of
a given neuron, figure A2. Additionally, the artifact
model requires input templates that fit our specific
hardware system, figure B5. These input templates
can be flexibly designed and adapted to match the
characteristics of a specific hardware system.

We have shown that the EI models can faith-
fully represent the EI recordings with small errors
(figure 10). However, for the neurons located on the
edges of the MEA, the model is less accurate. This is
likely due to incomplete information on the EI spati-
otemporal propagation, which generates discontinu-
ities in the MEA recordings.

4.2.3. Computational efficiency
The low computational complexity for spike sorting
is important in real-time and closed-loop applica-
tions [69]. For instance, the work proposed in [19,
45, 55, 58, 75] use computationally complex match-
ing pursuit methods for spike sorting, where whole
recordings are compared to the spiking templates of
each cell. In contrast, our approach only exploits a
short time window of recordings to recover input
templates via the input estimator. Hence, the input
estimator functions as a computationally efficient fil-
ter over the recordings similar to the Wiener filters
in [51, 65]. However, further research is required to
adapt this method to a real-time hardware-friendly
implementation.

4.2.4. Background noise
Our approach relies on the availability of EIs for
each neuron obtained by the spike sorting method in
[58] in the absence of stimulation. This paper does
not focus on low signal-to-noise ratio (SNR) data
because EIs with a peak amplitude less than 30 µV
are discarded. Thus, the discarded spikes are present
in the background noise and may worsen the per-
formance of the approach [63]. At the same time,
the background noise is colored with spatiotemporal
dependencies [16, 74], and the methods in [18, 58]
can estimate its covariance. Therefore, it provides a
chance to research the correlation in the background
noise that may be useful in reducing the range of SNR
that can be accommodated by the algorithm.

Another issue for the proposed algorithm is
bundle activation, which is the result of stimulating
a bundle of axons belonging to cells whose somas are
outside the region covered by the MEA [22]. These
spikes are also part of the background noise and may
worsen the performance of the proposed method.
Furthermore, if the goal is to precisely stimulate neur-
ons at single cell and cell type resolution, then bundle
activation needs to be avoided. This can be done by
combining the proposed method with the method
developed in [71] that detects bundle activation based
on its spatiotemporal propagation characteristics.

4.2.5. Artifacts
In modeling the artifact, a crucial concern is that the
artifact signal is unsupervised and unknown before-
hand. The stimulation data consists of the evoked
neural activity, the artifact, and the backgroundnoise.
Thus, we have to recover artifacts from the stimula-
tion data to fit the artifactmodel. To remove the effect
of noise and spontaneous neural activity, we used the
average of the stimulation data from different trials
similar to [45]. This works well for low-amplitude
stimulation because it does not systematically lead
to evoked spikes. However, as shown in figure 15(a),
stimulation with high amplitudes leads to a higher
probability of neuron activation. Hence, the artifact
cannot be estimated by averaging for high stimulation
amplitude. In literature, to model the artifact, many
approaches rely on assumptions on artifact timing,
lack of saturation, linearity, and decline with distance
from the stimulating electrode [54, 72, 77]. Here, we
simplify this task by proposing amethod that does not
need tomodel the artifact in the stimulating electrode
where it is most significant and can be nonlinear.

4.2.6. Hyperparameters
The models, the input estimator, and the spike
detector all require hyperparameters. For the mod-
els, we experimentally fitted the hyperparameters to
minimize the SNMRSE and AMRSE. For the input
estimator, we tuned the hyperparameters based on
the performance when estimating synthetic and real
data (figures 8 and 13). For the spike detector, we
relied on human annotations for adjusting hyper-
parameters such as detection thresholds. Hence, we
require multiple human-annotated labels, which are
costly and time-consuming [3, 45].

4.3. Towards closed-loopmulti-channel
stimulation
We conjecture that spatiotemporal spike sorting is
suitable to enable real-time stimulation and record-
ing at single-cell resolution in closed-loop applica-
tions. Towards this goal, future work should focus on
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automating the proposed method (e.g. for the hyper-
parameter tuning) and designing a real-time hard-
ware implementation.

In addition, we believe that the proposed frame-
work can cope with multi-channel stimulation scen-
arios. This could have a large impact in basic neuros-
cience and clinical applications since multi-channel
stimulation enables an effective strategy to spatially
control the spiking of multiple neurons [34, 39]. To
address the multi-channel stimulation scenario, the
proposed method could factor in multiple artifact
models in the aggregate model and retrieve the input
templates of EIs in the presence of different artifacts
simultaneously.
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Software routines

To maintain transparency and facilitate reproducib-
ility in line with the FAIR guiding principles, we
provide full access to the software routines used to
generate the empirical results presented in this paper.

The code repository, hosted on GitHub, can
be found at the following link: https://github.com/
mohammadshokriacct/electrical_spike_sorting. Our
routines are written in Python, leveraging the robust
functionalities of TensorFlow and Keras libraries,
which are well-suited for complex computational
tasks such as those performed in our study.

Appendix A. Electrical image model

The electrical image (EI) of a neuron is the average
time-series recording across all electrodes when the
neuron is firing a spike. Here, we record from E= 512
electrodes for T= 71 time samples corresponding to
3.55 ms (sampling rate equal to 20 kS s−1) for each
EI, and we collect EIs from N = 25 distinct neurons.
To represent the EI for neuron n, we use the following
dynamical system:

xt+1
n = Anx

t
n +Bnu

t
n,

ytn = Cnx
t
n.

(A1)

A.1. Input, states and output
Here, we define the EI for neuron n as the EI
model output {ytn}Tt=1 ∈ RE. The En < E electrodes
that exhibit a maximum absolute value larger than
a pre-defined state-threshold θSn > 0 are selected as
the EI model state variables xtn ∈ REn (green region in
figure A1). The input to the model is utn ∈ R2. When
the input utn is identical to the input template rtn ∈ R2

(figure A2), the output is the EI of neuron n. The
input template is defined by four parameters pertain-
ing to the starting and ending points of the two pulses.
These parameters are tuned to minimize the mean
square error between the model output and the ori-
ginal EI.

A.2. Matrices An and Bn
An determines how each state (i.e. selected electrode)
influences the future states, including itself. Here, we
assume that a given electrode is unlikely to influence
further away electrodes due to the slow spatiotem-
poral progression of the neural signal across theMEA
[1, 5, 29, 53, 72]. Hence, if dij is the distance between
electrode i and j, the element of An on the row i and
column j is set to zero, providing that dij > θAn (pre-
defined threshold).

Bn determines how the input influences the future
states. The input is assumed to influence only the elec-
trodes close to the soma of the neuron. The electrode
i⋆ that records the maximum amplitude in the EI is
considered the base electrode. If di⋆j is the distance
between the base electrode and the electrode j, the ele-
ments of Bn on the column j are set to zero, providing
that di⋆j > θBn (predefined threshold).

To find An and Bn, we perform system identifica-
tion using the EI data as states and the input templates
as inputs [30, 43, 52, 76]. To obtain the parameters,
we minimize the error of the dynamical equation for
all data points. Notice that this minimization is per-
formed subject to the structure of thematrices, where
some elements of An and Bn are set to zero based on
the thresholds θAn and θBn . Figure A3 illustrates the
effect of An and Bn.
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Figure A1. Recorded and predicted EI for neuron 11. The heatmap shows the footprint of the neuron on the MEA; the color
encodes the root mean square (RMS) of each electrode’s recordings when a spike from the putative neuron is present. The green
region encloses the electrodes selected as states in the model.

Figure A2. Input templates rt11 for neuron 11. The blue and red graphs correspond to the first and second entries of the vector rtn,
respectively.

Figure A3.Modeled dynamics of neuron 11. The shaded red and blue colors on the electrodes show the absolute values of Bn,
which determines how the input template influences the dynamics of the model. The arrows show the spatial propagation of the
model across electrodes, as defined by matrix An.

A.3. Matrix Cn
Here, the output corresponds to the state for the selec-
ted electrodes and is approximated to zero for the
other electrodes. The matrix Cn is an identity matrix
for the columns corresponding to the selected elec-
trodes and zero for the columns corresponding to the
non-selected electrodes.

The procedure for the EI model is described
in algorithm 1. First, we determine the state vari-
ables of the dynamical system. Then, we determ-
ine the structure of the matrices of the model.
Finally, based on the structure of the model,
we fit the matrices using the EI data for the
states.
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Algorithm 1. System identification for modeling of EI n.

Algorithm’s inputs
EI data of neuron n {ytn}Tt=1 ∈ RE

Input template of neuron n described by {rtn}Tt=1 ∈ R2

dij distance between electrode i and electrode j
Amatrix threshold θAn
Bmatrix threshold θBn
State threshold θSn

State Selection
Calculate pn,i =maxt ||ytn,i|| for electrode i where ytn,i is
the element i of ytn
State set to contain the electrodes ES

n = {i|pn,i ⩽ θSn} to
be considered as states
Number of states given by En = |ES

n |
State vector xtn = [yti] ∈ REn , where i ∈ ES

n

Matrix Structures
A structure: A ∈ REn×En where aij = 0 for electrodes
i ∈ ES

n and j ∈ ES
n such that dij > θAn

Base electrode: i∗ = argmaxi∈ES
n
pn,i

B structure: B ∈ REn×2 where bij = 0 for electrodes
i ∈ ES

n and j = 1,2 such that di i⋆ > θBn

System Identification

(An,Bn) = argminA,B
T−1∑
t=1

||xt+1
n − (Axtn +Brtn)||2

subject to the matrices’ structures
Set Cn = IE, and remove the columns i /∈ ES

n of Cn such
that Cn ∈ RE×En

Return An, Bn, Cn

Appendix B. Artifact modeling

Stimulation data is a time-series {yt,qk }Tt=1 ∈ RE at the
stimulation amplitude q ∈Q for trials k= 1, . . . ,K,
where K = 20. Q represents the set of 39 different
stimulation amplitudes from 0.11 µA to 3.71 µA. To
represent the stimulation artifact, we use the follow-
ing dynamical system:

xt+1
a = Aax

t
a +Bau

t
a,

yta = Cax
t
a.

(A2)

Figure B4. The heat-map of the artifact on the MEA. The
blue circle indicates the stimulating electrode, and the green
circle encloses the electrodes considered as part of the state.

B.1. Input, states, and output
To model the artifact, we use the average time-series
data across different trials as the output of the system
{yt,q}Tt=1 =

1
K

∑K
k=1 y

t,q
k . The average signal is used to

mitigate the effect of spontaneous, ubiquitous spikes
on the MEA. Here, we select the electrodes close to
the stimulation electrode as the states of the model
(see the green region in figure B4). Specifically, the
states are the electrodes at a distance less than the pre-
defined threshold θSa that belong to the set ES

a with Ea
members. Hence, xta ∈ REa stands for the states of the
artifact model at time t. Notably, the stimulating elec-
trode is discarded from the states because of its non-
linear behavior at different amplitudes. The input to
themodel is uta ∈ R3.When the input uta is identical to
the input template rta ∈ R3 (figure B5), the output is
the artifact. The input template is defined by six para-
meters pertaining to the starting and ending points of
the three pulses. These parameters are tuned to min-
imize the mean square error between the model out-
put and the artifact for the lowest amplitude. For the
other amplitudes, the input templates are scaled by
the stimulation amplitude.

B.2. Matrices Aa, Ba and Ca
The matrices for the artifact model are obtained
similarly to the ones for the EI model. Distance
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Figure B5. Input templates rta of artifact. The blue, red, and green graphs are the first, second, and third entries of the vector rta,
respectively.

Figure B6. Dynamics of the artifact on MEAs. The arrows show the direction in which each electrode’s measured activity is
propagated according to Aax. The shaded colors on the electrodes show the absolute values of Ba, which determines how three
input templates of the EI model change the activity of the electrodes.

thresholds θAa and θBa are set to define the effect of
the current states and inputs on the future states
(figure B6). Matrices Aa and Ba are designed to min-
imize the error of the output for different stimulation
amplitudes using system identification.

The procedure for the artifact model is detailed
in algorithm 2. First, we determine the electrodes to
be used as states. Then, we determine the structure of
the matrices Aa and Ba. In the end, the matrices of the
model are fitted with the state data.
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Algorithm 2. System identification for artifact modeling.

Algorithm’s inputs
The set of stimuli amplitudesQ
Average of all trials for stimulated data {yt,q}Tt=1 ∈ RE

at all stimuli amplitude q ∈Q
Artifact input template {rta}Tt=1 ∈ R3

Stimulating electrode i⋆

dij distance between electrode i and electrode j
Amatrix threshold θAa
Bmatrix threshold θBa
State threshold θSa

State Selection
State set to contain the electrodes that satisfy
ES
a = {i|di i⋆ ⩽ θSa}

Number of states given by Ea = |ES
a |

State vector xt,qa = [yt,qi ] ∈ REa at the stimuli amplitude
q, where i ∈ ES

a

Matrix Structures
A structure: A ∈ REa×Ea where aij = 0 for electrodes
i ∈ ES

a and j ∈ ES
a such that dij > θAa

B structure: B ∈ REa×3 where bij = 0 for j = 1,2,3 and
electrodes i ∈ ES

a such that di i⋆ > θBa

System Identification
ut,qa = qrta at the stimuli amplitude q ∈Q

(Aa,Ba) = argminA,B
∑
q∈Q

T−1∑
t=1

||xt+1,q
a −

(Axt,qa +But,qa )||2 subject to the matrices’ structures
Set Ca = IE, and remove the columns i /∈ ES

a of Ca such
that Ca ∈ RE×Ea

Return Aa, Ba, Ca

Appendix C. Aggregate model

The aggregate model describes the propagation of the
voltage across electrodes in the presence of both stim-
ulation artifact and neurons firing. This model is a
linear combination of the EI model for all neurons,
the artifactmodel and themeasurement noise (super-
position assumption in MEA recordings [58]). The
model output is assumed to be the sum of the output
of all EI models, the artifact model and noise (w), i.e.
yt =

∑N
n=1 y

t
n + yta +wt at time t. We can reformulate

the final output as follows:

yt =
N∑

n=1

Cnx
t
n +Cax

t
a +wt

=
[
C1 · · · CN Ca

]
x̃t +wt = C̃x̃t +wt,

(A3)

where C̃=
[
C1 · · · CN Ca

]
and x̃=[

x⊤1 , . . . ,x
⊤
N ,x

⊤
a

]⊤
is the aggregate state. To describe

how the aggregate state evolves, we aggregate the
dynamics of each model into the following model:

x̃t+1 = Ãx̃t + B̃ũt + B̃ ′uta, (A4)

where ũ=
[
u⊤1 , . . . ,u

⊤
N

]⊤
is the aggregate input for all

neurons, and the matrices are calculated as

Ã=


A1 0

. . .

AN

0 Aa

 , B̃=


B1 0

. . .

0 BN

0 . . . 0

 , and

B̃ ′ =


0
...

0

Ba

 .

(A5)

Appendix D. Input estimator

The input estimator aims to estimate the input
sequence and the states that likely generated the elec-
trode recordings using the proposed aggregatemodel.
The estimated inputs are from different models and
allow us to differentiate which models (i.e. neur-
ons) contribute to the measurement. The structure of
the input estimator is depicted in figure 7(b). Here,
the input estimator leverages the aggregate model to
estimate the input sequence and the states of the sys-
tem using a window of size L of the output data
(i.e. electrode recordings).

Based on the aggregate model, we can define the
input-to-output relationship as follows:

yt:t+L = OLx̃
t + JLũ

t:t+L + J ′Lu
t:t+L
a +wt:t+L, (A6)

where yt:t+L =
[
(yt)⊤, . . . ,(yt+L)⊤

]⊤
is the out-

put data, ũt:t+L =
[
(ũt)⊤, . . . ,(ũt+L)⊤

]⊤
is the

aggregate inputs of the EI models, ut:t+L
a =[

(uta)
⊤, . . . ,(ut+L

a )⊤
]⊤

is the input of the artifact

model, and wt:t+L =
[
(wt)⊤, . . . ,(wt+L)⊤

]⊤
is the

measurement noise within a forward window L [41].
The matrices in (A6) are computed as

OL =


C̃

C̃Ã
...

C̃ÃL

 , JL =



0 0

C̃B̃ 0

C̃ÃB̃ C̃B̃ 0
...

. . .
. . .

. . .

C̃ÃL−1B̃ . . . C̃ÃB̃ C̃B̃ 0


, and

J ′L =



0 0

C̃B̃ ′ 0

C̃ÃB̃ ′ C̃B̃ ′ 0
...

. . .
. . .

. . .

C̃ÃL−1B̃ ′ . . . C̃ÃB̃ ′ C̃B̃ ′ 0


.

(A7)

If data from yt:t+L, x̃t, and ut:t+L
a is available, we

can estimate ũt:t+L from (A6) and obtain the state
estimation for the next time based on the aggregate
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model. In [9], this problem is addressed by using an
unknown input observer (UIO) that aims to estimate
the states when the input signal is unknown. TheUIO
estimates the next state as follows:

zt+1 = Etx̂t + F tyt:t+L + Ftau
t:t+L
a , (A8)

where zt+1 is the unconstrained estimation of the
states at time t+ 1, and Et, Ft, and Fta are the filters
on the available data for the last estimation, the out-
put sequence, and the artifact input (the derivation
of these filters is explained later). Note that the inputs
to the artifact model are available, and the inputs to
the EI models are the unknown inputs in our setting.
Since each EI input is in the interval [0,1], the uncon-
strained estimation of the states zt+1 from (A8) may
be wrong. Therefore, we obtain the estimated input ût

from the following optimization:

ût = argminu∈[0,1]2N ||z
t+1 − Ãx̂t − B̃u− B̃ ′uta||2,

(A9)

where N is the number of neurons. The optimiz-
ation (A9) enforces that the estimated input is the
nearest input in the interval [0,1] that leads to the
unconstrained estimated state. From ût, the estimated
state at time t+ 1 can be calculated as:

x̂t+1 = Ãx̂t + B̃ût + B̃ ′uta. (A10)

Algorithm 3 shows the procedure of state and
input estimation from the output data. In the
algorithm, we considered that we have the matrices
Et, Ft, and Fta from the UIO design (computed by
the function G(I, t, t+ L)). I stands for the sets of
unavailable measurements.

Algorithm 3. Procedure of input estimation.

Algorithm’s inputs
Output data {yt}Tt=1 ∈ RE

Aggregate model parameters Ã, B̃, and B̃ ′

Artifact input {uta}Tt=1 ∈ RE

Corrupted electrode indices I
Window length L
Initial state estimation x̂0

Input Estimation Procedure:
t= 0
While t<= T− L:

Et,F t,Fta = G(I, t, t+ L)

yt:t+L =
[
(yt)⊤, . . . ,(yt+L)⊤

]⊤
ut:t+L
a =

[
(uta)

⊤, . . . ,(ut+L
a )⊤

]⊤
zt+1 = Etx̃t + F tyt:t+L + Ftau

t:t+L
a

ût = argminu∈[0,1]2N ||z
t+1 − Ãx̂t − B̃u− B̃ ′uta||2

x̂t+1 = Ãx̂t + B̃ût + B̃ ′uta

t= t+ 1
EndWhile

By applying (A6) into (A8) and subtracting (A4),
we have

et+1
z = Etetx +

(
−Et + Ã− F tOL

)
x̃t

+
([

B̃ 0
]
− F tJL

)
ũt:t+L

+
([

B̃ ′ 0
]
− F tJ ′L − Fta

)
ut:t+L
a − F twt:t+L,

(A11)

where etx = x̃t − x̂t is the estimation error, and et+1
z =

x̃t+1 − zt+1 is the unconstrained estimation error. In
order to force the error to go to zero regardless of the
state and input, the following equations should hold:

Et = Ã− F tOL,

F tJL =
[
B̃ 0

]
,and

Fta =
[
B̃ ′ 0

]
− F tJ ′L.

(A12)

If (A12) holds, we conclude that E{et+1
z }= EtE{etx}

for estimation errors according to (A11). To obtain
the matrices that satisfy (A12), we follow the pro-
cedure of [9] for the fully-observed situation where
the data from all electrodes is available. In this scen-
ario, the matrices Et, Ft, and Fta can be calculated
regardless of time because the other matrices in
the equation (A12) are time-invariant. In this work,
we first calculate the parameters of the UIO for a
fully-observed situation where the matrices are time-
independent (E∗, F∗ and F∗a denote the solution), and
then, we extend it to a partially-observed situation
where some electrodes are excluded.

To solve (A12), the authors in [9] propose a
method where the matrices M, S1, and S2 are calcu-
lated such that

MJL =

[
0 0
I2N 0

]
, and[

S1
S2

]
=MOL,

(A13)

where I2N is the identity matrix with 2N dimension.
Hence, the solution of (A12) can be calculated as

E(X) = Ã− B̃S2 −XS1,

F(X) =
[
X B̃

]
M, and

Fa (X) =
[
B̃ ′ 0

]
− F(X) J ′L,

(A14)

where X is the degree of freedom for the solution. To
find X, we solve the following optimization problem:

X∗ = argminX||E(X) ||
2
F

+α
T−L∑
t=1

N∑
n=1

||YnF(X)y
t:t+L
n ||2F,

(A15)

where Yn is a diagonal matrix where its diagonal ele-
ment is equal to 1, except for the elements regard-
ing the states of neuron n from Ã pattern, and
||.||F is the Frobenius norm of matrices. Also, ytn
is the EI data of neuron n, and α is a positive
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coefficient. The term ||E(X)||2F of the optimiza-
tion leads the estimator to converge faster, and the
term

∑T−L
t=1

∑N
n=1 ||YnF(X)yt:t+L

n ||2F makes the estim-
ator be robust against the spontaneous firing of
other neurons. Therefore, the solution of (A12) is
calculated by E∗ = E(X∗), F∗ = E(X∗), and F∗a =
Fa(X∗). Algorithm 4 shows the design of the fully-
observed UIO. To design the UIO, we need to define
the parameter L such that it satisfies the following
constraint [9]:

rank(JL)− rank(JL−1) = 2N. (A16)

The constraint (A16) is an essential condition for
obtaining the matrices M, S1, and S2 in algorithm
4. In this work, we considered L= 10, and we
evaluated the satisfaction of (A16) during the
algorithm.

Algorithm 4. Fully-observed UIO design.

Algorithm’s inputs
Output data {yt}Tt=1 ∈ RE

Aggregate model parameters Ã, B̃, and B̃ ′

Window length L
Regularization coefficient α

If L does not satisfy (A16):
Exit

Algebraic procedure of [9]:
Calculate the matricesM, S1, and S2 to satisfy (A13)

X∗ = argminX||E(X)||
2
F +α

∑T−L
t=1

∑N
n=1

||YnF(X)y
t:t+L
n ||2F

E∗ = Ã− B̃S2 −X∗S1
F∗ =

[
X∗ B̃

]
M

F∗a =
[

B̃ ′ 0
]
− F∗J ′L

Return E∗, F∗, F∗a

Algorithm 4 designs the UIO for a fully-observed
situation where the UIO uses the data of all elec-
trodes. For a partially-observed situation, we sup-
pose that some electrodes are not available (e.g.
the stimulating electrode), and indicate this with
the set I . The pair (e, t) ∈ I means that the meas-
urement from electrode e is not available at time
t. Algorithm 5 shows the design for a partially-
observed UIO. Whereas in the fully-observed solu-
tion, F∗ satisfies (A12), in the partially-observed case,
we obtain the closest matrix F to F∗ with the available
electrodes.

Algorithm 5. Partially-observed UIO.

Algorithm’s inputs
Window length L
Aggregate model parameters Ã
Input-output parameters JL, J

′
L, and OL

Full information parameters of UIO F∗

Function G(I, tstart, tend):
J= JL, J

′ = J ′L, and O= OL

Remove the row L(t− tstart)+ e of J, J′, and O such
that (e, t) ∈ I and tstart ⩽ t⩽ tend

Fnew = argminF||JF− JLF
∗||2

F ′
new =

[
B ′ 0

]
− FnewJ

′

Enew = Ã− FnewO
Return Enew, Fnew, F ′

new

Appendix E. Spike normalized root mean
square error

We use the spike normalized root mean square error
(SNRMSE) to assess the performance of the EI mod-
els. We apply normalization to compare neurons with
different spike amplitudes. For neuron n, consider ytn
and ztn for t= 1, . . . ,T, to be the real and predicted
value of EI n, respectively. SNRMSE for EI n is calcu-
lated as follows:

SNRMSEn =

√
1
T

∑T
t=1 ||ytn − ztn||2√

1
T

∑T
t=1 ||ytn||2

. (A17)

Appendix F. Artifact normalized root
mean square error

Weuse the artifact normalized rootmean square error
(ANRMSE) to assess the performance of the artifact
model. Notice that the electrode measurements after
stimulation include the stimulation artifact, spontan-
eous and elicited spikes, and noise. Hence, to evalu-
ate the artifact model, we should remove the effect of
spikes and noise from the measurement. Especially,
spikes have a major effect during high-amplitude
stimulation trials where the probability of eliciting a
spike increases. Consider the electrode measurement
yt and let ŷtn be the estimated output of the activated
neurons (by the input estimator). The output yt0 =
yt −

∑N
n=1 ŷ

t
n describes the measurement without the

effect of neuron(s) estimated to be elicited. Finally, let
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us define zta as the prediction of the artifact model.
Therefore, ANRMSE is calculated as follows:

ANRMSE=

√
1
T

∑T
t=1 ||yt0 − zta||2√

1
T

∑T
t=1 ||yt0||2

. (A18)

Appendix G. Spike sorting

To detect spikes from the estimated inputs, we pro-
pose some indices that show the similarity of the
estimated inputs and their templates. Since this simil-
arity may happen at any time, we compare the estim-
ated input signal and input templates for T sample
interval (for our case, K = 15). To do so, we used the
squared error (SE) as a similarity function as follows:

SEtn =
K∑

k=0

||ut+k
n − rkn||2, (A19)

where SEtn is SE for neuron n at time t. The smaller
SEtn, the higher the similarity between the estimated
inputs and the templates. Therefore, the threshold θSE
is considered for the spike detection such that the sat-
isfaction of SEtn < θSE leads to spike presence in the
estimated input.
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