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Understanding telescope pointing (i.e. line of sight) is important for observing the cos- 
mic microwave background (CMB) and astronomical objects. The Moon is a candidate 
astronomical source for pointing calibration. Although the visible size of the Moon (30 

′ ) 
is larger than that of the planets, we can frequently observe the Moon once a month with 

a high signal-to-noise ratio. We de v eloped a method for performing pointing calibration 

using observa tional da ta from the Moon. We considered the tilts of the telescope axes as 
well as the encoder and collimation offsets for pointing calibration. In addition, we evalu- 
a ted the ef fects of the nonuniformity of the brightness temperature of the Moon, which is 
a dominant systematic error. As a result, we successfully achie v ed a pointing accuracy of 
3.3 

′ . This is one order of magnitude smaller than an angular resolution of 36 

′ . This le v el of 
accuracy competes with past achie v ements in other ground-based CMB experiments using 

observa tional da ta from the planets. 
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1. Introduction 

Pr ecise measur ements of the cosmic micr owave backgr ound (CMB) pr ovide us with knowledge
about the beginning of the uni v erse, such as cosmic inflation prior to the Big Bang [ 1 , 2 ]. An im-
portant predictor of the cosmic inflation is the existence of primordial gravitational waves [ 3 ].
Primordial gravitational waves imprint weak odd-parity patterns ( B -modes) in the CMB polar-
ization [ 4–10 ]. Recent CMB experiments have focused on detecting B -modes from primordial
gra vitational wa v es, which are e xpected to be v ery faint. Ther efor e, it is important to establish
calibration methods and obtain sufficient statistics by implementing a large number of detec-
tors. In particular, the calibration of the line-of-sight of each detector (her eafter r eferr ed to as
pointing) is essential. This is because time-ordered data (raw data) cannot be converted into
map da ta (pa tterns in the sky coordina tes) without pointing informa tion. In previous studies,
the primary calibration sources used were planets [ 11–13 ]. Gi v en their small size compared with
the large beam widths of CMB telescopes, they can be safely considered point sources. This is
because we do not need to consider possible nonuniformities of them. For ground-based CMB
e xperiments, the pre vious study achie v ed a r atio of pointing accur acy to their beam width of 
0.13–0.14 [ 12 , 14 ]. This is because the pointing error is related to the beam width and leads to
a smearing of the beam. The beam is defined as the telescope response in relation to the angle
from the pointing direction. The angular resolution is represented by the beam width, which is
the full width at half maximum (FWHM). 

Jupiter and Saturn are popular pointing calibration sources for observations in the millimeter
wavelength range. Their positions in the sky were calculated precisely using astropy [ 15 , 16 ].
Their visible sizes (0.2 

′ ∼0.3 

′ ) are sufficiently small compared with the beam width, which
is typically 1 

′ to 1 

◦ for CMB telescopes. The maximum elevation of the planets varies pe-
riodically on the order of 10 years, as shown in Fig. 1 . Ther efor e, they cannot be used if 
the lowest elevation of the telescope is above them. This difficulty was encountered by our
telescope, Gr oundBIRD [ 17 ], fr om 2019 to 2023 because the lowest elevation of the tele-
scope is 60 

◦. Ther efor e, a calibration sour ce other than Jupiter or Saturn was r equir ed. Al-
though Mars and Venus are other candidates for pointing calibration, it is difficult to use
them because they are located close to the Sun. We excluded the observation region at a
distance of ±11 

◦ from the Sun from the perspecti v e of GroundBIRD, which we describe in
Sect. 2. In addition, these planets (i.e. Jupiter, Saturn, Mars, and Venus) are not sufficiently
bright for detection at high signal-to-noise ratios because of the beam width of GroundBIRD
(i.e. 0.6 

◦). 
The Moon is a potential astronomical source for pointing calibration. GroundBIRD can 

frequently observe the Moon at least once a month. Its visible size is 30 

′ (i.e. 0.5 

◦), and its
brightness temperature is high ( ∼200 K). Although ideally point sources are used for pointing
calibrations, the Moon is sufficiently bright for measurements with a high signal-to-noise ra-
tio. Even though we used Jupiter which is the brightest of the point sources, telescopes whose
beam width is sub-degrees need to integrate data to identify a position of it. Ther efor e, the
measurement with the high signal-to-noise ratio introduces an advantage to reduce the effect
of a tmospheric fluctua tion. Recently, in the CLASS experiment, the Moon was used as a point-
ing calibration source because the beam width was sufficiently large (1.5 

◦) compared with the
visible size of the Moon [ 18 ]. The beam width of GroundBIRD (36 

′ ) is slightly larger than
the Moon’s visible size, and the dynamic range of the detector response is sufficiently large to
2/18 
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60

Fig. 1. Maximum elevations of Jupiter, Saturn, and the Moon between 2011 and 2031 at the Teide Ob- 
servatory in the Canary Islands, Spain. The orbital periods of Jupiter and Saturn are 12 years and over 
20 years, respecti v ely. In the years around 2020, their maximum elevations were both lower than 60 

◦. 
Howe v er, the Moon has always had a high elevation throughout these years. 
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measure the Moon signal. Therefore, Moon observational data can be used for pointing cali-
bration, as demonstrated in the present study. 

The methodology of pointing calibration using the Moon has not been well established yet.
For instance, there has not been any systematic error study in 145 GHz. In this study, we demon-
strate pointing calibration using the Moon. We also performed a systematic error study. Because
the Moon is brighter compared with the point-like planets, methods established in this study
should be useful for other experiments whose beam width is sub-degrees as with GroundBIRD.
In Sect. 2, the GroundBIRD telescope used in this study is described. In Sect. 3, we describe the
Moon’s angular response. In Sect. 4, the methodology used to extract the central position of 
the Moon using each detector is described. In Sect. 5, we define the pointing calibration model
and present the calibration results. In Sect. 6, we discuss the systematic uncertainties. Finally,
in Sect. 7 , our conclusions are presented. 

2. GroundBIRD telescope 

Gr oundBIRD is a gr ound-based CMB polarization experiment (Fig. 2 ). Our telescope is
loca ted a t the Teide Observa tory in the Canary Islands , Spain. Its longitude , latitude , and
altitude are 28 

◦18 

′ 
N, 16 

◦30 

′ 
W, and 2,400 m, respecti v ely. The telescope rotates continuously in

the azimuthal direction at a fixed elevation. The maximum speed of the azimuth rotation is 20
revolutions per minute (RPM). This rapid scan modulation mitigates the effects of atmospheric
fluctuations [ 17 ]. The region above an elevation of 60 

◦ can be observed, which allows for the
observation of up to 45% of the entire sky (declination range of −2 

◦ to 58 

◦). 
3/18 
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Fig. 2. GroundBIRD telescope. The telescope cryostat is placed on the azimuth rotation table, and it is 
rotated in the azimuth with a fixed elevation. 

(a) (b)

Fig. 3. (a) Cross-sectional illustration of the GroundBIRD telescope. (b) Photo gra ph of the detector 
array module used in this r esear ch. Ther e ar e 23-antenna-coupled KIDs behind each silicon lens. 
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Figure 3 (a) shows a cross-sectional illustration of the GroundBIRD telescope. The sky signal
enters the cryostat through a polyethylene window [ 19 ] and is focused onto focal-plane detec-
tors using a Mizuguchi–Dragone dual reflector [ 20–22 ]. The signals were detected by antenna-
coupled Kinetic Inductance Detectors (KIDs) [ 23 ] using silicon lenses in front of each an-
tenna. The responses of each KID were measured as variations of the resonant phase and
frequency [ 24 , 25 ]. The data used in this study were obtained with a 1 kHz sampling rate us-
ing a 23-KID array module for the 145 GHz band, as shown in Fig. 3 (b) [ 26 , 27 ]. 1 They are
maintained at a pproximatel y 280 mK. 

According to the simulation study by the CST Microwave Studio, the beam width of the tele-
scope is 36 

′ (i.e. 0.6 

◦) [ 28 ]. Its ellipticity is at most 1% according to this simulation. 2 As shown
1 The module for the 145 GHz band was only installed for the commissioning observations in 2021–
2022. We fully upgraded it in May 2023. They were fabricated at the Delft Uni v ersity of Technology and 

the Netherlands Institute for Space Research in the Netherlands. 
2 In Ref. [ 28 ], we confirmed this simulation by laboratory measurements with a small aperture setup 

( ∼1/4 size) in a different frequency (90 GHz). We did not have sufficient space in the laboratory for a 

full-sized aperture. We did not have a setup for 145 GHz with sufficient signal-to-noise ratio. These are 

4/18 
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Fig. 4. The pointing of each detector pixel is dependent on its location in the focal plane. The aperture 
diameter is 220 mm. We use a Mizuguchi–Dragone dual reflector which is a combination of a primary 

paraboloid and a secondary hyperboloid mirror. For the two mirrors, the diameters at the optical area 

are the same. The diameters for the minor axis and the major axis are 360 mm and 490 mm, respecti v ely. 

Table 1. Optical specifications of the GroundBIRD telescope. 

Field of view ±11 

◦

Typical collimation interval between each detector pixel 51 

′ 

Beam width 36 

′ 

Beam ellipticity < 1% 

Precision of elevation encoder 4.0 

′′ 

Precision of azimuth encoder 3.4 

′′ 

Pointing accuracy (r equir ement) 4.7 

′ 
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in Fig. 4 , each detector in the focal plane points to a different position in the sky. The angu-
lar interval between the collimations of each detector in the sky is typically 51 

′ . Ther efor e, the
field of view of the telescope is ±11 

◦. The elevation and azimuth of the telescope are moni-
tored using a laser rotary encoder (R-1SL, Canon) and a magnetic rotary encoder (ERM220,
HEIDENHAIN), respecti v ely. Their precisions are 4.0 

′′ and 3.4 

′′ for the elevation and azimuth,
respecti v ely [ 29 ]. Table 1 lists the optical specifications of the GroundBIRD telescope. 

In other CMB experiments, the ratio of pointing accuracy to their beam width is 0.13–
0.14 [ 12 , 14 ]. In this case, the impact on the B -modes power measurement was estimated to be
∼10 

−4 μK 

2 at a multipole of 100, which approximately corresponds to a power at the tensor-
to-scalar ratio ( r ) of 0.001 [ 30 ]. This is two orders of magnitude lower than our sensitivity with
three years of observations ( r ≈ 0.1). Based on this knowledge, we set the r equir ed pointing
accuracy to 4.7 

′ (i.e. 36 

′ × 0.13) in this study. 

3. Angular response to the Moon 

In the millimeter wavelength range, thermal radiation from the Moon’s surface is dominant
compar ed with r eflected sunlight. The brightness of the Moon signal in Kelvin ( T moon ) is
the reasons for the small aperture and the different frequency. Validation using other planets such as 
Jupiter is the subject of a future study. 

5/18 
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Fig. 5. Brightness of the Moon signal as a function of the Moon phase for 145 GHz. The Moon phase 
at 0 

′ corresponds to the full Moon. 
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modeled using the Moon phase ( ψ), as follows [ 31 ]: 

T moon = 225 

{
1 + 

0 . 77 √ 

1 + 2 δ + 2 δ2 
cos 

(
ψ − arctan 

δ

1 + δ

)}
, (1) 

δ ≡ 0 . 3 λ, 

where λ is the wavelength in millimeters. Figure 5 shows the brightness temperature at the
Moon’s surface at 145 GHz ( λ ∼ 2 mm) as a function of the Moon’s phase. The timing of 
the maximum brightness is delayed compared with the full Moon owing to a delay in the tem-
pera ture varia tion a t the Moon’s surface. The maxim um and minim um Moon brightness tem-
peratur es wer e 325 and 125 K, r especti v ely. 

From the Earth, the visible brightness ( T eff ) at the edge of the Moon is different from T moon 

because of the different refracti v e indices of the Moon’s surface. Considering the Moon as a
black body sphere covered by a dielectric material layer [ 32 ], we obtained the angular distri-
bution of the visible brightness, as shown in Fig. 6 (left). This is almost a top-hat distribution
with a diameter of 30 

′ . The mean of T eff within the visible range of the Moon is equal to the
brightness temperature ( T moon ). Outside the Moon, T eff corresponded to the CMB temperature
(2.725 K). For real observations, the measured signals were convolved with the beam. We used
an angular response model convolved with T eff and a Gaussian beam, as shown in Fig. 6 (right).
The uncertainties owing to the nonuniformity of T moon and the beam shape are discussed in
Sect. 6. 

4. Reconstruction of the Moon’s position 

We performed 19 observations of the Moon using an azimuth rotation scan at 10 RPM with a
fixed elevation at 70 

′ between 8 February 2022 and 18 April 2022, as listed in Table 2 . The
rotation of the Earth then leads the Moon to form a map through telescope scans. With
regards to the Moon observations, we used time-ordered data (TOD) for each detector as well
as telescope encoder da ta. The dura tion of each observation was 38–60 min. One of the 23 de-
tectors was not used because its resonant frequency was outside our readout bandwidth. Prior
to the analysis, we made corrections for the microwave phase delay owing to the cable length
and detector responses [ 33 ]. 

We selected good-quality data from each detector for each observation based on the following
criteria: 
6/18 
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(a) (b)

Fig. 6. (a) Distribution of visible brightness temperature around the Moon from the Earth. (b) Convolved 

distribution with the beam modeled using the simple Gaussian (beam width of 36 

′ ). The plots in the 
bottom row present a cross-sectional view. 

Table 2. Information on the Moon observations used in this study. 

Observa tion da te 
(UTC) 

Duration 

[min] 
Ascent or 
descent 

Azimuth 

[deg] 
Elevation 

[deg] 

8/2/2022 17:11 −18:11 60 ascent 106 −126 61 −73 

8/2/2022 20:14 −21:01 47 descent 238 −253 63 −72 

14/2/2022 22:12 −22:50 38 ascent 95 −103 64 −72 

15/2/2022 22:56 −23:56 60 ascent 101 −120 62 −74 

16/2/2022 23:48 −24:48 60 ascent 110 −133 61 −72 

17/2/2022 02:36 −03:36 60 descent 224 −247 61 −72 

7/3/2022 15:29 −16:29 60 ascent 115 −146 65 −75 

7/3/2022 18:01 −19:01 60 descent 230 −252 61 −72 

8/3/2022 15:47 −16:47 60 ascent 100 −117 62 −74 

9/3/2022 16:30 −17:30 60 ascent 93 −104 62 −75 

9/3/2022 19:50 −20:43 52 descent 258 −268 62 −73 

10/3/2022 20:42 −21:36 54 descent 266 −273 61 −73 

5/4/2022 17:41 −18:28 47 descent 255 −265 63 −73 

6/4/2022 15:26 −16:26 60 ascent 91 −103 65 −78 

6/4/2022 18:34 −19:26 53 descent 264 −272 62 −73 

7/4/2022 19:25 −20:23 58 descent 269 −275 61 −73 

8/4/2022 16:50 −17:50 60 ascent 86 −92 62 −75 

8/4/2022 20:16 −21:16 60 descent 269 −275 60 −73 

12/4/2022 20:28 −21:28 60 ascent 114 −140 62 −73 

7/18 

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2024/2/023F01/7585332 by Technical U

niversity D
elft user on 05 M

arch 2024



PTEP 2024 , 023F01 Y. Sueno et al. 

(a) (b)

Fig. 7. (a) Detector response as a function of the elapsed time. (b) Reconstructed Moon image using 

the Moon-centered coordinates for azimuth (horizontal axis) and elevation (vertical axis). This image is 
created using healpy with the parameter N side = 1024. The baseline fluctuations due to atmospheric 
radiation are subtracted as described in the text. 
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� The intervals of the resonant frequencies for each detector must be greater than 0.5 MHz
for the same observation. This condition eliminates potential crosstalk among the detectors. 
We did not use 2 of the 22 detectors due to this criterion. 

� Data within an elevation of 1.5 

◦ from the Moon center must be obtained continuously for
each detector, i.e. each detector must observe the outside region of the Moon as well as the
Moon itself. 

� The Moon signal must be within the dynamic range of each detector. The detector response
is proportional to tan ( ψ 

2 ) where ψ is a phase of fed microwaves for the detector readout [ 34 ].
Thus, we observe a rapid jump in the detector response when the signal intensity is higher
than the dynamic range. We identified it as rapid variations of detector response (more than
30 times) within the visible size of the Moon in the azimuthal scan. We did not use 1 of the
20 detectors based on this criterion. 

On the basis of these criteria, 345 Moon observation data were selected. 
Figur e 7 (a) pr esents the TOD for a single observation. The overall shape of the bottom fig-

ure traces the elevation pattern of the Moon, and the spikes in the top figure trace the azimuth
pattern of the Moon. The time information between the detector data and telescope encoder
data was synchronized by distributing a common clock signal. Thus, a map of the elevation
and azimuth coordinates for each detector was constructed. For each TOD point, we can cal-
culate the true position of the Moon using astropy . Using the true position of the Moon,
we further converted the map to Moon-centr ed coordinates, the ax es of which comprise the
elevation and azimuth from the Moon’s center. One of the reconstructed Moon images in the
Moon-centered coordinates is shown in Fig. 7 (b). In this study, we subtracted the baseline off-
set for each azimuthal scan to eliminate the effects of atmospheric fluctuations. The baseline
offset should be calculated from the detector response at away from the Moon. Ther efor e, each
baseline offset was calculated as the mean value of the signals between 1.5 

◦ and 2.0 

◦ from the
observed center of the Moon. Figure 8 presents the reconstructed Moon images obtained from
each detector for one of the observations. The locations of the observed Moon images are
8/18 
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Fig. 8. Reconstructed Moon images for each detector in the Moon-centered coordinates. The highest 
signal is normalized to 1. The positions of the plots indicate the locations of each detector pixel on the 
focal plane. The data of four detectors are not used; they are indicated by the gray squares. The locations 
of the Moon images in each detector image are different because each detector has a different collimation 

offset. The angular ranges in all plots are 400 

′ times 400 

′ . These images are created using healpy with 

the parameter N side = 1024. 
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different for each detector because each detector has a different collimation point in the sky, as
described in Sect. 2. 

Based on the Moon’s response defined in Sect. 3, we extracted the Moon’s center positions for
each detector and for each observ ation, b y performing an unbinned likelihood fit for the data
within a radius of 1.5 

◦ from the Moon’s center. The fitting parameters were the elevation and
the azimuth of the Moon center, detector gain, beam width, and constant offset as the back-
ground r esidual. Figur e 9 pr esents an example of a r esult obtained by the fitting procedur e. The
difference in the beam between the data and the model has a negligible effect on the pointing
calibration, which is discussed in Sect. 6. The extracted Moon positions for each detector and
each observation comprised 345 samples and were used to calibrate the pointing model de-
scribed in the next section. The average collimation interval (the distance between neighboring
detectors at the sky) was 52 

′ ± 1 

′ , which is consistent with the design (51 

′ ). 
9/18 
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Fig. 9. Data from a Moon scan fitted with a Gaussian beam in an azimuthal scan. The non-Gaussianity 

of the beam shape leads to approximately 3% residuals because we use the simple Gaussian model in the 
fit. This effect is considered to be a systematic error, as described in Sect. 6. 
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5. Pointing calibration 

The tilts of the elevation and azimuth axes produce pointing shifts in terms of the elevation
( θ ) and azimuth ( φ), as shown in Fig. 10 . Ther efor e, we modeled the pointing shifts as follows
[ 35 ]: ⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

δθ (φ) = δNS cos φ + δEW 

sin φ, (2a) 

cos θδφ (θ, φ) = δNS sin θ sin φ − δEW 

sin θ cos φ, (2b) 

where δNS is the tilt in the north–south direction and δEW 

is the tilt in the east–west direction.
Figure 11 shows pointing shifts as a function of the true elevation and the true azimuth for δNS 

= −1.8 

′ and δEW 

= −2.8 

′ calculated from Eqs. (2a) and (2b). 
In addition to the tilts of the axes, the encoder and collimation offsets of each detector cause

constant pointing shifts, as shown in Fig. 8 . We define the parameters for the encoder off-
sets in terms of elevation ( θ e ) and azimuth ( φe ). We also define the collimation offsets of each
detector for the elevation ( θ i ) and azimuth ( φi ). Here, i is the index for each detector. Using
these parameters, the pointing model for the data is defined as follows: ⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

θmodel = θdata − θe − θi − δθ (φtrue ) , (3a) 

φmodel = φdata − φe − φi − δφ (θ true , φtrue ) , (3b) 

where θdata and φdata are the reconstructed Moon positions for each detector for each observa-
tion (i.e. the reconstructed data samples in Sect. 4), and θ true and φtrue are the true positions of 
the Moon, which are calculated using astropy . 
10/18 
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(a) (b) (c)

Fig. 10. (a) Definition of the elevation ( θ ) and azimuth ( φ). (b) Schematics of the axis tilt to the east–west 
direction. (c) Schematics of the axis tilt to the east–west direction and north–south direction. 

Fig. 11. Pointing shifts as a function of the elevation or azimuth with δNS of −1.8 

′ and δEW 

of −2.8 

′ . 
The shift in the elevation depends on the azimuth pointing. In contrast, the shift in the azimuth depends 
on both the elevation and the azimuth pointing. 
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These parameters were optimized to minimize the angular distance ( dl ) between the true
and model positions; i.e. dl 2 = ( θmodel − θ true ) 2 + [cos θ true ( φmodel − φtrue )] 2 . Although
dl is calculated under the approximation of the small angular distance, this calculation
method makes a negligible effect ( ≤0.01 

′′ ). The optimized tilt angles were δNS = − 1.8 

′ 
11/18 
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Fig. 12. Pointing shifts as a function of the elevation or azimuth of the true Moon position. The points 
comprise reconstructed data calculated using Eqs. (4a) and (4b). The lines were calculated using Eqs. (2a) 
and (2b) with the same values for δNS and δEW 

. 
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and δEW 

= − 2.8 

′ . Using the extracted encoder and collimation offsets, we calculated the point-
ing shifts as follows: 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

δθ (φtrue ) = (θdata − θe − θi ) − θ true , (4a) 

cos θ true δφ (θ true , φtrue ) = cos θ true [(φdata − φe − φi ) − φtrue ] . (4b) 

Figur e 12 pr esents the pointing shifts as functions of the true Moon position at that elevation
or azimuth. For comparison, we overlay the lines calculated using Eqs. (2a) and (2b). These
values were consistent within the required precision (4.7 

′ ). 
In the CMB analysis, we calculate the pointing based on the optimized model. Although θ true 

and φtrue are unknown in Eqs. (3a) and (3b), accurate pointing can be calcula ted itera ti v ely with
sufficient precision [ 36 ] instead of solving Eqs. (3a) and (3b) exactly. The f ollowing f ormulae
are used: 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

θ
(0) 
i = θdata − θe − θi , (5a) 

φ
(0) 
i = φdata − φe − φi , (5b) 
12/18 
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Fig. 13. Pointing differences between a calibrated position with Eqs. (5a–6b) and the true position as a 

function of the number of iterations for the elevation and azimuth. The elevation angle is assumed to 

be 67 

◦, which is a typical elevation angle. The solid lines are 1/1,000 of the r equir ement. We r ealize a 

sufficient precision at n � 2. 

Fig. 14. Residuals of the calibrated pointing for all 345 samples from each true position. The dynamic 
range of the elevation and azimuth axes corresponds to the beam width of GroundBIRD (36 

′ ). They are 
within the r equir ement, which is indicated by the unshaded regions. 

 

 

 

 

 

 

D
ow

nloaded from
 https://academ

ic.oup.com
/ptep/article/2024/2/023F01/7585332 by Technical U

niversity D
elft user on 05 M

arch 2024
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

θ
(n ) 
i = θdata − θe − θi − δθ

(
φ

(n −1) 
i 

)
, (6a) 

φ
(n ) 
i = φdata − φe − φi − δφ

(
θ

(n −1) 
i , φ

(n −1) 
i 

)
, (6b) 

n = 1 , 2 , 3 , ..., 

where n indicates the n -th iteration. Using Eqs. (6a) and (6b) and the extracted parameters,
we numerically calculated the differences from the true position for each n . We could achie v e
suf ficient precision a t n � 2, as shown in Fig. 13 . We conclude tha t two itera tions should be
performed in the calculation of the pointing to reduce this effect on the pointing calibration to
a negligible level. 

Figure 14 shows the residuals of the Moon position as reconstructed from the true positions
for all 345 samples. These values were within the range of our r equir ements. Their root mean
13/18 
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Fig. 15. Pointing residuals of the elevation, θmodel − θ true , and azimuth, cos θ true ( φmodel − φtrue ), for each 

detector. The mean values for each detector are consistent with zero. 
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squar es wer e 0.6 

′ f or the elevation and 0.5 

′ f or the azimuth times cos θ . Similar plots for each
detector are shown in Fig. 15 . Their mean values were consistent with zero; i.e. no bias was
found. 

6. Systematic uncertainty 

The uncertainty associated with the beam shape is estimated by changing the response model
of the fit. We compared the results of the baseline analysis with a model that uses a fixed
beam width as the design, one that uses an elliptical Gaussian beam with extracted elliptic-
ity of 2 . 6 ± 1 . 0% from the da ta, and one tha t uses a polynomial (i.e. nonlinear) responsivity.
The pointing differences among the beam models are less than 0.26 

′ . Note that the assumed
ellipticity of the systematic error study is larger than that of the simulation study ( < 1%).
The uncertainties in the Moon’s position owing to the time constant of the detector and the
astronomical calculations are 0.14 

′ and 0.31 

′ [ 37 ], respecti v ely. The uncertainties in the eleva-
tion and azimuth encoders are 0.066 

′ and 0.057 

′ , respecti v ely, as described in Sect. 2. A pos-
sible thermal effect due to ambient temperature change is estimated by comparing two cali-
bra tion results a t high tempera ture (average of 10 

◦C) and low temper ature (aver age of 3 

◦C).
14/18 
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Fig. 16. Distribution of the Moon brightness temperature, which varies with the Moon phase, where 
θx is the direction of the phase shift, and θy is perpendicular to it. These models are used only for the 
systematic error study. The white and gray regions correspond to the brightness temperatures of 325 K 

and 125 K, respecti v ely. 

Fig. 17. Offset of the brightness center as a function of the Moon phase, where θx and θy are the directions 
of the offsets, as shown in Fig. 16 . The maximum offset found here is smaller than the requirement, which 

is indicated by the unshaded area. 
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We found a difference of 0.4 

′ , while the sta tistical fluctua tion is dominant in this comparison.
A possible mechanical varia tion associa ted with the scan is estimated from the difference be-
tween the residual from the pointing model at azimuth < 180 

′ and that at azimuth > 180 

′ . It was
0.057 

′ . 
The systematic uncertainty is dri v en by the nonuniformity of the Moon’s brightness temper-

a ture. We estima ted this systema tic uncertainty using a simulation based on simplified temper-
ature distributions for each Moon phase, as shown in Fig. 16 . Considering Eq. ( 1 ), we set the
maxim um and minim um temperatures in the bright and shaded r egions, r especti v ely. This as-
sumption yielded the most conservati v e systematic error. Using the same method as that used
for the real data analysis, we extracted the central position of the Moon for the simulation
data. Figure 17 presents the difference between the extracted center position and the input po-
sition in the simulation. The maximum difference (3.2 

′ ) was assigned to the systematic error. Al-
though ther e ar e variations of brightness on the Moon that are not due to the Moon phase (e.g.
Ref. [ 38 ]), their effects are much smaller than those that are due to the Moon phase. It would
be worthwhile to consider them in a future study. 

Table 3 presents a summary of the systematic uncertainties. We calculate the square root of 
the quadrature sum of all errors. In total, we assigned a systematic error of 3.2 

′ to the pointing
calibration using the Moon. 
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Table 3. Systematic uncertainties in pointing. 

Source [arcmin] 

Beam shape 2.6 × 10 

−1 

Moon position 3.4 × 10 

−1 

Elevation encoder 6.6 × 10 

−2 

Azimuth encoder 5.7 × 10 

−2 

Ambient temperature 4.0 × 10 

−1 

Mechanical variation 5.7 × 10 

−2 

Nonuniformity temperature 3.2 

Total 3.2 
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7. Conclusions 
We calibrated the pointing of the GroundBIRD telescope based on Moon observation data.
The angular response of the Moon was modeled with respect to the Moon phase as well as the
beam of the telescope. We modeled the pointing shift due to the tilts of the elevation and az-
imuth axes as well as the collimation offsets and the encoder offsets. We obtained the optimized
pointing model using them. The residuals of the calibrated pointing from the true pointing were
less than 1.6 

′ , whereas our r equir ement was 4.7 

′ . The root mean squar es wer e 0.6 

′ and 0.5 

′ for
the elevation and azim uth, respectivel y. Consequentl y, we successfull y achie v ed an uncertainty
of 3.3 

′ including all systematic uncertainties, which is lower than our r equir ement. For the
CMB telescope, this was the first a ttempt a t using pointing calibration with the Moon for a
beam width of 36 

′ against the Moon’s angular size of 30 

′ . Thus, we realized sufficient pointing
precision. 

We can frequently observe the Moon at high elevations. The orbital period of the Moon
(monthly) is much shorter than that of planets ( ∼10 years). In addition, the observation of the
Moon with the high signal-to-noise ratio allows us to perform the unbinned likelihood fit to
extract the center position of the Moon. It introduces the advantage of reducing the effect of 
a tmospheric fluctua tion. In addition, we avoid degrada tion of the angular resolution of detec-
tor response due to the binning of the data for the astronomical point sources. We discussed
the systematic uncertainties related to the Moon. The nonuniformity of the Moon’s brightness
was assumed as the most conservati v e case. Ne v ertheless, it was one or der of magnitude lower
than the beam width. In conclusion, the established method in this study is applicable to other
CMB telescopes whose beam width is sub-degrees. 
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