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SUMMARY

Following the trend of previous years, the number of devices, and hence the traffic in cel-

lular networks is increasing. Moreover, new applications with stringent requirements are

envisioned. Examples of such applications include collaborative learning and coverage

extension with drones. To accommodate the traffic with its respective Quality of Service

(QoS) requirements and to support new challenging applications in the Radio Access

Network (RAN), we need to develop new algorithms and tools for efficient resource man-

agement. In this dissertation, resource management in the RAN is considered in three

distinct areas.

In Chapter 2, we provide an introduction to the key concepts, which establish the

technological context of the following chapters. The first part of this dissertation focuses

on serving traffic with diverse requirements in the context of 5G networks. In 5G, RAN

slicing has been introduced, to support services with diverse QoS requirements in the

same network infrastructure. Moreover, RAN slicing allows the Mobile Network Opera-

tors (MNOs) to configure customer-specific slices. In Chapter 3, we assess RAN slicing

in terms of the traffic handling capacity for an Industry 4.0-inspired scenario. For the

assessment, we compare a network with isolated slices and a non-sliced network. Ex-

tensive simulations show that the non-sliced network can serve more traffic than the

sliced network while satisfying the same class-specific QoS requirements. Considering

that RAN slicing will be adopted by the MNOs, this result highlights that additional radio

resource management mechanisms are needed when RAN slicing is configured. To that

end, in Chapter 4 we evaluate RAN slicing in combination with allowing slices to use idle

resources of other slices, in a realistic smart city environment. The results show that idle

resource sharing significantly improves the traffic performance. However, it is not until

RAN slicing is further combined with other technology features, i.e. flexible numerology

and mini-slots that it provides better traffic performance than non-sliced networks.

The second part of this dissertation focuses on the application of collaborative learn-

ing, and more specifically on Federated Learning (FL) in resource-constrained wireless

networks. In Chapter 5 we characterise agents by their importance in the learning pro-

cess and the resource efficiency of their wireless channel. Then, we provide a general

agent selection framework to indicate which agents should participate in the learning

process. Extensive simulations in various scenarios verify the potential of the proposed

framework. Additionally, it is revealed that in scenarios where agents have small data sets

xiii
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or the latency requirement is stringent, it is more beneficial to perform pure learning-

based agent selection. In Chapter 6 we extend the previously proposed framework to

perform joint agent selection and resource allocation. We describe the problem in resource-

constrained vehicular wireless networks with Multi-User Multiple Input Multiple Output

(MU-MIMO) capable base stations. To approximate the optimal solution of the prob-

lem, we propose the Vehicle-Beam-Iterative (VBI) algorithm. Then, we evaluate the VBI

algorithm in scenarios related to vehicular communications. The results show that in

scenarios where the vehicles have the same data set sizes, the application-specific accu-

racy targets are achieved faster than in scenarios where the data set sizes are different.

Additionally, it is shown that MU-MIMO improves the convergence time of the global FL

model.

In the third part of this dissertation, the deployment of a drone swarm is addressed.

In Chapter 7 we study the link density is Random Geometric Graphs (RGGs). Specifically,

we very accurately approximate the link density in any two- and three-dimensional rect-

angular spaces with the Fréchet distribution. Then, we express the minimum number

of nodes needed to ensure network connectivity in terms of the link density. Finally, we

model a drone swarm with a RGG and we estimate the required size of the swarm such

that communication among all drones can be ensured.

The conclusions of this dissertation and the directions for future work are presented

in Chapter 8.



SAMENVATTING

In de laatste paar jaren is het aantal mobiele communicatie-apparaten en daarmee de

hoeveelheid verkeer in draadloze telecommunicatienetwerken toegenomen. Daarnaast

worden nieuwe toepassingen met strikte vereisten verwacht, zoals collaborative learning

en het uitbreiden van de netwerkdekking met behulp van drones. Om te voldoen aan

de kwaliteitseisen (Quality of Service (QoS)) van het verkeer en om nieuwe uitdagende

applicaties in het mobiele toegangsnetwerk (Radio Access Network (RAN)) te ondersteu-

nen, moeten er nieuwe algoritmen en hulpmiddelen ontwikkeld worden voor efficiënt

gebruik van de beschikbare middelen. In deze thesis wordt het gebruik van de beschik-

bare middelen bekeken in drie verschillende gebieden.

In Hoofdstuk 2, geven we een introductie over de centrale concepten waarop de tech-

nologische context van de volgende hoofdstukken gebouwd wordt. Het eerste deel van

deze thesis focust zich op bedienen van verkeer met diverse vereisten in de context van

5G netwerken. In 5G is RAN slicing geïntroduceerd om services met verschillende QoS

vereisten in hetzelfde netwerk te ondersteunen. Bovendien, laat RAN slicing de Mobile

Network Operators (MNOs) toe om klant specifieke slices te configureren. In Hoofdstuk

3, evalueren we RAN slicing aan de hand van de netwerk verkeer afhandelingscapacitei-

ten in een scenario geïnspireerd op Industry-4.0. In deze evaluatie vergelijken we een

netwerk met geïsoleerde slices met een netwerk zonder sclicing. Uitgebreide simula-

ties laten zien dat het netwerk zonder slices meer verkeer kan bedienen dan het netwerk

met slices, terwijl aan dezelfde klasse specifieke QoS vereisten voldaan wordt. Ervan uit-

gaande dat RAN slicing wordt uitgerold door de MNOs, laat dit resultaat zien dat er meer

mechanismen nodig zijn om de beschikbare middelen te verdelen bij de configuratie

van RAN slicing. Om dat te bereiken, evalueren we in Hoofdstuk 4 RAN slicing in combi-

natie het gebruiken van ongebruikte middelen van andere slices, in een realistisch smart

city scenario. De resultaten laten zien dat het delen van middelen tijdens inactiviteit een

significante verbetering geeft in de geleverde dienst. Echter, het is niet totdat RAN slicing

ook gecombineerd wordt met andere technieken, i.e. een flexibele numerologie en het

gebruik van mini-tijdsloten, dat het beter presteert dan netwerken zonder slices.

Het tweede deel van deze thesis focust zich op het toepassen van collaborative learning

en in het specifiek op Federated Learning (FL) in draadloze netwerken met gelimiteerde

middelen. In Hoofdstuk 5 karakteriseren we agenten op basis van hun belangrijkheid in

het leerproces en de efficiëntie van het draadloos kanaal. Vervolgens geven we een al-

xv
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gemeen agentenselectieraamwerk om te identificeren welke agenten worden betrokken

in her leerproces. Uitgebreide simulaties van verschillende scenario’s bevestigen de po-

tentie van het voorgestelde raamwerk. Daarnaast ontdekken we dat in scenario’s waar

agenten een kleine data set hebben of dat de vertragingstijden vereisten strikt zijn, het

beter is om de agenten te selecteren puur gebaseerd op hun bijdrage aan het leerproces.

In Hoofdstuk 6 breiden we het voorgenoemde raamwerk uit om zowel agent selectie als

ook verdeling van de middelen gecombineerd uit te voeren. We beschrijven het problem

in draadloze voertuignetwerken met beperkte middelen en basisstations geschikt voor

Multi-User Multiple Input Multiple Output (MU-MIMO). Om de optimale oplossing van

het probleem te benaderen, stellen we het Vehicle-Beam-Iterative (VBI) algoritme voor.

Vervolgens evalueren we het VBI algoritme in scenario’s gerelateerd aan communicatie

tussen voertuigen. De resultaten laten zien dat in scenario’s waar de voertuigen even

veel data hebben, de applicatie-specifieke nauwkeurigheidsdoelen sneller bereikt wor-

den dan wanneer de hoeveelheden data verschillend zijn. Daarnaast laten we zien dat

MU-MIMO de convergentietijd van het globale FL model verbetert.

In het derde deel van deze thesis wordt het inzetten van een drone zwerm behan-

deld. In Hoofdstuk 7 bekijken we de lijndichtheid in willekeurige geometrische grafen

(Random Geometric Graphs (RGGs)). In het specifiek, schatten we, met hoge nauwkeu-

righeid, de lijndichtheid in willekeurige twee- en driedimensionale rechthoekige ruimtes

met de Fréchet-kansverdeling. Daarna drukken we de minimale hoeveelheid knopen

vereist voor netwerkconnectiviteit uit in termen van de lijndichtheid. Tenslote mode-

leren we een drone zwerm met een RGG en schatten we de benodigde grootte van de

zwerm die nodig is om communicatie tussen alle drones te garanderen. De conclusies

van deze thesis en mogelijke richtingen voor toekomstig onderzoek worden gepresen-

teerd in Hoofdstuk 8.
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1
INTRODUCTION

“I do not think the wireless waves I have discovered will have any practical application.”

Heinrich Rudolph Hertz, ca. 1890

1.1. HISTORY OF CELLULAR NETWORKS
“A Dynamical Theory of the Electromagnetic Field” was published in 1865 by James Clerk

Maxwell, who suggested that electromagnetic fields can propagate as waves at the speed

of light [1]. Twelve years later, in 1887, Heinrich Rudolph Hertz proved the predictions

of Maxwell by a series of experiments [2]. However, it was Nikola Tesla, in 1893, who

paved the road for wireless communications as he was the first to demonstrate the trans-

mission of electromagnetic energy [3]. Two years later, Guglielmo Marconi developed a

wireless transmission system and performed the transmission and reception of a signal

using Hertzian waves over a distance of more than a mile [4].

The adoption of radio communications started in the early 20th century with the first

distress radio signal transmitted by the East Goodwin Lightship in 1899 [5] and the De-

troit police used the first voice communication in 1928 [6]. However, the communication

was limited in terms of resources (or channels) and confined to a certain geographical

area. In 1947, the Bell Laboratories introduced the concept of cellular radio technology

to enable uninterrupted communication regardless of distance [7], while the develop-

1
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ment of the first handheld analogue cell phone by Martin Cooper was in 1973 at Mo-

torola [8]. Eventually, one of the first widespread systems, the nordic mobile telephone

(NMT) system, for the first generation (1G) of cellular communications was launched in

Sweden in 1981 [9].

The second generation (2G) of cellular networks, similarly to 1G networks, was ini-

tially focused on speech communication and the first 2G standard, global system for

mobile communications (GSM), was developed by the European telecommunications

standards institute (ETSI) and first implemented in 1991 in Finland [10]. Moreover, the

short message service (SMS) was later introduced to the standard [11]. With the im-

portance of the Internet increasing over the years, follow-up standard general packet

radio service (GPRS) allowed the access to the Internet and the transmission of packet

data, while the enhanced data rates for GSM evolution (EDGE) standard enhanced the

attainable data rates and latency [10, 11]. The popularity of and need for data services

led to the standardisation of the universal mobile telecommunications system (UMTS)

by the 3rd generation partnership project (3GPP), which marked the beginning of the

third generation (3G) of cellular networks with the first implementation in 2001 in Japan

[10]. UMTS was upgraded with the incorporation of the high speed packet access (HSPA)

technology, which further increased the data rates and spectrum efficiency and reduced

the latency [12].

The fourth generation (4G) of cellular networks included the long term evolution

(LTE) standard which was developed by 3GPP and first launched in 2009 in Sweden and

Finland [13]. LTE was focused on mobile broadband services and compared to the 3G

standards it further improved the data rates, spectrum efficiency and latency [14]. Also,

LTE enabled more internet protocol (IP) services such as voice over LTE (VoLTE) and

evolved to support machine-type communication [14]. In 2019, South Korea was the first

country to deploy the first fifth generation (5G) network [15]. 5G continues the trend of

improving mobile broadband services and also addresses services requiring low-latency

and high-reliability or massive connectivity [16]. Although 5G is still in its development

cycle, the sixth generation (6G) is envisioned to support more resource-demanding ser-

vices and entered its early stage of development [17]. Considering that a new generation

of cellular networks is developed roughly every 10 years, 6G is expected around 2030 [18].

1.2. CHALLENGES IN 5G AND BEYOND

Following the trend of previous years, the number of connected devices to cellular net-

works is increasing and at the end of 2023, there were about 1.6 billion 5G subscribers

worldwide [19]. The increase of the number of subscribers, in combination with the de-

velopment of new applications, such as augmented reality (AR), naturally increase the



1.2. CHALLENGES IN 5G AND BEYOND

1

3

traffic volume of the network. Over just two years, the traffic volume has almost doubled,

primarily from an increase of viewing video content, which accounts for over 60% of the

total traffic [19]. Figure 1.1 shows that the 2G/3G/4G mobile traffic will peak around

2026 and start its decline, whereas the 5G mobile and fixed wireless access (FWA) traffic

is projected to keep increasing over the next five years. The traffic increase is in line with

the developments of applications requiring high video resolution, like virtual reality (VR)

and AR [19].

Mobile data (5G)

500

2017 2020 20242018 2022 20262021 20252019 2023 20282027

FWA (3G/4G/5G) Mobile data (2G/3G/4G)
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Figure 1.1: Mobile data traffic trend over the years, measured in exabytes per month, as shown in [19].

The increase of the data traffic can be addressed with more spectrum. However, the

lower (sub-6 GHz) frequencies are scarce and mostly occupied by other technologies

such as 2G/3G/4G, Bluetooth, Wi-Fi and radars. Therefore, 5G aims to utilise some avail-

able spectrum in the sub-6 GHz range as well as spectrum in the millimeter-wave bands,

which are not over-utilised [16]. However, the millimeter-wave bands come with many

challenges and require the development of new receiver and transmitter technologies.

Another challenge with spectrum is that frequencies have to be split among the mo-

bile network operators (MNOs) (or other businesses) of each country, who participate in

multi-million worth auctions to acquire spectrum licences. For example, in 2020, 1.23

billion Euros were raised by the Dutch government for the allocation of the 700, 1400

and 2100 MHz frequency bands [20]. Given the limited spectrum available and the huge

licensing costs, it is crucial to design networks and develop technologies and algorithms

for efficient radio resource management.
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Apart from addressing the challenges of increased network traffic, 5G also address

the servicing of applications with diverse quality of service (QoS) requirements. Tradi-

tionally, cellular technologies were designed for the needs of consumers, for example

voice and video telephony. However, 5G also addresses the needs of other markets, the

so-called 5G verticals. The 5G infrastructure public private partnership (5G-PPP), which

is an initiative between the European Commission and the European information and

communication technology (ICT) industry, has defined ten verticals, e.g. automotive,

Industry 4.0, energy and smart cities [21]. Different applications can be defined for each

vertical with applications having diverse characteristics and QoS requirements.

To classify applications based on their QoS requirements, three categories are de-

fined: enhanced mobile broadband (eMBB), ultra-reliable and low-latency communica-

tion (URLLC) and massive machine-type communication (mMTC) [22]. Figure 1.2 illus-

trates how different applications relate to the three categories. For example, self-driving

cars strictly belong to the URLLC category because the response times should be very

short and the related data should be reliably transmitted to ensure driving safety. An-

other example is AR which requires relatively high data rates for the video streaming, as

well as low-latency for the reaction to motion. AR is envisioned in multiple use cases, for

example for at-home gaming and for remote maintenance in factories, hence, different

requirements can be derived per use case [23].

Gigabytes in a second

Smart home/building

Voice

Smart city

3D video, UHD screens

Work and play in the cloud

Augmented reality

Industry automation

Mission critical application

Self driving car

Massive machine type

communications

Ultra-reliable and low latency

communications

Enhanced mobile broadband

 

Figure 1.2: Applications relation to the three 5G categories as shown in [22].

To address the challenges of serving traffic with diverse requirements, the concept

of network slicing has been introduced in 5G networks. Network slicing allows for mul-
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tiple independent and logically separated networks, which can be flexibly and dynami-

cally configured while sharing the same physical resources [24]. Each such slice can be

designed to serve a specific type of traffic, for example, different slices can be config-

ured for eMBB, URLLC and mMTC traffic. Moreover, a slice can also be configured for

a specific customer. Even though network slicing makes the network easily manageable

and configurable, it can be inefficient in terms of radio resource utilisation [24]. Apart

from network slicing, different features have been incorporated in 5G technology to ef-

ficiently serve specific types of applications. For example, flexible numerology [25] and

mini-slots [26] can provide low latency while multi-user multiple input multiple output

(MU-MIMO) beamforming [27] can offer high data rates and increase capacity.

Even though 5G is still under development, 6G is envisioned to support applications

with even more stringent requirements. Examples of such applications include holo-

graphic interaction, autonomous machines and precision healthcare [28]. Moreover,

stand-alone ‘sub-networks’ are envisioned such as a swarm of drones extending the ter-

restrial network [29]. Additionally, algorithms leveraging the recent advances in machine

learning (ML) are expected to be more prominent, compared to 5G, with many applica-

tions, e.g. collaborative learning, heavily relying on them [28]. Therefore, there is no

doubt that efficient resource management for diverse and dynamic traffic is and will re-

main challenging.

1.3. MOTIVATION AND RESEARCH QUESTIONS

While multiple technologies and algorithms are available for resource management in

the radio access network (RAN), new applications with stringent requirements and in

challenging environments require the re-evaluation of the currently available technolo-

gies and algorithms and the design and development of new ones. In this dissertation,

resource management in the RAN is considered in three distinct areas: (i) serving traf-

fic with diverse requirements, (ii) collaborative learning and (iii) deployment of a drone

swarm.

Network slicing has been standardised for 5G networks to allow flexible configura-

tion of the network, based on the expected traffic. When network slicing is extended in

the RAN, the radio resources need to be split amongst the configured slices. However,

the resource split could lead to a lower resource efficiency compared to a non-sliced

RAN that utilises advanced schedulers to deal with diverse traffic. Considering that RAN

slicing will be adopted by the MNOs, what will be the impact on the radio resource effi-

ciency? Next to slicing, features like flexible numerology and mini-slots are also devel-

oped for the handling of diverse traffic. Even though the merits of each such individual

features are proven, how can those features be combined with each other and with RAN
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slicing to improve the traffic performance?

ML algorithms can be applied as solutions to efficiently address complex resource

management problems. Traditionally, ML algorithms run on a central location and re-

quire the aggregation of data from multiple sources, e.g. user devices. However, in a

wireless network, the transmission of large amounts of data may congest the network.

Federated learning (FL), which is a decentralised ML technique, addresses the concerns

of privacy and increased network load by combining trained-at-device models. Hence,

the devices transmit the parameters of their locally trained models to the network rather

than the raw training data. Considering that it is resource inefficient when all devices in

the network participate in the training of the central model, what is a good device selec-

tion policy, assuming resource-constrained networks? Moreover, how does the data set

sizes of the devices influence the selection of the agents and their radio resource alloca-

tion?

Another envisioned use case is the deployment of a swarm of drones to provide cov-

erage in a disaster area or to serve incidental traffic hot spots. When a swarm of drones

is deployed, the drones in the swarm are expected to communicate with each other in

order to avoid collisions and exchange necessary information for collaborative tasks,

e.g. optimising their (relative) positions to ensure joint coverage/capacity provisioning.

Thus, any drone should be able to reach any other drone in the swarm to establish a con-

nected network. While many studies in literature focus on deploying a swarm of drones

to provide coverage and/or capacity to the RAN, the connectivity among the drones is

usually ignored. Can the minimum number of drones needed for connectivity be de-

rived, regardless of the network geometry and propagation conditions?

1.4. CONTRIBUTIONS AND OUTLINE

This dissertation is organised as follows. Chapter 2 introduces the key concepts which

establish the technological context of the following chapters. Specifically, transmit an-

tennas, physical layer configuration, wireless channels and network coverage are pre-

sented. The chapter is concluded with a high-level introduction to radio resource man-

agement methods. Chapters 3-7 are split in three different parts.

The first part comprises Chapters 3 and 4, and it is related to serving traffic with di-

verse requirements. In Chapter 3, a comparison between optimally configured, in terms

of packet scheduler and numerology, non-sliced and sliced networks is provided. Con-

sidering Industry 4.0-inspired throughput-oriented and latency-constrained traffic, ex-

tensive simulations showed that the non-sliced network can serve more traffic than the

sliced network. In Chapter 4, a broader scenario in terms of traffic characteristics and

requirements is considered, related to smart cities. Extensive simulations showed that
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when configuring the numerology per slice, all other applied features should be taken

into consideration, rather than solely the traffic type of the slice. Finally, it was concluded

that RAN slicing can improve the traffic performance when it is properly combined with

other features.

Chapters 5 and 6 constitute the second part of this dissertation, which is related to

collaborative learning with FL. Chapter 5 provides a generic device selection framework

to improve the convergence of the FL model while considering device- and network-

specific constraints and requirements. The framework relies on characterising each de-

vice based on its importance in the learning process as well as its resource consumption.

The selection policies as derived from the proposed framework are compared to baseline

policies under different scenario configurations. Then, for each considered scenario, dif-

ferent conclusions are derived. Focusing on vehicular applications, Chapter 6 addresses

the problem of joint vehicle selection and resource allocation in networks with MU-

MIMO capable base stations (BSs). We first extended the framework proposed in Chap-

ter 5 to describe the new problem. Then, we approximated its optimal solution with the

proposed vehicle-beam-iterative (VBI) algorithm. Simulations showed that MU-MIMO

capable BSs improve the convergence time of the global model. Furthermore, it was

concluded that the application-specific accuracy targets are reached faster when vehi-

cles have the same data set sizes than when they have different data set sizes.

The third part of this dissertation is related to the deployment of a drone swarm. In

Chapter 7, the drone swarm is modelled as a random geometric graph (RGG). Consid-

ering a RGG with a distance-based connection function, we very accurate approximated

the link density in any rectangular space with the Fréchet distribution. Then, we ex-

pressed the minimum number of drones needed to ensure swarm connectivity in terms

of the link density.

A summary of the contributions of this dissertation and suggestions for future work

are given in Chapter 8. Finally, a list of symbols is provided at the end of the dissertation.

The global symbols relate to wireless communications and they are consistent through-

out this dissertation. Then, a complimentary list of symbols is provided for each one of

the three dissertation parts.





2
THE RADIO ACCESS NETWORK

In this dissertation we study the problem of resource management in the context of the

RAN. This chapter provides the necessary principles related to the RAN and background on

how transmissions are performed in the context of 5G networks. Moreover, the key radio

resource management (RRM) methods used in this dissertation are explained.

9
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2.1. INTRODUCTION
Cellular networks comprise the RAN and the core network. The RAN implements a radio

access technology, known as new radio (NR) in 5G networks, which allows devices such

as mobile phones, computers and machines, known as user equipment (UE), to wire-

less connect to the BSs. Hence, the BSs are responsible for the communication to/from

the UEs. The BSs are also connected to the core network, via backhaul links, which pro-

vides, for example, voice and/or video calling services and access to the internet. This

simplified description of a cellular network is illustrated in Figure 2.1.

User equipment (UE)

Base station (BS)

Backhaul link

Core network

Radio access network (RAN)

Figure 2.1: Simplified diagram of a cellular network, comprising a RAN and a network.

A RAN can be modelled by a hexagonal grid, which dictates the BS locations. The size

of each hexagon is defined by the inter-site distance (ISD), which is the distance between

two sites, and further depends on the environment considered, e.g. dense urban, urban

or rural [30]. Each BS location is referred to as a site and typically three-sectorised sites

are used, that is a BS has three transceiver antennas and each antenna covers 120◦ in the

azimuth plane. The service area of each transceiver is called a cell. Figure 2.2 shows an

example of a cellular network consisting of 19 sites and thus 57 cells and indicates the

ISD. The network is configured with the objective that the cells jointly cover the whole

hexagonal grid to prevent coverage gaps, which are areas that cannot be served by any

transceiver. Typically, UEs are served by the transceiver, and hence the associated cell,

towards which they experience the strongest radio link.

The communication between the UEs and the BSs uses the layers 1 and 2 of the

open systems interconnection (OSI) model. In this dissertation, we focus on the layer-2

medium-access control (MAC) layer and on the layer-1 physical (PHY) layer. The MAC

layer is, among other things, responsible for packet scheduling, error correction and per-

forming scheduling of measurement reporting [16]. The PHY layer is responsible for

coding, modulation, multi-antenna processing and the actual signal transmission on

the assigned time-frequency (radio) resources [16]. In 5G, the PHY layer supports trans-
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ISD

Figure 2.2: Network layout with 19 three-sectorised sites.

missions in the frequency range 0.45-6 GHz, commonly referred to as frequency range 1

(FR1) and in the frequency range 24.25-52.6 GHz, referred to as frequency range 2 (FR2)

[31]. In this dissertation we do not consider the FR2.

2.2. TRANSMIT ANTENNAS

Antennas are an important element in cellular networks as they are responsible for the

radio transmissions and they can influence the quality of the radio transmission. An

omnidirectional antenna is an antenna which uniformly radiates the signal power PTX

in all directions and hence it has no directivity. The transmit power PTX is commonly ex-

pressed in Watts (W) or milliwatts (mW) or decibel-milliwatts (dBm) and the maximum

transmit power PTX,MAX typically depends on the system bandwidth B [31]. The antenna

gain, i.e. the increase of the signal power, is expressed in decibel-isotropic (dBi) and for

an omnidirectional transmit antenna, the gain is 0 dBi.

Even though omnidirectional BS antennas are sometimes considered in theoretical

studies, in reality, most operationally deployed BSs use directional antennas that trans-

mit a beam in a specific direction. In 2G, 3G and 4G networks, linear arrays with dis-

tinct antenna elements uniformly spaced at e.g. half-wavelength distance on the verti-

cal plane are used as directional antennas. By feeding the antenna elements with the

same signal, a main lobe is formed, which is the direction with the highest portion of

radiation power [32], as shown in Figure 2.3. Additionally, one or multiple side lobes are

also formed, radiating lower portions of power in other directions [32], as also shown in

Figure 2.3. The direction of the main lobe is referred to as the boresight direction and

the main lobe can be steered to a different direction by adjusting the relative phases of
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the signals fed to the antenna elements [32]. Assuming a linear array, the main lobe

can only be flexibly steered in the elevation plane, because the antenna elements are

only placed on the vertical plane. Furthermore, Figure 2.3 illustrates the half-power

beamwidth (HPBW) and the first-null beamwidth (FNBW) of the antenna which are the

angles where the power of the main lobe is reduced by half, i.e. -3 dB, and the angle

between the null points of the main lobe, respectively [32].

FNBW

HPBW

0 -3 -6 -9 -12
Power [dB]

Side lobe

Main lobe

Figure 2.3: A simplified power pattern, in dB, of a directional antenna in the elevation plane.

In 3G networks, the multiple input multiple output (MIMO) transmission technol-

ogy was introduced, where multiple antennas are used at the transmitter and receiver

to increase the throughput. In 4G and 5G networks, MIMO capable antennas evolved to

massive MIMO (mMIMO) beamforming antennas, where massive refers to the number

of antenna elements. The larger the number of antenna elements used, the narrower

and stronger the beam (main lobe) can be and hence, the beam gain is higher. Addi-

tionally, linear arrays evolved to planar arrays which consist of multiple antenna ele-

ments in both the horizontal and vertical planes and hence allow for three-dimensional

(3D) beamforming [32]. Furthermore, multiple beams can be simultaneously formed

to either serve one or multiple UEs, as it will be explained in Section 2.3.3. Therefore,

mMIMO beamforming antennas can increase the user throughput as well as provide

cell capacity gains.

2.3. PHYSICAL LAYER CONFIGURATION

A radio transmission is carried out in the PHY layer using the available radio resources,

defined in the frequency and time domains. Specifically, the time and frequency re-

sources are divided in a resource grid and the packet scheduler assigns which resource

blocks of the grid are assigned to each transmission [33]. In this section, PHY layer as-

pects such as the structure and the configuration of the resource grid, multiple access
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and physical channels are discussed, in the context of 5G networks.

2.3.1. FRAME STRUCTURE AND NUMEROLOGY

In the frequency domain, and similarly to the 4G RAN, NR makes use of orthogonal fre-

quency division multiplexing (OFDM), which divides a frequency carrier into multiple

narrow subcarriers. Each subcarrier can transmit data and all subcarriers are orthogo-

nal to each other to avoid interference. Figure 2.4 depicts five OFDM subcarriers and the

subcarrier spacing (SCS), where the orthogonality of the subcarriers is achieved, because

at the transmission frequency of one subcarrier, the other subcarriers have zero value.

frequency

orthogonal subcarriers

SCS

Figure 2.4: Illustration of five orthogonal OFDM subcarriers.

While in 4G networks the SCS is fixed to 15 kHz, in 5G, the SCS can be flexibly set [25]

by numerology µ. The OFDM symbol duration, i.e. the time duration of transmitting a

symbol over an OFDM subcarrier, depends on the SCS and hence, on the numerology, as

shown in Table 2.1. Regardless of the numerologyµ, a slot is defined as the time duration

of 14 consecutive OFDM symbols [16] and therefore, the slot duration is also configured

by the numerology µ, as shown in Table 2.1. In the time domain, and regardless of the

numerology µ, the transmissions are arranged in frames with a duration of 10 ms and

each frame consists of ten subframes with a duration of 1ms each [16], as shown in Figure

2.5. Thus, a subframe consists of 2µ slots and hence 14 ·2µ OFDM symbols.

A physical resource block (PRB) is the main scheduling unit, i.e. the time-frequency

resources assigned to data transmissions, and constitutes NSUB = 12 contiguous sub-

carriers in the frequency domain, regardless of the numerology µ. Therefore, the total

number NPRB of PRBs depends on the system bandwidth B . The time duration of a PRB

can be flexibly defined [16] and in this dissertation we assume the PRB duration equals

to the slot duration. For transmissions requiring low-latency, mini-slots can be used,

which are contiguous sets of either 2, 4 or 7 OFDM symbols within a slot [26]. Figure

2.5 shows the radio resource grid in both the time and frequency domains and the PRB
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Table 2.1: 5G numerologies [25].

Numerology

µ
SCS (kHz)

OFDM Symbol

Duration (µs)

Slot

Duration (ms)

Frequency

Range

0 15 71.35 1 FR1

1 30 35.68 0.5 FR1

2 60 17.84 0.25 FR1 and FR2

3 120 8.92 0.125 FR2

4 240 4.46 0.0625 FR2

0 ms 10 ms

subframe/slot
frame

time

fr
eq

u
en

cy

14 symbols

1
2
 su

b
carriers

Physical Resource Block (PRB)

Figure 2.5: Illustration of the radio resource grid and the physical resource block (PRB) structure for numerol-

ogy µ= 0.

definition for the case of numerology µ= 0. Therefore, the PRB/slot duration is equal to

the subframe duration, i.e. 1 ms and each PRB is 180 kHz wide.

Commonly, the configuration of the numerology µ is based on the QoS requirements

as services requiring low latency and services requiring high throughput are best served

with higher and lower numerologies, respectively. This is related to the intrinsic trade-

off between latency and throughput when choosing a numerology µ, which can be ex-

plained as follows. The wider the SCS is, the shorter the OFDM symbol duration is,

which leads to a shorter slot duration and thus a shorter transmission time and less

waiting time until the beginning of the next time slot for packets in the transmission

queue, which further reduces latency. Therefore, low-latency services can be supported

by higher numerologies. Additionally, a wider SCS reduces the number of PRBs within

a given bandwidth B , compared to lower numerologies, which can have a negative im-

pact on the throughput as the gains obtained from frequency-domain channel-adaptive

scheduling are reduced, as it will be explained in more detail in Section 2.6.2.

Apart from the QoS requirements, the choice of numerology µ is also restricted by
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the standard based on whether the carrier frequency is in FR1 or in FR2, as also shown in

Table 2.1. For example, higher SCS is needed in FR2 due to implementation limitations

[33]. Finally, for large cell sizes and harsh propagation environments, lower numerolo-

gies are more appropriate as symbols with long duration are more robust to inter-symbol

interference [34].

2.3.2. BANDWIDTH PARTS

A bandwidth part (BWP) is a part of a given carrier [35] that is configured with its own

numerologyµ. Thus, multiple numerologies can be configured on a single carrier to sup-

port multi-service traffic e.g. by configuring BWPs with both high and low numerologies

to serve traffic requiring low latency and high throughput, respectively.

Unless appropriate measures are taken, the multiplexing of numerologies on the

same carrier introduces inter-numerology interference (INI) because the subcarriers of

distinct numerologies are not orthogonal to each other. INI can be eliminated by using

windowing, filtering and guard bands between the numerologies. The guard band size

depends on the adjacently used numerologies [36].

Another role of BWPs is to reduce the energy consumption of the UEs. Because a UE

is configured to only listen at one BWP at a time, the UE needs to monitor only a part

of a carrier, compared to the full carrier, and hence consumes less energy. BWP is an

important feature, considering that frequency carriers in 5G can be very wide and the

number of energy-constrained UEs is increasing.

2.3.3. MULTIPLE ACCESS

To simultaneously serve multiple UEs on the same time-frequency resources, two multi-

ple access schemes are used in 5G, that is orthogonal frequency division multiple access

(OFDMA) and space division multiple access (SDMA). Consider a network with a num-

ber of PRBs defined within a given system bandwidth B , based on the numerology µ,

and with scheduling decisions taken on a per slot basis. With OFDMA, transmissions to

multiple UEs can be performed by assigning different PRBs over time and frequency to

each transmission. The way PRBs are assigned to each transmission is defined by the

scheduler, which is described in Section 2.6.2.

SDMA is a method that exploits the spatial separation of the UEs and allows mul-

tiple transmissions over the same time-frequency resources. In 5G networks, SDMA is

achieved by using mMIMO beamforming antennas, which are capable of forming mul-

tiple simultaneous beams in different directions. This technology is also known as MU-

MIMO [37]. Figure 2.6 shows an example radiation pattern of a planar array that simul-

taneously forms 12 beams at different directions. Therefore, each beam can be assigned
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to a transmission of a different UE. Note that techniques like zero-forcing are applied

to ensure the orthogonality of beams such that the transmissions on each beam do not

interfere with each other [38]. Additionally, MU-MIMO can be combined with OFDMA

such that UEs that are spatially close to each other, share the PRBs of the same beam. In

this dissertation we do not consider this last configuration.

x-coord

y-coord

z-
co
o
rd

Figure 2.6: Radiation pattern of an example planar array forming 12 beams.

2.3.4. PHYSICAL CHANNELS AND SIGNALS

The transmissions between the BSs and the UEs occur on different physical channels,

depending on the transmission direction. Specifically, for the transmissions from the BS

to the UE, the downlink (DL) channels are used while for the transmissions from the UE

to the BS, the uplink (UL) channels are used. The transmission of the DL user data oc-

curs on the physical downlink shared channel (PDSCH) while the transmission of the UL

user data occurs on the physical uplink shared channel (PUSCH). The physical downlink

control channel (PDCCH) is used by the BS to convey control information to the UE, for

example, the time-frequency resources to receive its transmission on the PDSCH or the

time-frequency resources reserved for its UL transmission on the PUSCH. The physical

uplink control channel (PUCCH) is used by the UE to request UL resources and to report

quantities such as the channel quality indicator (CQI) and the reference signal received

power (RSRP), which will be explained later on. The physical broadcast channel (PBCH)

is used to transmit necessary information to the UE in order to connect to and commu-

nicate with the BS. Finally, the physical random access channel (PRACH) is used for the

random access procedure, which the UE initiates to establish a connection with the BS.

In 5G, the synchronisation signals and the PBCH are transmitted together in the
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synchronization signal block (SSB) [33]. The UEs can measure their RSRP on the SSB,

which can then be reported back to the BS. Typically, RSRP measurements on the SSB

are needed for coverage purposes. Moreover, the UEs can measure their RSRP on the

channel state information reference signal (CSI-RS), which is a UE-specific periodic sig-

nal to support beam management [33]. Apart from measurement and reporting on the

DL channel, the UE is configured to transmit a periodic sounding reference signal (SRS)

for UL channel estimation at the BS, which can also be used for beam management [33].

More details on how the CSI-RS and the SRS are used for beam management are given

in Section 2.6.3.

2.3.5. DUPLEXING

Duplexing refers to the ability of the system to handle both UL and DL communication.

The transmission of UL and DL data via the related physical channels can happen in

two duplexing modes. In a frequency division duplexing (FDD) mode, the UL and DL

channels are defined on distinct frequency carriers and thus both UL and DL transmis-

sions can occur simultaneously. In a time division duplexing (TDD) mode, the UL and

DL channels are multiplexed in time on the same frequency carrier.

Considering that the traffic load might differ significantly between the UL and DL

channels, the use of the TDD mode allows for flexible and dynamic resource allocation

between the UL and DL channels which consequently leads to a higher resource effi-

ciency compared to FDD mode [33]. Specifically, in TDD mode, network adaptation

based on the traffic can in principle be performed with the ratio of resources assigned

to the UL and DL channels (dynamically) adjusted to the up/downlink traffic asymme-

try. Note that the same TDD configuration should apply in the whole network to avoid

interference and that the regulator may impose a fixed TDD configuration to avoid in-

terference between adjacent networks [39], which limits the gains of using TDD mode.

Typically, the frequency of the UL and DL channels in the TDD configuration applies for

a set period and then periodically repeats.

A drawback of using TDD mode is that a guard time (GT) is necessary when switching

from the DL to the UL channels [33]. Therefore, after the slots carrying DL channels, a

special slot (SS) which contains the GT is needed before the UL slots will follow. The

remaining OFDM symbols within the given TDD periodicity can be assigned to the DL

and UL channels based on the expected DL and UL traffic. Figure 2.7 shows an example

TDD configuration, characterised by a TDD periodicity of five slots, viz. three DL, one SS

and two UL slots. The SS is shown to comprise three DL, two GT and nine UL symbols.

In this example, the DL channel is assigned of 66% of the resources, which makes this

TDD configuration suitable for a network where the DL to UL traffic ratio is 2:1.
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TDD configuration 

Special slot

DL

DL DL DL GT GT UL UL UL UL UL UL UL UL UL

DL DL SS UL

Figure 2.7: TDD configuration example with a periodicity of five slots.

2.4. WIRELESS CHANNEL
This section describes the propagation of signals and introduces the key performance

metrics associated with the radio transmissions.

2.4.1. SIGNAL PROPAGATION

Consider a signal from a transmitter i to a receiver j with power PTX,i j . The received sig-

nal power PRX,i j attenuates compared to the transmit power PTX,i j as a result of the oc-

curred propagation phenomena, such as the path loss, the shadow fading and the mul-

tipath fading. This subsection provides a general description of the propagation phe-

nomena, whereas each model considered in this dissertation is given in its respective

chapter.

In outdoor environments, the average signal attenuation over distance is given by the

path loss. Path loss is typically characterised by empirical models which are tuned for a

specific environment e.g. factory, urban and rural [40]. Path loss can be approximately

characterised by a power law model, which is used as a general model, hence the path

loss LPL,i j between transmitter i and receiver j is given in dB by [40]:

LPL,i j = 20log10

(
4π fC d0

c

)
+10γ log10

(
di j

d0

)
, (2.1)

where c is the speed of light, fC is the carrier frequency, di j is the 3D distance between

the transmitter and receiver, d0 is a reference distance and γ is the path loss exponent.

The range of the path loss exponent γ depends on the propagation environment with

typical values [40] ranging between 2 and 6.5. Generally, the value of γ is determined

by empirical measurements. The smallest value γ = 2 corresponds to the ideal case of

free-space propagation.

Additionally, the actual signal attenuation varies around the path loss value due to
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propagation phenomena such as shadowing, caused by the various objects in the envi-

ronment, e.g. buildings, that are obstructing the signal propagation. The fluctuations

on the attenuation due to shadowing are called shadow fading. In empirical models,

shadow fading is normally distributed with zero mean, in dB, and the standard devia-

tion σSF ranges between 2 dB to 4 dB in indoor environments and between 5 dB to 12 dB

in outdoor environments [40].

Furthermore, the received signal power PRX,i j varies randomly due to signal reflec-

tions, caused by the various objects in the environment. Specifically, the received signal

consists of multiple copies of the transmitted signal where each copy is received with dif-

ferent power, at a different time and with distinct phase and/or frequency [40]. The ran-

dom variation of the received signal power PRX,i j due to multiple copies is referred to as

multipath fading. The movement of any object in the environment, including the trans-

mitter and the receiver, may therefore lead to a received signal power variation, modelled

by the time-varying nature of multipath fading. Typically, when there is non-line of sight

(NLoS) communication between the transmitter i and the receiver j , in the linear do-

main, the amplitude of the received signal follows a Rayleigh distribution and hence the

received power PRX,i j is exponentially distributed with mean 1. However, when there is

a line of sight (LoS) component (or signal copy), the amplitude of the received signal fol-

lows a Rice distribution with parameter κ, which defines the ratio between the LoS and

NLoS components. For κ= 0, the Rayleigh distribution is induced while κ→∞ implies

communication with a single LoS component.

2.4.2. CHANNEL QUALITY AND CAPACITY

The impact of the wireless channel on the signal transmission between transmitter i and

receiver j is reflected by the received signal power PRX,i j , which is given in dB by

PRX,i j = PTX,i j +Gi +G j −LPL,i j −LSH,i j −LMP,i j , (2.2)

where LSH,i j and LMP,i j are the experienced shadow fading and multipath fading be-

tween transmitter i and receiver j , respectively, and Gi and G j are the antenna gains.

Depending on the scenario under investigation, other losses might also be relevant, for

example, penetration loss and cable loss.

Often, the quality of a transmission from transmitter i to receiver j is expressed by

the signal-to-noise ratio (SNR), in dB, by:

Γi j = PRX,i j −PNOISE −N F j , (2.3)

where PNOISE = N0+10log10(B) denotes the thermal noise power in a bandwidth B , with

the noise power spectral density N0 = −174 dBm/Hz and N F j denotes the noise figure,

in decibels (dB), at receiver j .
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When multiple transmissions occur on the same time-frequency resources, they in-

terfere with each other. Specifically, the intended receiver j also receives power from

transmissions intended for other receivers. Thus, the signal-to-interference-plus-noise

ratio (SINR) is introduced to measure the transmission quality under interference and

the SINR is given in dB by:

Γ̂i j = PRX,i j −PNOISE −N F j −
∑

k∈M\i

PRX,k j , (2.4)

where PRX,k j denotes the power at receiver j from each interfering transmitter k and M

is the set of all transmitters in the network. We refer to inter-cell interference, when in-

terference is experienced by transmissions in other cells, whereas intra-cell interference

relates to interfering transmissions within the same cell. Thus, intra-cell interference

is avoided with the allocation of orthogonal resources to each transmission, which is

achieved using the multiple access methods presented in Section 2.3.3.

The maximum bit rate that can be achieved over a wireless channel, is given by the

channel capacity. Assuming a received power PRX,i j over an additive white Gaussian

noise (AWGN) channel with noise power PNOISE and bandwidth B , the channel capacity

Ci j in bits per second (bps) is given by the Shannon-Hartley equation [40]:

Ci j = B log2

(
1+Γi j

)
, (2.5)

where the SNR Γi j is in linear units. While (2.5) gives the theoretical upper bound for the

bit rate, in reality, the channel capacity depends on the interference and the used mod-

ulation and coding scheme (MCS), which is explained in Section 2.6.4, and it is upper

bounded by the per technology achievable peak rate.

2.5. NETWORK COVERAGE
As previously mentioned, cellular networks can be deployed in hexagonal grids with

each cell representing the area served by a transceiver. When designing a network, a

coverage analysis should be carried out to verify that given the configuration, e.g. the

ISD, the maximum transmit power and the antenna downtilt, the network provides cov-

erage at each location. We consider a location as covered when the SSB-based RSRP at

that location exceeds the -120 dBm threshold. The coverage analysis reveals whether or

not a UE can always connect to a BS, regardless of its location. We consider a UE out of

coverage when it cannot connect to any BS due to a low RSRP.

Assuming an SSB transmission from BS i , we measure the SSB-based RSRP, in dBm,

at every location j with

RSRPi j = PSSB +Gi +G j −LPL,i j −LSH,i j −LMP,i j , (2.6)
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where PSSB denotes the transmit power per resource element, given in dBm by [41]

PSSB = PTX,MAX −10log10(NPRB ×NSUB). (2.7)

2.6. RADIO RESOURCE MANAGEMENT

2.6.1. RAN SLICING

In 5G standardisation, the concept of network slicing has been introduced which enables

the co-existence of services with different QoS requirements over the same physical in-

frastructure. Multiple independent slices can be configured, over the RAN, transport and

core network, which can be seen as virtual networks, as illustrated in Figure 2.8. Focus-

ing on the RAN, each slice is designed to support traffic with similar QoS requirements

and therefore an optimal configuration, e.g. the numerology and the packet scheduler,

can be chosen per slice. Each RAN slice can be dedicated to a particular service category,

e.g. eMBB, URLLC and mMTC or to a vertical customer with specific QoS requirements

[42].
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Figure 2.8: Two end-to-end slices are defined: one related to autonomous driving traffic and one related to

mobile broadband traffic. Both slices share the same physical infrastructure.

RAN slicing offers an easy way to manage the network and can provide gains from

serving traffic with the optimal configuration. However, these gains can be significantly

limited or even become losses by a poor radio resource assignment to slices, because

all slices share the given total set of radio resources. Assigning the radio resources to

each slice in such a way that the QoS requirements for each slice are guaranteed is a
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non-trivial task as the traffic can be very dynamic and the QoS requirements may be

very demanding. Additionally, splitting the radio resources among the slices leads to

trunking losses compared to non-sliced networks [43]. A potential way to overcome the

losses from statically assigning the radio resources to each slice, is to allow slices to use

idle resources from other slices, at the cost of increased interference, or to assign the

resources to the slices dynamically, at the cost of higher complexity.

2.6.2. PACKET SCHEDULING

The packet scheduler is responsible of assigning the time-frequency resources to the ac-

tive QoS flows in the network (or slice). Scheduling can be performed in the time do-

main, i.e. for a given slot, all PRBs are assigned to a single QoS flow, or in both the time

and frequency domains, i.e. for a given slot, different QoS flows are assigned per PRB.

When decisions are taken on a per-PRB level, frequency diversity gains are achieved, be-

cause the scheduler exploits the fact that some flows perform better than others on par-

ticular PRBs due to frequency-selective fading and interference. For both types of sched-

ulers, the resource assignment is performed at every slot and it is based on a scheduling

metric, which is calculated for every active QoS flow at every slot (and at every PRB)

[43]. The scheduling metric depends on the scheduler and it could be a function incor-

porating e.g. throughput and latency aspects. Then, the time-frequency resources are

assigned to the QoS flow that has the highest scheduling metric value.

While a regular scheduling slot comprises 14 OFDM symbols, a mini-slot consist of

2, 4 or 7 contiguous OFDM symbols within a given slot, as introduced in Section 2.3.1.

The scheduler can decide to assign to a QoS flow a mini-slot, instead of a regular slot,

using different approaches [44]. The selected mini-slot size depends on the transport

block size, defined by the data size, and the channel quality. Thus, the transmission of a

small transport block may be shorter than a full slot duration and thus lead to latency im-

provements and lower inter-cell interference. Also, because of the shorter transmission

times, multiple transport blocks can be transmitted in distinct mini-slots within a single

slot, rather than wasting otherwise unused symbols, which enhances resource efficiency

and consequently, traffic handling capacity and service performance [34]. Furthermore,

a transport block can start its transmission at any time within a slot, rather than needing

to wait for the next slot to start, which improves the latency.

Massive MIMO antennas are capable of simultaneously forming multiple beams and

the scheduler can decide whether to serve QoS flows from one or multiple UEs on the

formed beams, at a given scheduling slot. When scheduling one UE, i.e. single-user

multiple input multiple output (SU-MIMO), the same signal is transmitted in different

beams (transmit diversity) to increase the SINR of the transmission or distinct signals

are transmitted in multiple beams (spatial multiplexing) to enhance the bit rate [37]. As
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previously mentioned, with MU-MIMO, different beams serve multiple UEs, in the same

time-frequency resources to enhance the cell capacity.

2.6.3. BEAM MANAGEMENT

Recall from Section 2.2 that massive MIMO antennas can form one or more beams at a

specific direction. The goal of beam management is to establish and maintain a beam

pair, i.e. a beam direction at the BS and a beam direction at the UE. Then, the beam pair

is used for both UL and DL transmissions [33]. Figure 2.9 illustrates such a beam pair.

The exact beam directions and shapes depend on the antenna arrays and the applied

precoder, which is discussed below, and the beam pair may not be perfectly aligned,

as also illustrated in Figure 2.9. After a beam pair is established, beam refinement is

regularly performed, due to environmental changes, to refine or reevaluate the selected

beam. In this dissertation, perfect beam alignment is considered and beam refinement

is not addressed.

UE

BS

Figure 2.9: A beam pair between a BS and a UE, in the azimuth plane.

A precoder is used to indicate the phase shift and relative amplitudes at each antenna

element to form the beam at specific directions [33]. To determine the applied precoder

at the BS for a DL signal, two modes can be used: the grid of beams (GoB) mode and

the SRS-based mode [33]. With a GoB, the antenna at the BS has a pre-defined set of

beams in the two-dimensional (2D) or 3D space and the UE reports to the BS at which

beam, i.e. with which precoder, it receives the highest RSRP on the CSI-RS. Another

option is for the UEs to report multiple beams with their respective strengths, at the cost

of consuming more UL resources for the reporting. With SRS-based beamforming, the

UE transmits the SRS signal, from which the BS can estimate the channel and derive

the best precoder. Even though SRS-based beamforming allows for a potentially optimal

precoder, more resources are needed in the UL for the transmission of the SRS signal.
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2.6.4. ADAPTIVE MODULATION AND CODING

For either an UL or DL transmission, the block error rate (BLER), i.e. the ratio of the num-

ber of erroneously received data blocks to the total number of transmitted data blocks,

should not exceed a threshold, which is defined based on the QoS requirements of the

flow. Typically the BLER threshold is set to 10% for eMBB services and to 0.001% for

URLLC services [45, 46]. To ensure that the BLER threshold is not exceeded, the BS indi-

cates the highest attainable MCS that should be used for the transmission. The MCS is

chosen based on MCS-specific BLER-vs-SINR curves where the SINR used is an estima-

tion of the channel quality.

The channel quality estimation for the DL channel is derived based on periodic sub-

band or wideband CQIs, reported by the UE. For the UL channel, the channel quality

estimation is derived at the BS using a periodic SRS. The experienced SINR of a trans-

mission will be different from the estimated value underlying the choice of MCS, because

of imperfections in channel quality reporting, e.g. due to inherent feedback delays. Be-

cause the experienced SINR may be worse than the estimated one, the experienced BLER

increases if the MCS is not adapted accordingly. Hence, an outer-loop link adaptation

(OLLA) scheme can be used to modify the mapping of the estimated SNR to an MCS.
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3
TO SLICE OR NOT TO SLICE?

Network slicing is an enabling feature for the effective QoS provisioning to multiple service

classes with distinct performance requirements. When applied in a RAN, a class-specific

slice is assigned a set of radio resources and can furthermore be optimally configured in

terms of the applied numerology and packet scheduler. As both the optimal numerol-

ogy and the most suitable packet scheduler may be different for e.g. a class of latency-

constrained (LC) and a class of throughput-oriented (TO) services, the potential of slicing

is clear. However, the inherent trunking loss incurred when applying slicing with dedi-

cated resources provides an argument against such slicing. In this chapter we demonstrate

that the performance and traffic handling capacity in an optimally configured non-sliced

scenario may exceed that attained when using segregated individually optimised slices. To

that end, we use simulations to assess the best-performing numerology and packet sched-

uler for a sliced scenario with LC and TO services. We then compare the thus optimised

sliced scenario with an optimal non-sliced scenario and show that the non-sliced scenario

can serve about 20% more traffic than the sliced scenario while satisfying the same class-

specific QoS requirements.

This chapter is based on a published paper [43].

27
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3.1. INTRODUCTION

5G networks are designed to support new services with diverse characteristics and re-

quirements. Specifically, the new services are categorised in three groups: eMBB, URLLC

and mMTC [42]. In the RAN, the choice of numerology and packet scheduler has an im-

pact on the QoS for each service.

In Section 2.3.1, the concept of flexible numerology was introduced, where the SCS of

the OFDM symbols can be flexibly configured [25] to 15, 30, 60, 120 or 240 kHz. Flexible

numerology allows for a shorter OFDM symbol time and thus for shorter slots at the cost

of a lower number of PRBs for a given carrier bandwidth, which may come at the cost

of reduced throughput gains from frequency-domain packet scheduling, as explained in

more detail in Section 2.3.1.

The role of the packet scheduler is to assign the available radio resources to the active

QoS flows in the network, as explained in Section 2.6.2. Considering the diverse require-

ments across services, it is not trivial to accommodate all services with a single schedul-

ing rule. However, scheduling rules have been designed for 4G networks that distinguish

between real-time and non real-time traffic [47], which in combination with a suitably

configured numerology, as introduced in 5G, can potentially offer even higher through-

put and lower latency. Additionally, the concept of mini-slots has been introduced in 5G

to enhance support of URLLC transmissions.

A novel concept introduced in 5G networks that is designed in specific support of ser-

vices with different requirements in the same network infrastructure, is network slicing.

With RAN slicing, which was introduced in Section 2.6.1, each slice can use the packet

scheduler and numerology that best serves the intended traffic. However, assigning the

radio resources to each slice in such a way that the QoS requirements for each slice are

guaranteed is a challenging task.

There is a significant amount of work in literature addressing the resource assign-

ment problem in sliced networks. Chang and Nikaein [48] proposes a two-level sched-

uler with resource virtualisation to perform inter- and intra-slice resource allocation.

Khatibi and Jano [49] proposed an ML-based method for assigning radio resources to

the slices based on traffic prediction. Other publications demonstrate how services with

different requirements can be served in a non-sliced network. For example, Pedersen

et al. [50] used punctured scheduling to multiplex low-latency and mobile broadband

traffic. Furthermore, Akhtar and Arslan [51] addressed scheduling in multi-numerology

networks.

Considering the variety of methods available in literature that address the problem of

QoS provisioning, there is no clear indication about the circumstances under which RAN

slicing provides the most efficient operation. While sliced networks offer the possibility
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of an optimal configuration per service in terms of packet scheduler and numerology,

non-sliced networks enable full flexibility in resource sharing which leads to maximal

trunking gains. The purpose of this chapter is to provide new insights into the relative

merits of slice-optimised numerologies and scheduling on the one hand, and the trunk-

ing gains in non-sliced scenarios on the other hand, by comparing an optimised sliced

with an optimised non-sliced scenario.

The remainder of the chapter is organised as follows. In Section 3.2 different packet

schedulers are presented. Modelling aspects and traffic characteristics are presented in

Section 3.3. The simulation results are analysed in Section 3.4. Finally, conclusions and

recommendations for future work are given in Section 3.5.

3.2. PACKET SCHEDULING
Assuming time and frequency domain scheduling, the packet scheduler S determines at

every slot t and for every PRB f , which of the active QoS flows will be served based on the

metric QS,n(t , f ), calculated for every QoS flow n. In general, for a network (or slice) with

N flows, at a given slot t , with a queue of packets maintained for each flow, the deployed

scheduler S assigns PRB f to QoS flow n∗ which has the highest QS,n(t , f ) value:

n∗ = argmax
1≤n≤N

QS,n(t , f ).

If multiple flows have the same QS,n(t , f ) value, which is also the highest value, the

scheduler S assigns PRB f to one of those flows based on random selection. Moreover,

the scheduler S may initially assign more PRBs than needed to a flow. Hence, a second

step is performed where for each flow, the number of packets that can be transmitted on

the assigned PRBs is calculated. If more PRBs are assigned to a flow than necessary, the

scheduler S will assign the unused PRBs to other flows. Specifically, each unused PRB

is assigned to the flow with the next highest QS,n(t , f ) value. This process repeats until

all PRBs are utilised or there are no more packets. Finally, the packet scheduler S can

decide to not serve (and hence drop) a head-of-line packet if it determines that it cannot

be delivered within an imposed latency budget.

For our analysis, we consider a range of packet schedulers. Among these, the max-

imum rate (MR) scheduler aims to maximise the system throughput as it considers the

instantaneously attainable bit rate Rn(t , f ) at slot t and PRB f of QoS flow n:

QMR,n(t , f ) = Rn(t , f ),

The proporional fair (PF) scheduler also aims to provide high system throughput,

with a scheduling metric given by:

QPF,n(t , f ) = Rn(t , f )

Rn(t −1)
,
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where Rn(t ) = (1− 1
tc

)Rn(t −1)+ 1
tc

Rn(t ) is the exponentially smoothed experienced bit

rate of flow n up to and including slot t and tc is the smoothing parameter [52]. In con-

trast to the MR scheduler, the PF scheduler provides a more fair resource distribution

among the flows as the selection of flows is also based on the flows’ experienced bit rate,

in the sense that flows with relatively low experienced bit rates have a higher likelihood of

being scheduled. The smoothing parameter tc is effectively setting the trade-off between

resource fairness and system throughput. For a very high value of tc , the PF scheduler

behaves similarly to the MR scheduler [52]. Both the MR and PF schedulers are only con-

sidering the channel quality of each flow (in terms of the attainable bit rates) and hence

are latency-oblivious, which makes them unsuitable to serve TO traffic.

The earliest deadline first (EDF) [47] and the weighted-earliest deadline first (W-EDF)

[53] schedulers explicitly aim to deliver packets within their latency budgets by consid-

ering the remaining time until the expiry of the imposed deadline:

QEDF,n(t ) = 1

τn −Wn(t )
,

QW-EDF,n(t ) = Wn(t )

τn −Wn(t )
,

where τn denotes the latency budget of flow n and Wn(t ) denotes the head-of-line packet

latency experienced up to slot t for flow n. The difference between the two schedulers is

that the W-EDF scheduler uses the head-of-line packet latency Wn(t ) as a weight. Both

schedulers are purely latency-based and hence are appropriate for serving LC traffic.

However, that these schedulers have no channel-adaptive component and may conse-

quently be rather resource-inefficient.

The modified-largest weighted delay first (M-LWDF), the exponential proportional

fair (EXP-PF), the Log-Rule and the EXP-Rule schedulers [47] are based on the PF sched-

uler but aim to serve both LC and TO flows, featuring both channel-adaptive and latency-

oriented aspects. Specifically, LC flows are served with a weighted version of metric

QPF,n(t , f ) and TO flows are served with metric QPF,n(t , f ):

QS,n(t , f ) =
 φS (Wn(t ))QPF,n(t , f ), n ∈ LC,

QPF,n(t , f ), n ∈ TO,

where φS (Wn(t )) is the weight function for scheduler S ∈ {M-LWDF, EXP-PF, Log-Rule,

EXP-Rule}. For the M-LWDF scheduler:

φM-LWDF(Wn(t )) = anWn(t ),

where an = − log(δn)/τn and δn ∈ [0,1] is the maximum allowed packet drop rate for

flow n. The EXP-PF scheduler tries to guarantee the packet delivery latency by using an
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exponential function:

φEXP-PF(Wn(t )) = exp

 anWn(t )−aW (t )

1+
√

aW (t )


with an = 10/τn and aW (t ) = 1

NLC

∑
n∈LC anWn(t ) where NLC is the total number of LC

flows. The Log-Rule scheduler tries to guarantee the packet delivery latency based on

the logarithmic function which increases more slow than the exponential function:

φLog-Rule(Wn(t )) = bn log(g +anWn(t ))

where an = 5/0.99τn , bn = 1/E [QPF,n(t , f )], g = 1.1 and E [·] denotes the expected value.

Finally, the EXP-Rule scheduler combines characteristics of the EXP-PF and Log-Rule

schedulers:

φEXP-Rule(Wn(t )) = bn exp

 anWn(t )

g +
√

1
NLC

∑
n∈LC Wn(t )


where an ∈ [5/0.99τn ,10/0.99τn], bn = 1/E [QPF,n(t , f )] and g = 1.1.

3.3. MODELLING
This section describes modelling aspects such as the network layout, the propagation

environment and the traffic model. We further define the used key performance indica-

tors (KPIs).

3.3.1. SYSTEM MODEL

Although the analysis has much broader validity, an Industry 4.0-inspired use case with

distinct services in a factory hall environment is considered. The modelled factory hall is

of dimensions 100 m × 100 m × 10 m and an indoor BS with an omnidirectional antenna

mounted at the centre of the ceiling [54]. The BS has a 2 dBi gain and a transmit power

of 21 dBm. We assume DL transmissions to UEs that are randomly distributed in space,

but at a fixed height of 1.5 m, and have a receiver noise figure of 5 dB.

The propagation environment of the factory is generated with the QuaDRiGa Indus-

trial NLoS model [55]. The model includes among others distance-based path loss, shad-

owing and Ricean fading. Finally, the factory is assumed to be isolated from other traffic,

hence there is no interference.

We assume a 20 MHz wide carrier in the 3.5 GHz band (FR1). The carrier applies

TDD with a five-slot frame format comprising one UL and four DL slots. UEs report to

the BS their DL channel quality through sub-band CQI reporting with a period of 5 ms.

The CQI sub-band size is given in [56]. Based on the CQI reporting, the BS selects for
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the DL transmission the highest attainable MCS with an estimated BLER not exceeding

0.001% and 10% for LC and TO flows, respectively [45, 46]. Modulation schemes up to

64-QAM are supported. MCS-specific BLER-vs-SNR curves have been derived using the

Vienna 5G Link Level Simulator [57]. Additionally, the mutual information effective SINR

mapping (MIESM) method is used to map a set of PRB-specific SINRs to a single effective

SINR value for the full set of PRBs [58]. An OLLA scheme is also used to modify the

mapping of the SINR to an MCS [59][60]. Lastly, for the unsuccessful DL transmissions,

the BS retransmits the lost transport blocks. For LC flows, the transport blocks are only

retransmitted if they can still be delivered within their latency budget.

3.3.2. TRAFFIC MODEL

We distinguish between persistent LC and non-persistent TO flows with traffic models

inspired by the Industry 4.0 use cases ‘cooperative robotic motion control’ and ‘remote

access and maintenance’, respectively [23]. We further consider that each flow targets a

different device. Specifically, we assume the presence of NLC persistent LC flows gener-

ating packets of size SLC bytes with a fixed inter-arrival time of 3 ms. The latency budget

for each LC packet is 3 ms. The non-persistent TO flows are generated according to a

Poisson process with arrival rate λTO (in flows/s) and each TO flow is modelled as a de-

terministic file download of STO MB.

3.3.3. KEY PERFORMANCE INDICATOR DEFINITIONS

Distinct KPIs are defined for the LC and TO flows. For the TO flows the KPI of relevance

is the 10th throughput percentile. The applied target level for this KPI is 10 Mbps.

For the LC flows, the KPI of relevance is the fraction of LC flows experiencing a re-

liability of at least 99.9%. We define reliability as the fraction of packets per LC flow

that are successfully received at the targeted device within the latency budget. The LC

packet latency is defined as the time between the packet arrival in the buffer at the BS

and the successful packet reception at the targeted device. The processing latencies at

both the BS and the device are also considered. Figure 3.1 shows the measured latency,

which concerns the PHY/MAC layers in the user plane, for a case with one retransmis-

sion. Standardised parameter K1 is signalled to the device, via the PDCCH, to indicate

the time between the reception of the DL data on the PDSCH and the transmission of

the hybrid automatic repeat request (HARQ) feedback on the PUCCH [35, 56]. The value

of K1 depends a.o. on the device capability and the operational numerology [61]. Ad-

ditionally, standardised parameter K3 indicates the time between the reception of the

HARQ negative acknowledgement (NACK) on the PUCCH and the retransmission of the

DL data on the PDSCH and its value is up to the BS implementation [62]. Finally, the pro-
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Figure 3.1: PHY/MAC layer latency for a downlink transmission with one transport block retransmission.

cessing latency at the BS is assumed to be one slot for both transmission and reception

of data [63].

3.4. SIMULATION RESULTS

This section shows the impact of the packet schedulers and the numerology on the QoS

(i) for a sliced scenario with distinct and isolated LC and TO slices that equally share the

radio resources and (ii) a non-sliced scenario with mixed LC/TO traffic. We then compare

the sliced and non-sliced scenarios based on their performance on the QoS targets. For

the analysis of both scenarios, dynamic system-level simulations are performed and the

results are based on multiple independent simulations with distinct random seeds. The

source code generating all results is available in [64]. Considering the use of the 3.5 GHz

carrier frequency, from Table 2.1, numerologies 0, 1 and 2 are used in the experiments.

Additionally, the parameters related to the schedulers are set to tc = 10 ms, τn = 3 ms,

δn = 10−5 for LC flows, δn = 10−1 for TO flows and an = 7/0.99τn for the EXP-Rule sched-

uler.
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3.4.1. SLICED SCENARIO: LATENCY-CONSTRAINED SLICE

In the LC slice, we evaluate the impact of numerology on the reliability performance

when using the M-LWDF scheduler while we vary the number of persistently active flows

NLC and the packet size SLC. Figure 3.2(a) shows the fraction of flows that meet the reli-

ability requirement. For numerology 0, the slot duration is 1 ms and the fixed process-

ing latency is 2 ms, according to Section 3.3.3, thus packets can spend a maximum of

1 ms in the buffer given the 3 ms latency budget. Figure 3.2(a) shows that regardless of

the offered load, none of the flows can meet the imposed reliability requirement for nu-

merology 0. For numerology 1, the fixed processing latency is reduced to 1 ms, as the

slot duration is 0.5 ms, which allows packets to spend up to 2 ms in the buffer. Figure

3.2(a) shows the benefits of increasing the numerology from 0 to 1 as for some loads

the required reliability can be achieved by about 95% of the flows. The fixed processing

latency is further reduced to 0.5 ms for numerology 2. Moreover, packets can be retrans-

mitted if they are not correctly received at the targeted device, which is now possible

because of the shortened slot duration. Due to the retransmissions, the fraction of flows

meeting the required reliability is further increased, even reaching up to 100% for cases

with 30 active flows and a 100-byte packet size.

A realistic packet size SLC for the considered Industry 4.0 LC use case is 150 bytes [23].

The highest number of flows NLC that can be supported with SLC = 150 bytes such that

the KPI target is met, is 25 flows. For this scenario, Figure 3.2(b) shows the schedulers’

comparison for all three numerologies including 90% confidence intervals for the shown

KPI. From Figure 3.2(b) the same observations for the impact of numerology on the KPI

hold as discussed for the M-LWDF scheduler. Observe from the results that the optimal

configuration for the LC slice is the M-LWDF scheduler and numerology 2 as it provides

the highest fraction of users that meet the KPI target. This is the reason the M-LWDF

scheduler was used in the more detailed analysis of the numerology impact on the KPI

in Figure 3.2(a).

The M-LWDF scheduler outperforms the EDF and the W-EDF schedulers as it con-

siders both the latency budget and the instantaneous bit rate in contrast to the EDF and

W-EDF schedulers that are channel-oblivious. Figure 3.2(b) also shows that the EXP-PF

and EXP-Rule schedulers yield relatively poor performance as they somehow consider

the normalised sum of the head-of-line latency of all LC flows. Also, their fair design lim-

its the gains of retransmissions at numerology 2 as the retransmitted packets are closer

to their deadline than packets that are transmitted for the first time. The Log-Rule sched-

uler performs worse than the EXP-Rule scheduler for numerology 1 due to its logarithmic

component, while for numerology 2 they perform similarly as the Log-Rule scheduler

benefits more from the retransmissions than the EXP-Rule scheduler.
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3.4.2. SLICED SCENARIO: THROUGHPUT-ORIENTED SLICE

Equivalently to the LC slice, in the TO slice, we vary the arrival rate λTO of TO flows and

the download file size STO to evaluate the impact of numerology on the 10th throughput

percentile when the MR scheduler is used. Figure 3.2(c) shows the results measured in

Mbps and it is observed that the throughput decreases slightly in the numerology due to

reduced gains from frequency-domain channel-adaptive scheduling. For example, for a

flow arrival rate of λTO = 8 flows per second and STO = 3 MB, the throughput decreases

from about 13.5 Mbps to about 9.9 Mbps for numerologies 0 and 2, respectively. This ef-

fect is however rather modest in the considered scenarios due to the very good propaga-

tion conditions and the lack of interference which implies a generally very high channel

quality across all PRBs, offering little potential for frequency-domain scheduling.

For a file size of 3.5 MB, which relates to the Industry 4.0 TO use case [23][65], the

maximum arrival rate λTO that satisfies the KPI requirement for numerology 0 is about

6 flows per second, considering discrete integer choices. For this load scenario, Figure

3.2(d) shows the comparison between the MR and PF schedulers for all three numerolo-

gies including 90% confidence intervals for the shown KPI. Observe that the MR sched-

uler is performing better than the PF scheduler and thus the optimal configuration for

the TO slice is the MR scheduler with numerology 0. The good propagation conditions in

combination with the non-persistent nature of the flows allow the MR scheduler to more

efficiently use the resources and make the channel more quickly available to the flows

that experience weaker channels. The fairness aspect of the PF scheduler is effectively

reducing all transmission rates, resulting in a reduced 10th throughput percentile. Fur-

thermore, the fair design of the PF scheduler prevents the full exploitation of frequency

diversity and thus the attained throughput gains for higher numerologies are also rela-

tively modest.

3.4.3. NON-SLICED SCENARIO

For the non-sliced scenario we combine the two maximum class-specific loads found

for the sliced scenario, which still satisfy the KPI targets, from the previously considered

slices, i.e. 25 persistent LC flows transmitting 150-byte packets and non-persistent TO

flows originating at a rate of 6 flows per second and with file size of 3.5 MB. Also, the full

bandwidth is available as it does not have to be split between slices. Figure 3.3 shows the

fraction of LC flows that meet the 99.9% reliability requirement and the 10th throughput

percentile of TO flows for different schedulers and for all three numerologies.

Regarding the impact of numerology on the performance of LC flows, a similar ob-

servation as for the sliced scenario holds: with numerology 0 none of the flows meet the

reliability requirement due to the high processing latencies regardless of the scheduler,
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while with numerology 2 all flows meet the reliability requirement due to the possibility

of a retransmission.

Moreover, Figure 3.3 illustrates that all schedulers designed to support LC flows (EDF,

W-EDF, M-LWDF, EXP-PF, Log-Rule and EXP-Rule) perform similarly and with numerol-

ogy 2 they all satisfy the KPI target. Because resources are not split over distinct slices, the

above-mentioned schedulers can assign more resources to the LC flows compared to the

sliced scenario which improves the performance of LC flows. For example, with the M-

LWDF scheduler and numerology 2, the average packet latency is 1.12 ms and 0.92 ms for

the sliced and non-sliced scenarios, respectively. In other words, packets are transmitted

more quickly in the non-sliced scenario compared to the sliced scenario. Additionally,

Figure 3.3 shows that the MR scheduler is outperformed by all the other schedulers from

the perspective of the LC flows, regardless of the choice of numerology. This clearly re-

veals the unsuitability of the MR scheduler for LC flows. On the other hand, even though

the PF scheduler is also not specifically designed to support LC flows, its fair design, in

combination with the trunking gains inherent to the non-sliced scenario, make the PF

scheduler perform similarly as those schedulers that have been specifically designed to

support LC flows.

Figure 3.3 also shows the impact of the numerology on the 10th throughput per-

centile of the TO flows which is different compared to the sliced scenario. The impact

of the numerology on the 10th throughput percentile is the net effect that a higher nu-

merology has in terms of (i) an increased load, since fewer LC packets are dropped and

hence the carried LC traffic load is larger; (ii) reduced frequency-diversity gains; and (iii)

a reduced transfer time of LC packets. When the numerology increases from 0 to 1, there

is a significant increase of carried traffic. For example, with the EDF scheduler, the per-

centage of packets of LC flows that are dropped by the scheduler with numerology 0 and

1 are 22.698% and 0.024%, respectively, resulting in more LC packet transmissions with

numerology 1. This traffic increase is the dominant factor and causes the observed drop

in the 10th throughput percentile of TO flows. When the numerology increases from 1

to 2, there is a further (yet more modest) traffic increase, as packet retransmissions of

LC flows occur, and also a further reduction of the frequency-diversity gains. These ef-

fects are however relatively modest compared to the gains due to faster LC packet trans-

missions, which dominate in causing the observed increase in the 10th throughput per-

centile.

Regarding the performance of schedulers on the 10th throughput percentile of TO

flows, the MR scheduler is performing significantly better than the other schedulers for

all three numerologies and also in comparison with the sliced scenario. Specifically, with

numerology 0, the 10th throughput percentile increases by about a factor six compared

to the sliced scenario which is primarily due to trunking gains. However, this throughput
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increase comes at the performance cost of the LC flows, as indicated before. The PF, M-

LWDF, EXP-PF, Log-Rule and EXP-Rule schedulers perform similarly as they serve TO

flows with the same scheduling rule. Their small performance differences are based on

the efficiency of each scheduler to serve LC flows. Also, observe that the PF scheduler

performs better compared to the sliced scenario due to trunking gains. Further, Figure

3.3 shows that the EDF and W-EDF schedulers perform the best after the MR scheduler in

terms of the 10th throughput percentile of TO flows. The non-persistent nature of the TO

flows allows the two schedulers to efficiently transmit the packets of LC flows and make

the channel more quickly available to TO flows. Considering that, only with numerology

2, the KPI for LC flows is met for all schedulers, except for the MR scheduler, the optimal

combination for the non-sliced scenario is given by the EDF scheduler in combination

with numerology 2, noting that (when disregarding the MR scheduler) the EDF scheduler

provides the highest 10th throughput percentile for TO flows.

3.4.4. COMPARISON OF SCENARIOS

To quantify the gains from the non-sliced scenario over the sliced scenario, we con-

ducted additional simulations. We gradually increased the aggregate traffic in the non-

sliced scenario, up to the level where the non-sliced scenario no longer outperforms the

sliced scenario. This analysis revealed that a load increase of up to 20% can be handled

in a non-sliced scenario. Comparing the optimal sliced and the optimal non-sliced sce-

narios, as defined in the previous subsections, we conclude that the non-sliced scenario

performs better than the sliced scenario due to the trunking gains that are bigger than

the gains from separately configuring slices.

3.5. CONCLUDING REMARKS
The need to support new services with diverse requirements has introduced the con-

cepts of flexible numerology and network slicing in 5G networks. There is evidence in

literature that the QoS requirements for particular services can be efficiently guaranteed

with the use of RAN slicing or with novel packet schedulers and/or the use of flexible

numerology. In this chapter, we have compared an optimal sliced scenario with isolated

slices and an optimal non-sliced scenario. We showed that the trunking gains obtained

from the non-sliced scenario are greater than the gains obtained by separately optimis-

ing the packet scheduler and numerology for each slice. In particular, we show that the

non-sliced scenario can serve about 20% more traffic than the sliced scenario while pro-

viding the required performance to each service class.





4
ASSESSMENT OF RAN FEATURES

In the previous chapter, RAN slicing has been assessed in terms of optimally configuring

the numerology and the packet scheduler and considering that the slices are isolated and

therefore idle resources of a slice cannot be used by another slice. In this chapter, the prob-

lem of serving traffic with diverse characteristics and requirements is addressed by also

considering (non-)pre-emptive mini-slot based scheduling and idle resource sharing be-

tween slices. Specifically, an extensive simulation-based assessment of the relative merit of

the considered 5G features in the context of a smart city environment is presented. More-

over, the optimal feature combination and associated configuration which best handles

the services related to the smart city environment, given their performance requirements,

is derived. The obtained insights confirm the commonly argued potential of slicing, em-

phasising that the optimal configuration of the slice-specific numerology depends not only

on the nature of the handled services but also on the selected RAN features. Among these

features, non-preemptive mini-slot based scheduling and idle resource sharing reveal sig-

nificant performance potential.

This chapter is based on a published paper [44].
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4.1. INTRODUCTION

In smart cities, people, objects and machines are connected via wireless technologies to

exchange data and collectively improve sustainability, traffic and safety, among others

[66]. The cellular network will support services like VR, video surveillance and environ-

ment monitoring and thus the network should be designed to simultaneously support

services of the URLLC, eMBB and mMTC categories.

The RAN should be properly configured to best support the performance require-

ments associated with the mix of handled services. Flexible numerology allows for a

shorter time transmission interval (TTI) at the cost of a lower number of PRBs for a given

carrier bandwidth [25], as explained in Section 2.3.1. The concept of bandwidth parts

(BWPs), presented in Section 2.3.2, allows to configure multiple distinct numerologies

on a given carrier, enabling the use of a tailored numerology for different service cat-

egories [35]. However, the split or radio resources among the BWPs leads to trunking

losses which can be (partly) compensated by inter-BWPs idle radio resource sharing.

Furthermore, on time division duplexing (TDD) based carriers, the resource split be-

tween the DL and UL channels can be flexibly configured thus, allowing for a better

adaptation to the actual DL and UL traffic [35], as explained in Section 2.3.5. Also, packet

scheduling i.e. the assignment of the available radio resources to the active QoS flows in

the network, can be performed using mini-slots, which are contiguous sets of either 2, 4

or 7 OFDM symbols within a normal time slot, enabling latency-optimised and resource-

efficient scheduling for e.g. URLLC-type services [26], as explained in Section 2.6.2.

RAN slicing allows to independently configure each slice to serve traffic with a spe-

cific service level agreement (SLA) [24]. Thus, each slice can have its own numerology

(or multiple ones) as well as packet scheduler such that it best serves the intended traf-

fic, as it was considered in Chapter 3. Similarly to BWPs, and as it was shown in Chapter

3, there are inherent trunking losses due to the radio resource split [43] which can be

(partially) compensated by inter-slice idle radio resource sharing. Moreover, BWPs in

non-sliced networks allow for a similar configuration to sliced networks with the key dif-

ference that unlike slicing, BWPs cannot have their own packet scheduler. Because there

are no advantages of BWPs over slicing when configuring different numerologies, we will

only consider slicing in our analysis.

Several papers study the multi-numerology networks [51], the use of mini-slots [50,

67] or combinations of them [34, 68] to serve traffic with diverse QoS requirements. Most

papers on RAN slicing focus on the resource assignment problem [69–71], neglecting the

possibility that sliced networks may be outperformed by non-sliced networks due to the

trunking losses which may be caused by slicing [43], which was shown in Chapter 3. The

purpose of this chapter is to evaluate the merit of the various RAN features as well as
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combinations of these features in a smart city environment. Specifically, we consider

flexible numerology, packet scheduling, mini-slots, RAN slicing and idle radio resource

sharing. In addition, the feature combination which best handles the services from all

three service categories (eMBB, URLLC, mMTC) of the smart city environment simulta-

neously in regards to their QoS requirements, is found.

The remainder of the chapter is organised as follows. In Section 4.2 the mini-slot and

idle radio resource sharing implementations are presented. The modelling aspects, traf-

fic characteristics and RAN configurations considered for the smart city environment are

presented in Section 4.3. The simulation results are analysed in Section 4.4 and finally,

the conclusions are given in Section 4.5.

4.2. FEATURE IMPLEMENTATIONS

In this chapter we consider configurations with flexible numerology, time and frequency

domain packet scheduling (as considered in Chapter 3), mini-slots, RAN slicing and idle

radio resource sharing. This section presents the implementation of mini-slot based

scheduling and idle radio resource sharing.

4.2.1. MINI-SLOTS

Three different mini-slots based scheduling approaches are considered:

• Default: At the start of a regular slot, the scheduler decides which packets from

the buffer are served in the upcoming slot and determines the number of symbols

needed per packet.

• Non-pre-emptive: There are two distinct types of scheduling moments: (i) at the

start of a regular slot, transmissions are scheduled as under the default scheme;

(ii) during a regular slot, and given on-going transmissions, the scheduler contin-

uously checks for new URLLC packet arrivals, which are then transmitted using a

mini-slot, assuming sufficient unused resources.

• Pre-emptive: This approach is largely the same as the non-pre-emptive scheme.

However, in case of insufficient unused resources for a new URLLC packet, the

scheduler pre-empts an ongoing eMBB or mMTC transmission to schedule the

URLLC packet. The transmission to be pre-empted is the one whose resources

maximise the scheduling metric QS,n of the new URLLC packet, as this minimises

the used resources and, consequently, the degree of pre-emption of the ongoing

transmissions. We assume that the pre-empted transmission has failed.
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4.2.2. IDLE RADIO RESOURCE SHARING

Idle radio resource sharing allows slices (denoted as source slices) to use idle resources

of other slices (denoted as target slices), and thus it improves the performance and the

spectral efficiency of the network. However, there are limitations when sharing the radio

resources, based on the configuration of the source and target slices [72]. In particular,

a source slice with a different numerology compared to the target slice can only use the

resources of the target slice when the scheduling times at both slices are aligned. This

drawback is mitigated with mini-slots which allow scheduling of data at any time.

4.3. MODELLING

This section describes modelling aspects such as the network layout, the propagation

environment and the traffic model. Furthermore, the scenario configurations and the

KPI definitions are provided.

4.3.1. SYSTEM MODEL

An urban macro-cellular environment is considered with 19 three-sectorised sites in a

hexagonal layout with an inter-site distance of 500 m [54]. Three types of UEs are uni-

formly distributed in space, with each type of UE having one data session related to ei-

ther eMBB or mMTC or URLLC traffic. Table 4.1 shows the configuration of the BSs and

the UEs while the antenna diagram used at the BS is shown in [73].

Table 4.1: Configuration of the BS and the UE [54, 73].

Parameter BS UE

Height 25 m 1.5 m

Maximum antenna gain 17 dBi 0 dBi

Transmit power 49 dBm 23 dBm

Noise figure 3 dB 9 dB

Electrical tilt 10o N/A

The propagation environment has been generated with the QuadRiGa 3GPP Urban

Macro-cell NLoS model, including normally distributed shadowing with zero mean and

standard deviation σSF = 6 dB and Rayleigh multipath fading [55].

We assume that each cell is assigned a 15 MHz wide carrier in the 3.5 GHz band (FR1)

and we consider both DL and UL transmissions [72]. In each cell, the packet scheduler

determines, in both the DL and UL, which time-frequency resources are assigned to each

of the active UEs, based on channel quality estimates/reports. The DL channel quality
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of the UEs is reported to the BS via sub-band CQIs, while the UL channel quality of the

UEs is measured at the BS based on the SRS, both applying a 5 ms periodicity [56].

Based on the scheduling decisions, the BS selects for the DL and UL transmission the

highest attainable MCS (up to 64-QAM) with an estimated BLER not exceeding 0.001%

and 10% for URLLC and eMBB/mMTC services, respectively [45, 46]. MCS-specific BLER-

vs-SINR curves have been derived using the Vienna 5G Link Level Simulator [57]. To map

a set of PRB specific SINRs to a single effective SINR value for the full set of PRBs, we use

the MIESM method [58]. Finally, an OLLA scheme is used to modify the mapping of the

SINR to an MCS due to imperfections in channel quality reporting [60].

4.3.2. TRAFFIC MODEL

The services in smart cities are broadband access everywhere (BB), virtual reality (VR)

relating to gaming sessions, video surveillance (VS) used by security officials to improve

the safety of the city and sensor monitoring (SM) e.g. environmental conditions and

smoke in public buildings and houses [74]. The QoS requirements for each service are

shown in Table 4.2 based on [72, 74–76], with reliability defined as the fraction of packets

delivered within the latency budget.

The BB and VR sessions follow a spatially uniform Poisson process with arrival rates

λBB,DL (for DL) and λBB,UL (for UL) and λVR (for both DL and UL) sessions per second,

respectively. The BB sessions are active until the file of size SBB KB is fully transferred.

The VR sessions are modelled to be active for a relatively short period of 5 seconds yet

with an increased VR session arrival rate, to ensure both a realistic VR traffic load as well

as a sufficient number of handled VR sessions to allow reliable performance assessment

within a reasonable simulation time. For the other two services i.e. VS and SM, there

are a total of Ni persistent sessions per service, where i denotes the service name, which

are spatially uniformly distributed. The packets of each session have size Si , j , where j

denotes the channel direction, and they arrive with a constant period of Ti , j seconds.

For the persistent flows, the arrival time of the first packet is randomly chosen at [0,Ti , j ].

Table 4.2 shows all of the modelling parameters based on [65, 72, 74, 77–79].

4.3.3. SCENARIO CONFIGURATIONS

Each RAN configuration consists of a number of features i.e. numerology, scheduler,

mini-slots, slicing and resource sharing and the TDD configuration, which is derived

based on the expected DL to UL traffic ratio network-wide. Based on the previously

discussed traffic model, the TDD configuration consists of two DL slots, followed by a

special slot and then by two UL slots, thus considering a TDD periodicity of five slots.

The special slot consists of ten DL symbols, followed by two symbols for the GT and then
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by two UL symbols [72]. Additionally, for all considered RAN configurations, the chosen

packet scheduler is the modified-largest weighted delay first (M-LWDF) scheduler, which

aims to serve URLLC, eMBB and mMTC flows simultaneously, featuring both channel-

adaptive and latency-oriented aspects. Another motivation for choosing the M-LWDF

scheduler is based on Chapter 3, where it was shown that the M-LWDF scheduler per-

forms the best in a URLLC slice and also has a good performance in non-sliced networks.

For the configurations using slices, the radio resources are distributed among the

slices. This resource assignment is based on the resource utilisation of each service,

which is derived via simulations, as shown in [72]. Also, when multiple numerologies

are configured, the relevant guard bands are applied. Additionally, edge guard bands

are used at either edge of the carrier, whose size depends on the numerology used at

the carrier’s edge [80]. Figure 4.1 shows an example with two slices configured with nu-

merologies 0 and 1, respectively. The size of the edge guard bands as well as the inter-

numerology guard band are dependent on the applied numerologies. Finally, we con-

sider two slicing options: (i) slicing per numerology i.e. a slice for each distinct numerol-

ogy used and (ii) slicing per service category i.e. a total of three slices, with each slice

related to eMBB, URLLC and mMTC services, respectively.

time

freq.

Edge 

guard band

Edge 

guard band

Inter-numerology

guard band

μ = 1

μ = 0

Figure 4.1: Edge and inter-numerology guard bands for a carrier bandwidth with two slices.

In this chapter we analyse the respective (dis)advantages of the flexible numerol-

ogy, mini-slots, slicing and resource sharing features, as well as sensible combinations

of these 5G features in mixed-traffic scenarios. For example, one potential way of han-

dling a mix of URLLC and eMBB/mMTC traffic, which is intrinsically best served with

higher and lower numerologies, respectively [43], is to configure a single slice with nu-
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merology (in support of eMBB/mMTC services) in combination with mini-slot based

scheduling to ensure good URLLC performance. An alternative approach could be to

configure distinct URLLC and eMBB/mMTC slices with tailored numerologies, noting

however the resource inefficiencies due to the required inter-numerology guard bands

and (potentially) trunking losses.

4.3.4. KEY PERFORMANCE INDICATOR DEFINITIONS

Distinct KPIs are defined for the eMBB, URLLC and mMTC services. For the eMBB ser-

vices the KPI of relevance is the 5th throughput percentile and its target level per service

is shown in Table 4.2 under the QoS requirements column. For the URLLC services, the

KPI of relevance is the fraction of URLLC sessions per service experiencing the required

degree of reliability, as shown in Table 4.2. We define reliability for a URLLC session as

the fraction of packets that are successfully received within the given latency budget. Fi-

nally, the KPI related to the mMTC services is the 95th latency percentile. Because the

latency budget for mMTC services varies between seconds and minutes, a specific target

value is not set.

4.4. SIMULATION RESULTS
The above-described models and KPIs have been implemented in a Python-based dy-

namic system-level simulator which has been used to conduct a series of scenario-based

assessments. The source code generating all results is available in [81]. This section

presents the evaluation of the flexible numerology, mini-slot based scheduling, slicing

and resource sharing features, as well as combinations of these features. To describe

each RAN configuration, we adapt a notation, consisting of the features, combined with

an underscore as:

{NS,S}_(µ1/ · · ·/µY )_{NM,M(x)}_{NR,R},

to indicate no slicing (NS) or slicing (S), the use of Y numerologies and their respec-

tive valuesµ1, · · · ,µY , no mini-slot based scheduling (NM) or mini-slot based scheduling

with approach x (M(x)), where x ∈ {D, NP, P} denotes the default, non-pre-emptive and

pre-emptive approaches, respectively, and no resource sharing (NR) or resource shar-

ing (R). The abbreviations of the considered services are shown in Table 4.2. Figure

4.2 illustrates, for each feature combination, the results obtained for each service and

their corresponding KPIs separated in three sub-figures, one for each service category

(eMBB, URLLC, mMTC). All scenarios have been simulated with a range of distinct ran-

dom seeds and the correspondingly obtained 95%-confidence intervals are shown in the

sub-figures, revealing a reasonable degree of attained statistical accuracy. Furthermore,
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the dashed lines indicate the target KPI level for the URLLC and eMBB services.

4.4.1. FEATURE EVALUATION

The impact of numerology on the performance of the services is shown in Figure 4.2 un-

der configurations 1-3. As expected based on the qualitative arguments in Chapter 2 and

the results in Chapter 3, URLLC services benefit from higher numerologies, in particular

µ = 2, due to the shortened TTIs while the eMBB and the mMTC services benefit from

lower numerologies i.e. µ = 0 due to the higher frequency-domain channel-adaptive

scheduling gains.

Because eMBB and mMTC services benefit from numerology 0, configurations 4-6, in

Figure 4.2, consider the use of numerology 0 in combination with the three approaches

of mini-slot based scheduling, respectively, to enhance the performance of the URLLC

service. All sub-figures show that configuration 4, which uses the default approach for

mini-slots, performs better compared to normal slot-based scheduling with numerology

0 (configuration 1). All services benefit from the faster, more resource-efficient and less

interfering transmissions enabled by the mini-slots, as qualitatively argued above. In

particular, multiple packets can be transmitted in distinct mini-slots within a given slot,

whereas under configuration 1 each of those packet transmissions would utilise a full

slot by themselves. However, the URLLC sub-figure shows that configuration 4 performs

worse than when numerology 2 is used (configuration 3), illustrating the importance of

configuring the appropriate numerology.

Configuration 5 considers the use of the non-pre-emptive mini-slot based scheduling

and the URLLC sub-figure illustrates the gains for the URLLC services compared to the

default mini-slot base scheduling (configuration 4). Specifically, the performance is im-

proved because the URLLC packets are immediately transmitted after their arrival in the

buffer, assuming that there are enough available resources. Consequently, the perfor-

mance of the eMBB and mMTC services, which are scheduled only at the start of each

slot, is also improved because the buffer is kept short, as shown in the respective sub-

figures. Note that the performance of the URLLC service is almost the same compared

to only using numerology 2 (configuration 3) whereas the performance of the eMBB and

mMTC services is better than only using numerology 0 (configuration 1).

The use of pre-emptive mini-slot based scheduling is considered in configuration

6. The URLLC sub-figure shows that the pre-emptive approach provides further gains

compared to the non-pre-emptive approach (configuration 5) because the URLLC pack-

ets are transmitted immediately upon arrival, pre-empting an on-going transmission if

there are no available resources. For the same reason, the eMBB and mMTC sub-figures

show a significant performance degradation, which is also reflected by the number of

eMBB and mMTC packet retransmissions which is increased by 49% compared to the
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non-pre-emptive approach. Therefore, among the three mini-slot based scheduling ap-

proaches, the non-pre-emptive approach is considered best when taking all services into

consideration.

Based on the outcome of the numerology comparisons done in configurations 1-3,

configuration 7 assumes two slices, one with numerology 0 for the eMBB and mMTC

services, and one with numerology 2 for the URLLC service. Figure 4.2 shows that the

resource split causes an immense performance degradation compared to a non-sliced

RAN. Specifically, the resource split results to trunking losses, the reduction of usable

resources due to the needed inter-numerology guard band (further causing higher in-

terference levels) and the decrease of frequency-domain channel-adaptive scheduling

gains as the eMBB data are only scheduled on the resources of the assigned slice.

To decrease the effects of the resource split, configuration 8 in Figure 4.2 allows the

sharing of idle radio resources between the slices. All sub-figures show performance im-

provement compared to configuration 7, however, configuration 8 performs worse than

simply configuring the RAN with numerology 0 (configuration 1), which is due to the

guard band effects.

4.4.2. OPTIMISATION OF FEATURE COMBINATIONS

Based on the previous results, an evaluation of some promising candidate feature com-

binations to find the optimal configuration is presented. First, similarly to configuration

8, we consider configuration 9 but the slice related to the URLLC service is now config-

ured with numerology 1 instead of 2 to reduce the size of the middle and edge guard

bands by 28%. In Figure 4.2, all sub-figures show that the guard band reduction brings

gains to all services, mainly because more resources are now available for data trans-

missions (in both slices) and secondly because the frequency-selective channel-adaptive

scheduling gains are increased in the slice related to the URLLC service. The compari-

son between configurations 8 and 9 also reveals that choosing the numerology per slice

solely based on the service type may not yield optimal performance. Rather the effects

of all features should be taken into account when choosing the numerologies. Also, the

URLLC sub-figure shows that the performance with configuration 9 is equivalent to that

obtained when only numerology 2 is configured (configuration 3) while the eMBB and

mMTC sub-figures show that the performance with configuration 9 is similar compared

to only configuring numerology 0 (configuration 1). Additionally, the performance of

configuration 9 is similar to the performance of configuration 5, with both configura-

tions achieving the targets for the eMBB services and providing a similar performance

for the URLLC service.

Subsequently, the combination of two slices, with numerology 0 and 1, idle resource

sharing and non-pre-emptive mini-slot based scheduling, which was found to be the
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best performing mini-slot approach, is considered as configuration 10. Figure 4.2 shows

that the performance of all services improves, compared to configuration 9, because of

the gains that mini-slots bring. Furthermore, with configuration 10, the targets for all

services are achieved.

To evaluate the way of slicing, i.e. per numerology or per service category, configura-

tion 11 considers the same feature combination as configuration 10 but with three slices

i.e. eMBB, mMTC and URLLC slices, with numerologies 0, 0 and 1, respectively. Figure

4.2 shows that configuration 11 performs worse compared to configuration 10 because

of the additional trunking losses introduced by the extra slice.

4.4.3. SUMMARY

The best overall performance is provided with configuration 10, achieving the KPI target

values of all the services. This result supports the commonly argued potential of RAN

slicing and highlights that its inherent trunking losses can be compensated by smartly

applying available RAN features.

4.5. CONCLUDING REMARKS
In this chapter we have assessed the merit of distinct 5G RAN features to support an

integrated services smart city environment, particularly concentrating on flexible nu-

merology, mini-slots, slicing and idle resource sharing. Performance was shown to be

optimised when all RAN features are appropriately combined and configured. This high-

lights the commonly argued potential of RAN slicing, for which it was shown that the

slice-specific numerology should not be solely based on the service type in the respec-

tive slices, but rather on the combined effects of all involved RAN features.
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5
AGENT SELECTION FRAMEWORK

Federated learning is an effective method to train a machine learning model without

requiring to aggregate the potentially sensitive data of agents in a central server. How-

ever, the limited communication bandwidth, the hardware of the agents and a potential

application-specific latency requirement impact how many and which agents can partic-

ipate in the learning process at each communication round. In this chapter, we propose a

selection metric characterising each agent’s importance with respect to both the learning

process and the resource efficiency of its wireless communication channel. Leveraging this

importance metric, we formulate a general agent selection optimisation problem, which

can be adapted to different environments with latency or resource-oriented constraints.

Considering an example wireless environment with latency constraints, the agent selec-

tion problem reduces to the 0/1 Knapsack problem, which is solved with a fully polyno-

mial approximation. Then, the agent selection method is evaluated in different scenarios,

using extensive simulations for an example task of object classification of European traffic

signs. The results indicate that agent selection methods which consider both learning and

channel aspects provide benefits in terms of the attainable global model accuracy and/or

the time needed to achieve a targeted accuracy level. However, in scenarios where agents

have a limited number of data samples or where the latency requirement is very stringent,

a pure learning-based agent selection method is shown to be more beneficial during the

early or late stages of the learning process.

This chapter is based on a report [82].

55
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5.1. INTRODUCTION

Traditional ML algorithms are performed in a central location, where large amounts of

data are aggregated and used to train the ML model. However, data can belong to differ-

ent agents who may be unwilling to share them due to privacy concerns. Additionally,

agents can generate a large amount of data in a short period of time which can saturate

the communication channel if all data from all agents need to be aggregated at a central

location.

Addressing the difficulties of centralised ML algorithms, McMahan et al. [83] intro-

duced federated learning (FL), a decentralised ML technique to train a centralised global

model using decentralised data from multiple agents and without sharing the raw data

at the agents. Specifically, the agents train their own local model, which has the same

neural network architecture as the global model, with their own data. After local train-

ing, the agents only transmit the tuned parameters of their local model to the FL server,

which is then responsible for generating a new global model by combining the received

model parameters from the contributing agents. The process repeats for a number of

communication rounds until the global model converges to a satisfactory accuracy level.

The most popular method for FL is FederatedAveraging (or FedAvg) [83]. Agents ap-

ply the stochastic gradient descent (SGD) optimiser, for a number of local iterations, and

the global model is generated by averaging the submitted local models.

A challenge of FL is that the exchange of model parameters between the agents and

the FL server can come at a high communication cost, especially for models with a large

number of parameters [84]. This is of particular relevance in wireless network scenar-

ios, e.g. when considering applications such as autonomous driving and the internet of

things, which rely on resource-constrained wireless networks [85]. Also, wireless chan-

nels impose further challenges as they are susceptible to interference, have limited re-

sources and their quality varies over location, time and frequency. To address these chal-

lenges, a subset of agents is selected to participate in a given communication round. Fur-

thermore, although the FedAvg method can perform very well [83, 86], its performance

can degrade significantly when data at the agents are not independent and identically

distributed (non-IID), i.e., heterogeneous, across all agents [87]. Therefore, the selection

of agents influences the convergence time and accuracy of the global model.

5.1.1. RELATED WORK

In the literature, the agent selection problem has been addressed from both a pure FL

perspective and for the specific setting of a wireless network. From the FL perspective,

the effects of randomly selecting a large number of agents is addressed by Charles et

al. [88]. Rather than randomly selecting agents, Cho et al. [89] show that selection of
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agents based on their local loss improves the convergence of the global model, even for

scenarios with heterogeneous data. The local loss is also considered by Lai et al. [90],

who perform agent selection with a statistical utility function. Nguyen et al. [91] per-

form agent selection considering the gradient information of each agent, while Chen et

al. [92] use the norms of the updates of each agent. Ribero and Vikalo [93] suggest the

selection of agents based on the progression of the agents’ local weights with respect to

time. However, none of the above works consider a wireless network.

Considering a wireless network, Nishio and Yonetani [94] propose a greedy method

to maximise the number of selected agents during a time interval. Yang et al. [95] com-

pare the performance of the random, round robin and proportional fair schedulers, in

terms of the FL convergence rate, for scenarios with limited bandwidth and interference.

Amiri et al. [96] show that selecting agents based on both their wireless channels and the

l2-norm of their local model update provides better performance than only considering

one of the two metrics individually. Shi et al. [97] consider latency-constrained systems

and aim to maximise the model accuracy within a given total latency budget. However,

none of the above works provide a single metric to characterise an agent based on its

importance to the learning process and its resource consumption.

The global model convergence, with the FedAvg method, under non-IID training

data is addressed in the literature in many ways, including with data sharing [98, 99]

and with regularisation [100–102]. Convergence guarantees have also been derived for

scenarios with non-IID data [103] and it is suggested that for many real-world applica-

tions, the FedAvg method can provide identical performance for IID and non-IID data

[104]. Therefore, motivated by the research so far, we employ the FedAvg method in this

work.

5.1.2. CONTRIBUTIONS AND OUTLINE

The main contributions of this chapter are the following:

• We propose a metric to characterise the agents based on their importance in the

learning process as well as their resource consumption, which depends on the FL

model and the agents’ wireless channels and hardware.

• We propose an agent selection framework, which considers both agent-specific

and system constraints, in terms of an optimisation problem. The optimisation

problem can be adjusted to cater the network’s and agents’ needs and constraints.

Additionally, the optimisation problem can be easily extended to address the joint

agent selection and resource allocation problem in FL scenarios over wireless net-

works.
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• We show that for scenarios with non-IID data, the local loss is a better metric than

the deviation between the local and the global model to characterise the impor-

tance of an agent in the learning process.

• We demonstrate that the learning accuracy is improved when both learning and

channel aspects are considered to characterise the agents. However, when the

agents have few samples or when stringent latency requirements apply, a higher

accuracy is achieved at the global model when the wireless channels are ignored.

The remainder of this chapter is organised as follows. Section 5.2 provides the learn-

ing and communication models. In Section 5.3, the agent characterisation is presented,

while the general problem formulation is shown in Section 5.4. Section 5.5 presents

the considered use case for evaluating the agent selection framework and Section 5.6

provides the evaluation of the agent selection policies. Finally, the conclusions are pre-

sented in Section 5.7.

5.2. SYSTEM MODEL
Consider a cellular network with one BS, which also acts as an FL server and a set V

of agents, where V = |V| is the number of agents. The FL server and the agents col-

laboratively train a global model, which allows the training of a local model without re-

quiring the transmission of the data sets gathered by the agents. Therefore, each agent

v ∈ V holds its own training data set Kv and testing data set KT,v , where Kv = |Kv | and

KT,v = |KT,v | denote the number of training and testing data samples available at agent

v , respectively.

Figure 5.1 shows the schematic overview of a communication round i , assuming

a network with V = 2 agents. First, the FL server selects and notifies the agents that

will participate in the learning. The agent selection and notification, potentially using

a broadcast transmission, are assumed to be performed within a time interval of dura-

tion τSCH. Then, each selected agent v ∈VG [i ] trains its local model, where VG [i ] is the

set containing the selected agents at communication round i . An agent v ∈ VG [i ] has a

training time τT,v , which can be different to other agents, as also shown in Figure 5.1,

because agents may have different data set sizes and/or processing capabilities.

Once each selected agent v ∈ VG [i ] finishes its local training, it transmits its local

model to the BS/FL server, via the UL channel. The UL transmission time τUL,v for agent

v depends on its channel quality, as it will be outlined later. In Figure 5.1, agent 2 does

not initiate its UL transmission until the completion of the UL transmission of agent

1, because the BS can only receive data from only one agent at a time, in this specific

example. After all required local model uploads are completed, the FL server is respon-

sible to update the global model for the next communication round i + 1. We assume
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Figure 5.1: Schematic overview of the different steps involved in a single communication round and the corre-

sponding time duration intervals.

that this process occurs within a time interval of duration τAGG. Finally, the FL server

broadcast, after some time τDL, the new global model to each agent v ∈ V. The process

repeats until sufficient accuracy is achieved at the global model, based on an FL server-

or agent-specific testing data set, or an application-specific latency deadline is reached.

An application-specific latency deadline τAPP,MAX can be set on the time duration of

each communication round i to prevent the selection of agents with limited training

power and/or with poor wireless channel quality, thus

τAPP,MAX ≥ τSCH +τT+UL +τAGG +τDL, (5.1)

where τT+UL is the time needed for all selected agents to perform local training and up-

load their local models to the BS/FL server, as also shown in Figure 5.1. We assume that

the processing times at the BS/FL server are negligible, because it has significantly more

powerful hardware compared to the agents. We further assume that the time duration

of the broadcast to notify the selected agents for training is negligible, because the con-

trol data transmitted is very small in size. Therefore, τSCH ≈ τAGG ≈ 0. Finally, in this

chapter we neglect the broadcast time τDL because it is network-dependent and fixed

for every communication round i . Consequently, using (5.1), agent selection should be

performed such that

τT+UL ≤ τAPP,MAX. (5.2)

Additionally, the FL process can be bound to the available transmission resources

CR,MAX allocated to the FL task, e.g. in a slice in 5G networks, which can restrict the

number of selected agents per communication round. The rest of this section describes
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in more detail the learning model and the model for the communication between the

agents and the FL server.

5.2.1. LEARNING MODEL

Consider an agent v , with training data set Kv . Then, its input data Xv = [xv1, · · · ,xvKv ],

where xvk ∈RnX denotes the k th input vector to the model of agent v , with nX as the size

of the input vector. Additionally, the output data Yv = [yv1, · · · ,yvKv ], where yvk ∈ {0,1}nC

denotes the real output vector associated with the k th input vector xvk and nC is the size

of the output vector and hence, the number of model outputs. For example, for an object

classification learning task with nC classes, the real output yvk indicates with value 1 the

class that sample k belongs to, whereas for all other classes, it holds a 0 value.

During local training with training data set Kv , the model output (or predictions)

Ŷv = [ŷv1, · · · , ŷvKv ] is generated, where ŷvk ∈RnC denotes the predicted output vector re-

lated to the k th input vector xvk . The model output Ŷv depends on the considered model

architecture, e.g. the number of hidden layers in the case of a deep neural network. The

weights Wv parameterise the considered local model and the goal of the local model is to

tune its weights Wv such that the predictions Ŷv will represent the real output Yv , given

the input data Xv . The relation between the predictions Ŷv and the real output Yv is typ-

ically measured with the loss function F (Wv ;Xv ,Yv ), which also depends on Xv and Yv .

From here onwards, we omit this dependency for the sake of simplifying the notation.

The objective of tuning the local model is

min
Wv

F (Wv ) = 1

Kv

∑
k∈Kv

fk (Wv ),

where fk (Wv ) is the loss function of sample k, which is commonly set to the cross-

entropy loss for classification problems [105]. To find the weights Wv which minimise

the loss function F (Wv ), a number of iterations nLE are performed, known as local epochs.

Assuming the SGD optimiser [106], the weights Wv are adapted at every local epoch

based on the learning rate η, which controls the learning speed of the model.

In an FL setting, a data set K, where K = |K|, is the collection of the data sets Kv from

all agents in set V and hence K=∪v∈VKv . With the FedAvg method [83] and assuming

that the global model is generated only based on the models of the selected agents, the

loss of the FL server, at communication round i , is upper bounded by the weighted av-

erage of the local losses

min
WG

F (WG [i ]) ≤ ∑
v∈VG [i ]

Kv

K
F (Wv [i ]),

where Wv [i ] denotes the weights of the local model of agent v , after local training during

communication round i and WG [i ] are the weights of the global model. Using this upper
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bound, FL approximates the global objective function F (WG [i ]) by the weighted average

of the local losses. Then, assuming the SGD optimiser, the weights WG [i ] of the global

model at the end of communication round i are updated as follows

WG [i ] ← ∑
v∈VG [i ]

Kv

K
Wv [i ] (5.3)

and then transmitted to all of the agents for the next communication round i +1.

5.2.2. COMMUNICATION MODEL

For the transmission of the local model, assuming a wireless link, we measure the bit rate

Rv of agent v in bits per second with the Shannon–Hartley equation [40] as

Rv = Bv log2

(
1+ PTX,vGT,v

PNOISE

)
, (5.4)

where Bv is the transmission bandwidth of agent v in MHz, PTX,v is the transmit power in

Watt, GT,v is the transmission gain in linear units and PNOISE is the thermal noise power

in Watt. The transmission gain GT,v is given, in dB, by [40]

GT,v = 20log

(
c

4π fC

)
−10γ log(dv )+ψSF, (5.5)

where c is the speed of light, fC is the carrier frequency, dv is the three-dimensional

distance between agent v and the BS, γ is the path loss exponent and ψSF is a Normally-

distributed random variable with zero mean and standard deviation σSF, capturing the

effects of shadow fading.

5.3. AGENT CHARACTERISATION
In real-world applications, agents are diverse in terms of their training data as well as

processing capabilities (e.g. central processing unit (CPU)) to train their local model,

wireless channel quality and energy availability. In this section we define two metrics for

measuring the importance of agents in the learning process and we describe the poten-

tial resource consumption of the agents.

5.3.1. LEARNING PROCESS IMPORTANCE

Non-random agent selection can improve the FL model convergence [89–93]. Hence,

we characterise an agent v at communication round i based on its importance qL,v [i ]

in the learning process. Specifically, we consider two metrics which can express the im-

portance qL,v [i ] of agent v : (a) the deviation δv [i ] and (b) the loss F (WG ,v [i ]), which are

both defined below.
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Inspired by regularisation to address the challenges of non-IID data [100], we pro-

pose as a metric for the importance qL,v [i ] in the learning process, the deviation

δv [i ] = ||Wv [iv ]−WG[i −1]||22,

which represents the deviation between the local model Wv [iv ] of agent v and the global

model WG[i −1], where || · ||2 denotes the Euclidean norm and iv denotes the most re-

cent communication round that agent v was selected for training. The deviations can be

calculated at the FL server and consequently used in the agent selection process without

any additional signalling from the agents. The reason is due to the assumption that the

FL server always stores the weights of agents from their last participation in the learning

process until their next participation.

Alternatively, the importance qL,v [i ] in the learning process can also be expressed

[89, 99] in terms of the loss function F (WG ,v [i ]) of agent v , which is locally computed

at agent v with the testing data set KT,v and the newly generated global weights WG [i ]

at the end of communication round i . Then, the loss F (WG ,v [i ]) is transmitted to the

FL server as an input for the agent selection process of communication round i +1. The

time needed to calculate the loss F (WG ,v [i ]) is addressed in the following subsection and

we consider the corresponding transmission time to be negligible due to the loss being

a scalar value.

5.3.2. RESOURCE CONSUMPTION

When an agent participates in the learning process during communication round i ,

it consumes resources. We characterise the total resource consumption of an agent

v based on the resource consumption for the transmission CR,v [i ], processing CT,v [i ]

and energy CE ,v [i ], respectively. The transmission CR,v [i ] and processing CT,v [i ] con-

sumption relate to system-specific resources, e.g. bandwidth and time, while the energy

CE ,v [i ] consumption is agent-specific. In the following, we detail the consumption for

these three types of resources.

TRANSMISSION RESOURCES

The consumption of the transmission, i.e. time-frequency, resources CR,v [i ] of agent v

is related to the upload of the local model Wv [i ] at communication round i and depends

on the communication system. We consider an orthogonal frequency division multiple

access (OFDMA) system and assume that the channel is static during the communica-

tion round i and over the applied frequency carrier. Then, the consumed transmission

resources CR,v [i ] are given by

CR,v [i ] = τUL,v [i ]Bv [i ] = Z

Rv [i ]
Bv [i ], (5.6)
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where τUL,v [i ] is the transmission time in seconds, as shown in Figure 5.1, Bv [i ] is the

transmission bandwidth in MHz, Rv [i ] is the bit rate as given in (5.4) and Z is the size of

the model in MB. The resource consumption CR,v [i ] is important for systems with lim-

ited resources because it can be exploited for efficient agent selection. Also, the calcu-

lation of the resource consumption CR,v [i ] does not require additional communication

between the agents and the BS, because the bit rates can be estimated by the BS via the

periodic channel quality indicator feedback that all agents report to the network.

PROCESSING RESOURCES

The consumption CT,v related to the local model training by agent v is measured in terms

of time and depends on the agent’s processing capability gv , as well as on its data set size

Kv and other training-related parameters. Specifically, the consumption CT,v is identi-

cal to the training time duration τT,v , which was introduced in Section 5.2. Assuming a

fixed training data set size Kv , the consumption CT,v is the same for any communication

round. Specifically, the processing capability gv of agent v is measured in floating point

operations (FLOPs) per second as [107]

gv = nCORES,v νv ωv ,

where nCORES,v is the number of CPU cores at agent v , νv is the CPU clock frequency at

agent v in cycles per second and ωv is the number of FLOPs per cycle at agent v . Then,

the time consumption CT,v for training at agent v is

CT,v =
⌈

Kv

sB

⌉
nFLOP,G nLE

gv
,

where nFLOP,G denotes the number of FLOPs to train the model for a batch of size sB and

⌈·⌉ represents the ceiling operation.

When the loss F (WG ,v [i ]) of agent v is considered for the importance qL,v [i ] in the

learning process, an additional term can be added to the training time consumption CT,v

to represent the loss calculation:

CT,v =
⌈

Kv

sB

⌉
nFLOP,G nLE

gv
+

⌈
KT,v

sB

⌉
nFLOP,G

gv
, (5.7)

assuming a fixed testing data set size KT,v .

The time consumption CT,v can only be measured locally at the agent and hence, it

should be communicated to the FL server when the agent first enters the network. The

knowledge of the time consumption CT,v at the FL server is significant because it allows

the FL server to perform resource-efficient agent selection within a given latency bound.
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ENERGY RESOURCES

The energy consumption CE ,v [i ] of an agent v , during communication round i covers

both the training and the wireless transmission. Applying the model in [107], the energy

consumption CE ,v [i ] is given, in Joules, by

CE ,v [i ] = ev

ω3
v

⌈
Kv

sB

⌉
g 2

v nFLOP,G nLE +PTX,v [i ]τUL,v [i ],

where ev is the energy consumption coefficient, measured in Watt(cycles/s)−3 and it is

based on the CPU. When considering agents with energy limitations, the energy con-

sumption CE ,v [i ] is an important metric because the available energy level Ev [i ] of the

agent should exceed the energy consumption CE ,v [i ] required to participate in the learn-

ing process.

When energy aspects are taken into account during agent selection, the energy con-

sumption CE ,v [i ], as well as the total available energy Ev [i ], need to be reported to the FL

server. Specifically, the training-related energy consumption needs to be reported to the

FL server once, when first entering the network, while the transmission-related energy

consumption can be estimated at the FL server for the same reasons given for the trans-

mission resource consumption CR,v [i ]. Furthermore, the energy level Ev [i ] of an agent v

is dependent on the communication round i , because it decreases by the agent’s energy

consumption, every time agent v is selected and hence the energy level Ev [i ] should be

periodically reported to the FL server.

5.4. PROBLEM FORMULATION
We define the agent importance qv [i ] as the metric governing the agent selection process

to improve the performance of the FL model by exploiting the different characteristics

of the agents. The agent importance qv [i ] is defined to capture the trade-off between

the importance qL,v [i ] of the agent v in the learning process against the total resource

consumption of the agent v as follows:

qv [i ] =
qρL

L,v [i ]

CρR
R,v [i ]CρT

T,vCρE
E ,v [i ]

, (5.8)

with ρL +ρR +ρT +ρE = 1, where {ρL ,ρR ,ρT ,ρE } ∈ [0,1] are constants to tune the relative

significance of the learning importance qL,v [i ] and the consumed transmission CR,v [i ],

processing CT,v and energy CE ,v [i ] resources, respectively. Moreover, the agent impor-

tance qv [i ] can be fine-tuned to the requirements and constraints of the agents and the

system. For example, when the network is very congested, higher emphasis can be given

to the transmission resource consumption of agents by increasing the value of ρR .
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For a given communication round i , we formulate the following general agent selec-

tion optimisation problem to maximise the total agent importance:

max
s1[i ],···sV [i ]

∑
v∈V

qv [i ]sv [i ] (5.9a)

subject to
∑

v∈V
CR,v [i ]sv [i ] ≤CR,MAX[i ], (5.9b)

(CT,v +τUL,v [i ])sv [i ] ≤ τAPP,MAX, ∀v ∈V, (5.9c)

CE ,v [i ]sv [i ] ≤ Ev [i ], ∀v ∈V, (5.9d)

gv sv [i ] ≥ gMIN, ∀v ∈V, (5.9e)

sv [i ] ∈ {0,1}, ∀v ∈V, (5.9f)

where the binary optimisation variable sv [i ] indicates whether agent v is selected at

communication round i or not. Constraint (5.9b) indicates that the transmission re-

sources allocated to the agents should not exceed the total system resources allocated to

the FL task at communication round i . Constraint (5.9c) shows that the selected agents

should train and transmit their models within an application-specific latency budget

τAPP,MAX. Constraint (5.9d) ensures that the selected agents have sufficient energy levels

to participate in the learning process. Finally, constraint (5.9e) ensures that the process-

ing capabilities of the selected agents exceed a minimum requirement gMIN, to avoid

selecting agents with potentially long training times.

The optimisation problem in (5.9) is general and it can be adjusted to the communi-

cation system, the application-specific requirements and the energy constraints of the

agents. Moreover, the optimisation problem can be extended to jointly consider agent

selection and radio resource allocation, for example when multiple agents can be simul-

taneously served with beamforming antennas. The goal of this chapter is to analyse the

performance of problem (5.9) and investigate the trade-offs between learning and wire-

less communication performance measures.

We consider the communication system described in Section 5.3 and wideband radio

resource scheduling. Then, the available transmission resources CR,MAX[i ], in constraint

(5.9b), can be expressed in terms of the application-specific latency budget τAPP,MAX.

For example, the transmissions of the local models to the FL server will start once the

agent with the shortest training time that participates in the given communication round

i finishes its training. Considering that the duration of each communication round is

given by the latency budget τAPP,MAX, the available transmission resources CR,MAX[i ] are

given by:

CR,MAX[i ] = B

(
τAPP,MAX − min

v∈VG [i ]
CT,v sv [i ]

)
, (5.10)

where B is the system bandwidth. Moreover, when agents with the same training time
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CT,1 = ·· · =CT,V =CT are considered, (5.10) is simplified to

CR,MAX = B(τAPP,MAX −CT ), (5.11)

and the available transmission resources CR,MAX are independent of the communication

round i . For the remainder of this work, for simplicity reasons, we consider that agents

have the same training time CT . Furthermore, when using (5.11) in constraint (5.9b),

constraint (5.9c) becomes redundant.

It is also important to consider scenarios with powerful agents, e.g. vehicles or agents

that have powerful hardware and access to charging points. For such scenarios, con-

straints (5.9d) and (5.9e) can be ignored. Then, we can further simplify the optimisation

problem in (5.9) to:

max
s1[i ],···sV [i ]

∑
v∈V

qv [i ]sv [i ] (5.12a)

subject to
∑

v∈V
CR,v sv [i ] ≤ B(τAPP,MAX −CT ), (5.12b)

sv [i ] ∈ {0,1}, ∀v ∈V. (5.12c)

The problem formulation in (5.12) emphasizes the latency constraints that might be

imposed by the system. Moreover, when problem (5.12) has all parameters discretised,

it becomes the classic 0/1 Knapsack problem, which is a known NP-hard problem [108].

For problems with a small number of variables and constraints a pseudo-polynomial

algorithm using dynamic programming solves the integer 0/1 Knapsack problem opti-

mally in O(qV ) time [108], where q =∑
v∈V qv . The complexity can be reduced by a fully

polynomial approximation. In this work, we apply the algorithm presented in [108], with

ϵ = 0.001, to find the approximate solution of problem (5.12). To apply the algorithm

solving the integer 0/1 Knapsack problem, all parameters in (5.12) need to be integers.

For this reason, we discretise all parameters by multiplying them with a large number

and rounding them to the closest integer.

5.5. USE CASE
This section presents the considered use case for evaluating the agent selection frame-

work in terms of the learning task, agent selection policies and configured parameters.

5.5.1. LEARNING TASK

As an example application, we perform the learning task of object classification on the

European traffic sign data set (ETSD) which consists of 164 classes of signs aggregated

over data sets from six European countries [109]. Due to the limited number of training

samples per class, we only select the nC = 10 classes with the highest number of samples.
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For the classification task, we use a convolutional neural network (CNN) architec-

ture similar to that by Serna and Yuichek [109] and Chiamkurthy [110], which are both

inspired by the typical visual geometry group (VGG) architecture [111]. Figure 5.2 shows

the considered architecture. Specifically, four convolutional layers are activated with a

rectified linear unit (ReLU) function and followed by batch normalisation. Further, max

pooling and dropout regularisation with a range of 0.25 are performed. For the fully con-

nected layer, the output of the convolutional layer is flattened and then activated with

ReLU. Then, another dropout regularisation is performed with a range of 0.5, followed

by a batch normalisation. Finally, the last layer is activated by a softmax with 10 outputs

with each output indicating the probability for each class. Batch normalisation makes

the network learn robustly [106], while the dropout layers prevent overfitting [106]. In to-

tal the network consists of 3349418 trainable parameters and thus, the size of the model

Z = 13.4 MB, assuming 32-bit precision per parameter.

0.5

48 x 48 x 32

23 x 23 x 64
10 x 10 x 64
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(2,2) max poolingfully connected + ReLU softmax

batch normalization dropout

Figure 5.2: The considered CNN architecture to perform object classification task for the ETSD.

5.5.2. AGENT SELECTION POLICIES

Depending on the configuration of the agent importance qv [i ] in (5.8), different agent

selection policies are derived as solutions to problem (5.12). Considering that all agents

have the same hardware and hence the same training time CT , we set ρT = 0 for the

agent importance calculation in (5.8). The energy consumption in relation to training is

also the same for all agents. Thus, the total energy consumption CE ,v [i ] depends only

on the model transmission and consequently on the bit rate, which is covered by the

consumption of the transmission resources CR,v [i ]. Thus, we set ρE = 0 in (5.8).

Considering that the agent importance qv [i ] in (5.8) is now tuned with the constants

ρL and ρR , we consider two extreme cases. For the extreme case of ρL = 1 and ρR = 0,

two solutions of the problem in (5.12) are derived. The first considers the deviation δv [i ],

whereas the second considers the loss F (WG ,v [i ]) as a metric for the learning importance

qL,v [i ] of agent v . We refer to the two solutions as max-sum-dev and max-sum-loss,

respectively, because they aim to maximise the sum of the deviations/losses over all se-
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lected agents. For the other extreme case, i.e. where ρL = 0 and ρR = 1, only one solution

exists, which is denoted as max-sum-rate because it aims to maximise the sum of the

bit rates of the selected agents. Simulations showed that the performance of the policies

with ρL ∈ (0,1) and ρR = 1−ρL are bounded by the max-sum-dev (or max-sum-loss) and

the max-sum-rate policies. Therefore, we do not consider these policies in our evalua-

tion.

Apart from comparing the above-mentioned agent selection policies, we compare

them to baseline selection policies, viz. the random, max-dev and max-loss policies.

The latter two baseline policies are derived as an approximation to the solution of the

problem in (5.12). Specifically, they sort the agents in descending order based on their

importance qv [i ] (based on deviation or loss, respectively) and select as many agents

as possible until constraint (5.12b) is violated. In line with this approach, sorting and

selecting agents based on their bit rates by setting ρR = 1, yields a selection policy that is

identical to the max-sum-rate policy. Hence, it does not offer a further selection policy

to be assessed. The main difference between the policies derived as a solution to the

problem in (5.12) and the baseline policies is that the former class of policies explicitly

takes the bit rates into account, even when ρR = 0, due to constraint (5.12b). The latter

class of policies implicitly take the bit rates into account and thus we refer to them as

channel-oblivious.

5.5.3. PARAMETERS

In the analysis we consider scenarios with V = 50 agents and both IID and non-IID data.

For the IID scenario, all agents have the same number of samples Kv , which are evenly

distributed over the ten classes. For the non-IID scenario, all agents have Kv samples,

which are unevenly split over two classes such that on average all classes are equally

represented in the training data set K. For the calculation of the loss F (WG ,v [i ]) of agent

v at communication round i , the categorical cross-entropy loss function is applied on

the testing data set KT,v , which is unique for every agent and three times smaller than

the training data set Kv .

For the training, the agents invoke the SGD optimiser with learning rate η = 0.05,

batch size sB = 64 and with each agent performing nLE = 2 local epochs. The number

of FLOPs required from the agents to train the CNN for a batch size sB = 64 is measured

by the Keras library, in Python, which is nFLOP,G = 6.55 GFLOPs. Regarding the hardware

of the agents, we consider the processing capabilities gv = 64 GFLOPs per second. Such

processing power will be given, for example, by nCORE = 1 CPU core, ν = 2 GHz CPU

frequency and ω = 32 FLOPs per cycle. Since the agents are assumed to have the same

hardware, their energy coefficient [112] is also identical ev = 10−27 Watt(cycles/sec)−3.

For the wireless communication scenario, we consider an urban macro environment
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at fC = 3.5 GHz and a bandwidth of B = 50 MHz [30]. For the wireless propagation, we as-

sume a path loss exponent γ= 3.7 and shadowing with σSF = 8 dB, which are typical val-

ues for outdoor dense urban environments [40]. Additionally, the agents are uniformly

distributed in a cell of radius 150 m. The transmission of the local model is performed

assuming the agents’ maximum transmit power PTX,v = PV,MAX = 24 dBm [113]. Finally,

the thermal noise power is PNOISE =−97 dBm.

5.6. EVALUATION

This section presents the evaluation of the considered agent selection policies in terms

of the accuracy of the global model, which is measured at the FL server based on its spe-

cific testing data set. First, we consider a Scenario 0, where all agents have the same bit

rates. For this scenario, our aim is to study the policies from a purely learning perspec-

tive and hence provide insights into the learning behaviour when the deviation δv [i ] and

the loss F (WG ,v [i ]) are applied as metrics for the agent importance qL,v [i ] to the learn-

ing. Besides Scenario 0, we compare the policies in Scenarios 1, 2 and 3, in which the

agents have distinct bit rates. Specifically, in Scenarios 1, 2 and 3, we show the impact

of the wireless channel, the number of samples Kv and the application-specific latency

budget τAPP,MAX, respectively.

Sections 5.6.1 to 5.6.4 present the accuracy of the global model for Scenarios 0-3,

respectively. Then, in Section 5.6.5, we provide a comparison of Scenarios 1, 2 and 3, in

terms of what accuracy level is reached within a given deadline and how long it takes to

reach a certain accuracy level. Finally, Section 5.6.6 provides the total energy consumed

by the agents within a given deadline and to reach a certain accuracy level. We present all

results as an average of 70 independent simulations and the source code generating all

data is available in [114]. For the sake of presentation, we also include a short summary

of the key result observed for each analysed scenario.

5.6.1. SCENARIO 0: PURE LEARNING PERSPECTIVE

To study the behaviour of the policies from a purely learning perspective, we consider the

scenario where all agents have the same bit rate, which is equal to the average achievable

bit rate in the considered wireless environment. Hence, the max-sum-loss, max-sum-dev
and max-sum-rate policies behave like the max-loss, max-dev and random policies,

respectively. Because of the identical bit rates, the number of selected agents per com-

munication round is constant and the same for all policies, even for the max-loss policy

that requires extra time for the loss calculations. We set Kv = 300 samples at each agent

and hence, the training time CT = 1.02 s, excluding the time for the loss calculation for

the max-loss policy. Furthermore, we set τAPP,MAX = 5s, which allows approximately 4s
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of uploading time.

IID DATA

Figure 5.3 shows the increase of the accuracy over time and illustrates that the max-loss
policy has a slower convergence than the max-dev and random policies. The slower con-

vergence of the max-loss policy is explained by its persistence to select the same agents

over time while the max-dev and random policies tend to more evenly cover the entire

agent population over time. For IID data, all agents have samples from all ten classes

and hence, regardless of the selected agents in a given communication round, the loss

change of all agents in that communication round will be similar. Consequently, the

agent sorting of the max-loss policy at the beginning of each communication round,

does not change significantly over time and results in frequently selecting the same agents.

Therefore, the global model is mostly trained on a subset of the total available samples

which leads to a slower convergence.

Figure 5.3: Accuracy over time for IID data, when agents have identical bit rates, Kv = 300 samples and

τAPP,MAX = 5s.

When an agent is selected for training, its deviation will be relatively small and for ev-

ery round that the agent is not selected, its deviation will be relatively large. Hence, the

max-dev policy behaves in a round robin fashion, with some initial agent sorting. With

this, an even agent selection is achieved, which allows to consistently train on all avail-

able samples. Furthermore, Figure 5.3 shows that the max-dev and the random policies

perform similarly because the random policy also tends to cover the agent population

well and hence trains the model on all samples. Therefore, we have the following impor-

tant result for the case of the IID data:
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Result 5.1 From a purely learning perspective, for scenarios with IID data, the learning

process benefits from evenly selecting the agents over time and hence the max-dev and

random policies tend to outperform the max-loss policy.

NON-IID DATA

When non-IID data are considered, the agents have samples from only two classes and

therefore, the selection of agents in a given communication round is more crucial than

for IID data. Also, a larger number of communication rounds is needed to reach a given

accuracy level compared to the scenario with IID data. Figure 5.4 illustrates that the for

non-IID data, the max-loss policy, outperforms the random policy and provides bet-

ter convergence than the max-dev policy, in the sense that accuracy fluctuate with the

max-dev policy. In contrast to IID data, for non-IID data, the losses of the agents after a

given communication round will differ depending on the selected agents. Consequently,

the max-loss policy does not persistently select the same agents. However, it does se-

lect some specific agents more times than others, which allows to train more on samples

that could have a bigger benefit to the learning process. This result highlights that not all

agents are equally important to the learning process when the data are non-IID.

Figure 5.4: Accuracy over time for non-IID data, when agents have identical bit rates, Kv = 300 samples and

τAPP,MAX = 5s.

Figure 5.4 also shows that the accuracy with the max-dev policy fluctuates over time,

where the period of the fluctuation is equal to the time needed to select all agents once,

i.e. the round robin period. Because agents do not have equally important data, the

initial sorting of the deviations δv [i ], is essentially based on the data importance of the

agents. Then, the agents are selected the same number of times and in sequence, which
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can harm the accuracy and lead to fluctuations. The accuracy fluctuation is amplified

by selecting the same number of agents per communication round. Finally, Figure 5.4

shows that the random policy has the worst performance because it does not consider

any learning metrics. Therefore, the key takeaway result for the case of the non-IID data

is the following:

Result 5.2 From a pure learning perspective, for scenarios with non-IID data, not all

agents have equally important data. Hence, the max-loss policy provides the highest ac-

curacy level and stable gains by selecting the most appropriate agents per communication

round.

5.6.2. SCENARIO 1: LEARNING AND COMMUNICATION PERSPECTIVE

In this scenario, the agents have distinct bit rates, based on the communication model

in (5.4), with time-varying wireless channels that vary at each communication round.

Similarly to Scenario 0, we assume Kv = 300 samples at each agent and set τAPP,MAX = 5s.

IID DATA

Figure 5.5 shows the accuracy of the considered policies over time and illustrates that all

considered policies, apart from the max-loss policy, perform similarly. The slower con-

vergence of the max-loss policy is due to the uneven agent selection, as explained in

Scenario 0. Even though the max-sum-loss policy also relies on the loss of the agents, it

takes into account the bit rates of the agents which eventually leads to selecting different

agents per round and consequently achieving a higher accuracy level than the channel-

oblivious max-loss policy. Figure 5.5 also shows that the channel-aware policies, i.e.

max-sum-loss, max-sum-dev and max-sum-rate, perform similarly to the channel-

oblivious max-dev and random policies. This similarity exists despite the fact that the

former policies can select more agents than the latter. Therefore, we can conclude that

there are no significant gains from exploiting the wireless channels. For the remaining

Scenarios 2 and 3, we will not consider IID data. Therefore, the takeaway result is:

Result 5.3 For IID data, the exact agent selection policy is not crucial as long as different

agents are selected over time. Additionally, the gains of channel-aware agent selection are

minimal.

NON-IID DATA

Figure 5.6 shows the accuracy of the policies over time and illustrates that the max-loss
policy performs better than the max-dev and random policies, as expected from Re-

sult 5.2. Figure 5.6 also shows that the max-sum-loss policy performs better than the
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Figure 5.5: Accuracy over time for IID data, considering time-varying wireless channels, Kv = 300 samples and

τAPP,MAX = 5s.

max-loss policy because it also exploits the gains from the wireless channels, which

leads to selecting more agents per communication round. For the same reason, the

max-sum-dev policy performs better than the max-dev policy. The max-sum-loss and

max-sum-dev policies behave similarly and achieve a higher accuracy than the rest of the

policies, throughout the studied time period. Thus, we can conclude that agent selection

based on both channel and learning aspects is beneficial to the learning process, regard-

less of the learning metric considered, i.e. the deviations δv [i ] or the loss F (WG ,v [i ]).

Additionally, Figure 5.6 shows that the max-sum-rate and max-loss policies per-

form similarly, even though the max-sum-rate policy selects on average about double

the number of agents per round than the max-loss policy. This result highlights the ef-

fectiveness of the loss F (WG ,v [i ]) as a metric to indicate the importance of an agent in

the learning process. Another observation from Figures 5.4 and 5.6 is that the channel-

oblivious policies, i.e. max-loss, max-dev and random, behave similarly in both scenar-

ios. However, the accuracy with the max-dev policy in Figure 5.6 does not fluctuate as it

did in Figure 5.4, which is due to the fact that the wireless channel variation impacts the

number of selected agents per communication round. This leads to the averaging of the

peaks that were observed in Figure 5.4. Therefore, the important message is:

Result 5.4 Choosing agents based on both channel and learning aspects is advantageous

for the learning process in non-IID data scenarios. The learning aspect ensures the se-

lection of agents with suitable data, while the channel aspect benefits from the wireless
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Figure 5.6: Accuracy over time for non-IID data, considering time-varying wireless channels, Kv = 300 samples

and τAPP,MAX = 5s.

channels, thus enabling the selection of as many as possible agents per communication

round.

5.6.3. SCENARIO 2: DIFFERENT NUMBER OF SAMPLES

In this scenario, we continue to have varying bit rates, while only considering non-IID

data and reducing the number of samples per agent from Kv = 300 to Kv = 100. Because

the training time CT reduces with the number of samples Kv , for comparison reasons,

we adjust the application-specific latency budget to τAPP,MAX = 4.3s. With this, we ensure

that the time interval for uploading the FL models is the same as in Scenarios 0 and 1.

Figure 5.7 shows the accuracy of the policies over time and in comparison to Sce-

nario 1, it now takes a longer time for the accuracy to reach a more stable level, because

the agents now hold less data. Moreover, Figure 5.7 shows that during the initial learn-

ing phase (until 400s), the max-loss policy learns quicker than the rest of the policies.

The good performance of the max-loss policy is a result of selecting the most appropri-

ate agents for the learning, which is more crucial in this scenario, since given that the

agents have fewer samples, the likelihood of an agent holding non-beneficial data for

the learning process is higher. During this initial learning phase, the max-sum-loss and

max-sum-dev policies perform worse than the max-loss policy because they sacrifice

agents that are important to the learning process for agents with high bit rates. After

400s, the max-sum-loss and max-sum-dev policies perform similarly to the max-loss
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Figure 5.7: Accuracy over time for non-IID data, considering time-varying wireless channels, Kv = 100 samples

and τAPP,MAX = 4.3s.

policy because they selected enough agents with important data over time.

Moreover, Figure 5.7 shows that the max-sum-rate policy under-performs through-

out the learning process, even though it is the policy selecting on average the most agents

per communication round. This poor performance is attributed to not taking into ac-

count the learning aspect, which is dominant in this scenario. We therefore have the

following takeaway message:

Result 5.5 When agents have a small data set size in a non-IID setting, the agent selection

becomes very important, especially during the initial learning phase. For this reason, the

max-loss policy provides higher accuracy during the initial learning phase than the other

channel- and learning- aware policies.

5.6.4. SCENARIO 3: DIFFERENT LATENCY BUDGET

To investigate the impact of the application-specific latency budget τAPP,MAX on the accu-

racy, we consider a scenario with non-IID data, Kv = 300 samples and τAPP,MAX = 2s, in-

stead of τAPP,MAX = 5s that was considered in Scenarios 0 and 1. The reduction of τAPP,MAX

limits the number of agents that can be selected in a communication round as well as the

set of agents that can be selected. The reason is that the cell edge agents, who suffer from

low bit rates, may only sporadically be able to transmit their local model within the la-

tency budget τAPP,MAX. Therefore, lower accuracy levels are expected within a given time

period, compared to Scenario 1.
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Figure 5.8 shows the accuracy of the policies over time, which fluctuate more than

in Scenario 1 because the global model is updated more frequently. Specifically, within

400s, 80 and 200 communication rounds are executed in Scenario 1 and 3, respectively.

Moreover, Figure 5.8 shows that the initial learning phase in this scenario lasts for about

100s while in Scenario 1, it lasts for about 200s, as a result of setting a different latency

budget τAPP,MAX. However, in both scenarios, the initial learning phase lasts for a com-

parable number of communication rounds.

Figure 5.8: Accuracy over time for non-IID data, considering time-varying wireless channels, Kv = 300 samples

and τAPP,MAX = 2s.

Another observation from Figure 5.8 is that the performance of the max-sum-loss
and max-sum-dev policies is better than the performance of the max-loss policy un-

til 200s, when the max-loss policy becomes the best performing policy. The reason

is that the reduction of the latency budget τAPP,MAX limits the extra number of agents

that the channel-aware policies can select compared to the channel-oblivious policies.

Hence, until 200s, there are some gains from exploiting the wireless channel but after

200s the accuracy with the channel-aware policies does not improve further, because the

channel-aware policies avoid selecting agents with poor bit rates. Due to this reason, the

channel-oblivious max-loss policy can converge to a higher accuracy level in the long

term. This implies that it selects agents at the cell edge more often than the channel-

aware policies. For the same reason, the max-sum-rate policy under-performs, thus

making it even slightly worse than the random policy. Overall, the key message from the

analysis of Scenario 3 is:
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Result 5.6 A short latency budget τAPP,MAX in a non-IID setting limits the gains of the

channel-aware policies and in the long term, the max-loss policy can provide a higher

accuracy because it selects agents with persistently poor bit rates that have beneficial data

for the learning process.

5.6.5. SCENARIO COMPARISONS

The policies in Scenarios 1-3 can be compared in terms of what accuracy levels they have

reached after a given deadline as well as in terms of how much time is needed to reach a

certain accuracy level.

DEADLINE

Considering that some applications may require the training to be completed within a

given deadline, we compare the policies over the three scenarios after a deadline of 300s,

i.e., 5 minutes. Figure 5.9 shows the accuracy for every policy and scenario around the

300s deadline, while Table 5.1 shows the measured accuracy level, which is derived by

averaging the accuracy over a 30s period, therefore from 270s to 300s. The averaging of

the accuracy in Table 5.1 is performed to ensure that the provided results are not dom-

inated by the accuracy fluctuations. From both Figure 5.9 and Table 5.1, it is observed

that each policy reaches a higher accuracy level in Scenario 1 than in Scenarios 2 and

3. The policies in Scenario 1 perform better than in Scenario 2, because the agents do

not suffer from a small data set size. In Scenario 1 the policies perform better than in

Scenario 3, because the larger latency budget τAPP,MAX allows to select more agents in a

given communication round. Additionally, Figure 5.9 shows that even though the accu-

racy of the policies in Scenarios 1 and 3 are roughly stable, the accuracy of the policies in

Scenario 2 is still sharply increasing because more communication rounds are needed

to reach convergence when the agents have a small data set.

Figure 5.9: Accuracy of the considered policies for non-IID data around the time intervals of interest, where

the dashed line indicates the 300s deadline.
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Table 5.1: Accuracy level reached for every policy after 300s for each scenario, where the highest accuracy per

scenario is marked in bold.

Policy Scenario 1 Scenario 2 Scenario 3

max-sum-dev 0.87 0.72 0.77

max-sum-loss 0.87 0.73 0.79

max-sum-rate 0.84 0.66 0.68

max-dev 0.81 0.71 0.71

max-loss 0.84 0.76 0.82

random 0.77 0.68 0.70

Table 5.1 also shows that among the channel-oblivious policies, the max-loss pol-

icy converges to a higher accuracy level, as also concluded in Result 5.2. Moreover, the

max-sum-dev and max-sum-loss policies converge to approximately the same accu-

racy level, regardless of the scenario and they provide the highest accuracy in Scenario

1, as explained in Result 5.4. However, in Scenario 2, where the agents have limited sam-

ples and in Scenario 3, where the latency-budget τAPP,MAX is short, the highest accuracy

level is provided by the max-loss policy, for the reasons provided in Results 5.5 and 5.6,

respectively.

ACCURACY TARGET

Some applications require to train the global model until a specific accuracy target is

met. Therefore, we compare the policies in the three scenarios in terms of how much

time is needed to reach the 75%, 80% and 85% accuracy levels. We consider that an ac-

curacy level is reached if the average accuracy over a period of 30s is above the accuracy

target. Table 5.2 shows the time in seconds to reach each accuracy level, where a hyphen

indicates that the accuracy level could not be reached within the simulated 400s while

the values in parenthesis under Scenario 2 indicate that the accuracy level is measured

after 400s.

Table 5.2 shows that the accuracy levels are reached faster in Scenario 1 than in

Scenario 2 because agents have more samples in Scenario 1 and hence, the FL server

can train on more samples in a given time period. Table 5.2 also shows that when the

latency budget τAPP,MAX is set to a small value, i.e. in Scenario 3, the max-sum-dev,

max-sum-loss and max-loss policies reach the 75% accuracy level faster than when

τAPP,MAX is set to a larger value, i.e. in Scenario 1. This is because in Scenario 3 more

communication rounds are performed within a given time interval than in Scenario 1.

However, in Scenario 1, higher accuracy levels can be achieved within the 400s time in-

terval compared to Scenario 3 because more agents can consistently contribute to the

learning process. For example, in Scenario 1, the max-sum-dev policy can reach the 85%
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Table 5.2: Time, in seconds, needed to reach the 75%, 80% and 85% accuracy levels for every policy in each

scenario, where the shortest time per level and scenario is marked in bold.

Policy
Scenario 1 Scenario 2 Scenario 3

75% 80% 85% 75% 80% 85% 75% 80% 85%

max-sum-dev 195 225 270 318 344 378 150 - -

max-sum-loss 200 225 255 314 340 374 156 358 -

max-sum-rate 225 250 355 340 370 (421) - - -

max-dev 230 275 - 318 348 391 364 - -

max-loss 220 250 315 297 323 357 168 242 -

random 260 380 - 335 370 (409) - - -

accuracy level within 270s while in Scenario 3, none of the policies can reach the 85%

accuracy level within 400s.

Moreover, Table 5.2 shows that the policies in Scenario 2 generally reach the 75%

accuracy target at a later time compared to Scenarios 1 and 3. However, higher accuracy

targets can be achieved in Scenario 2 than in Scenario 3, within the 400s time period.

This observation is also illustrated in Figure 5.10, as the accuracy curves in Scenario 2 are

still in an increasing phase while in Scenario 3 they are fairly constant, which shows that

the accuracy will not further improve significantly. This result highlights that the more

agents can participate in the learning process, even if those agents have a small data

set, the higher accuracy levels can be achieved within a given long-term time period,

because more diverse data are used for the training. Therefore, the comparison among

scenarios has the following important messages:

Result 5.7 When the latency-budget τAPP,MAX is set to a small value, the policies initially

learn faster than when the latency-budget τAPP,MAX is large. However, in the long term, a

higher accuracy is achieved with a large latency-budget τAPP,MAX.

Result 5.8 Regardless of the considered scenario, the more agents with diverse data are

selected, the higher the accuracy level that can be achieved.

5.6.6. ENERGY CONSIDERATIONS

In this section, we analyse the aggregated energy consumption of the agents for every

policy and scenario. Figure 5.11 shows the energy consumption in Joules after a time

interval of 300s and it illustrates that the total energy consumption is dominated by the

training, rather than the transmissions. Therefore, the total energy consumption de-

pends primarily on the aggregated number of agents selected within the given time in-



5

80 5. AGENT SELECTION FRAMEWORK

Figure 5.10: Accuracy of the considered policies for non-IID data around the accuracy levels of interest, where

the dashed lines indicate the 75%, 80% and 85% accuracy levels.

terval. Consequently, the energy consumption is higher when channel-aware policies

are applied, regardless of the scenario, as such policies generally end up selecting more

agents.
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Figure 5.11: Aggregated energy consumption of agents for every policy and scenario after a time period of 300s.

Figure 5.11 also shows that in Scenario 3, the ratio of the training energy consump-

tion between the channel-aware and channel-oblivious policies is smaller than in Sce-

narios 1 and 2, because the channel-aware policies select fewer agents compared to Sce-

narios 1 and 2, due to the shorter latency budget τAPP,MAX. Despite more rounds occur-
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ring within the 300s interval, the total number of selected agents is lower than in Sce-

nario 1. Consequently, both transmission and training energy consumption are reduced

in Scenario 3 compared to Scenario 1. Moreover, the total energy consumption in Sce-

nario 2 is lower than in Scenarios 1 and 3, which is due to the agents having fewer sam-

ples and consequently, shorter training times. However, because of the shorter training

times, more communication rounds are performed during the 300s time interval com-

pared to Scenario 1. In addition, Scenarios 1 and 2 have a similar number of agents

selected per communication round, implying that the transmission related energy con-

sumption is higher in Scenario 2 than in Scenario 1.

Table 5.1 shows that in Scenario 1, the max-sum-dev and max-sum-loss policies

provide the highest accuracy, whereas Figure 5.11 shows that their energy consumption

is high. However, the max-loss policy achieves a slightly lower accuracy than the two

above-mentioned policies while consuming about half the amount of energy. Therefore,

the max-loss policy provides a good trade-off between accuracy and energy consump-

tion. Additionally, the max-loss policy is the best in terms of both energy and accu-

racy in Scenarios 2 and 3 because it can achieve the highest accuracy while selecting few

agents.

Figure 5.12 shows the total energy consumption of the agents per policy and sce-

nario, until the time that the 80% accuracy level is reached. The absence of a bar in

Figure 5.12 implies that the 80% accuracy level was not reached within the simulated

400s. Comparing the energy consumption in Figure 5.12 to the accuracy levels in Ta-

ble 5.2, a trade-off between time and energy is observed in Scenario 1. Specifically, the

max-sum-dev and max-sum-loss policies reach the 80% accuracy level the fastest. How-

ever, both policies have a higher energy consumption than the max-loss policy, which

reaches the 80% accuracy level 25s later. Another observation is that even though the

policies in Scenario 2 take longer to reach the 80% accuracy level compared to Scenario

1, they consume less energy. Overall, our takeaway message from the energy impact on

the system is:

Result 5.9 The max-loss policy provides a good balance between achieving high accu-

racy levels fairly quickly and consuming less energy due to selecting fewer agents per com-

munication round.

5.7. CONCLUDING REMARKS
This chapter has investigated the agent selection problem for FL in wireless communica-

tion environments. We proposed a generic optimisation problem, which can be adapted

to a range of applications, depending on the needs and capabilities of the network and

the agents. We focused on the important subproblem of latency-constrained networks,
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Figure 5.12: Aggregated energy consumption of agents for every policy and scenario to reach an accuracy level

of 80%.

which is a 0/1 Knapsack problem. We obtained its solution with a pseudo-polynomial

algorithm with low complexity. Extensive simulations showed that the loss is a very

good metric to describe the importance of an agent in the learning process. Addition-

ally, we showed that the policies derived from the optimisation problem perform better

than only channel-aware and only learning-aware policies. Moreover, we showed that

learning-based policies performed well when the agents have few samples and when

the wireless channel could not be largely exploited due to short latency budgets.



6
JOINT VEHICLE SELECTION AND

RESOURCE ALLOCATION WITH

BEAMFORMING

Many algorithms related to vehicular applications, such as enhanced perception of envi-

ronment, benefit from frequent updating and using data from multiple vehicles. Hence,

FL is a promising method to improve the accuracy of algorithms in the context of vehic-

ular networks. In the previous chapter, a general agent selection framework was intro-

duced, which selects agents based on a metric characterising each agent’s importance with

respect to both the learning process and the resource efficiency of its wireless communica-

tion channel. In this chapter, we extend the previously proposed framework to address

the joint agent selection and resource allocation problem in vehicular wireless networks,

considering multi-cell networks with MU-MIMO capable BSs. We approximate the solu-

tion of the defined optimisation problem with the proposed vehicle-beam-iterative (VBI)

algorithm. For the evaluation of the VBI algorithm we perform extensive simulations with

realistic road and mobility models, for the task of object classification of European traffic

signs. The results indicate that MU-MIMO improves the convergence time of the global

model. Furthermore, the application-specific accuracy targets are reached faster in sce-

narios where the vehicles have the same training data set sizes than in scenarios where the

data set sizes are different.

This chapter is based on a report [115].

83
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6.1. INTRODUCTION

In recent years, multiple advances have been made regarding autonomous vehicles. Au-

tonomous vehicles rely on information they receive from sensors, as well as other ve-

hicles and the network, through vehicle-to-vehicle (V2V) and vehicle-to-infrastructure

(V2I) wireless links, respectively, to make decisions for route planning, speed adjustment

and collision avoidance, among others [116]. To ensure driving safety, driving decisions

should be accurate and the communication via the V2V and V2I links should be fast and

reliable. To address these challenges, ML algorithms are widely applied. Examples of ML

applications include optimal radio resource assignment and optimal handover [116].

When driving, the environment is very dynamic and it can change drastically over

time. Additionally, driving should be adjusted based on the location/area and the en-

forced driving rules. Hence, the applied ML algorithms should constantly update based

on new sensor data. The ML algorithms can be further improved by using data from

other vehicles. For example, vehicles can share their camera data to enhance the per-

ception of environment, which then allows vehicles to observe obstacles or dangerous

situations that are out of the reach of their cameras, yet in close proximity [116]. Due to

the distributed nature of the data, FL is a promising method for collaborative learning

in vehicular networks and it is shown to accelerate the learning rate compared to tra-

ditional centralised ML methods [117]. A range of applications has been discussed in

literature that can benefit from FL in vehicular networks, including traffic prediction for

resource management, co-operative perception of environment [85, 118] and steering

wheel angle precision [119].

In Chapter 5, the agent selection problem for FL in resource-constrained wireless

networks has been addressed, by providing an agent selection framework based on the

agent characteristics while also considering an application-specific latency budget. In

this chapter, the previously proposed framework is extended to address the joint agent

selection and resource allocation problem in vehicular wireless networks. Moreover, in

this chapter, road and mobility models are considered as well as a multi-cell network

with MU-MIMO capable BSs.

The joint agent selection and resource allocation problem for wireless networks is ad-

dressed in literature with mostly considering stationary agents and not in the context of

vehicular networks. For example, Chen et al. [112] address the minimisation of the train-

ing loss while considering parameters related to the wireless channels, whereas Zeng et

al. [120] concentrate on minimising the energy consumption. Fan et al. [121] claim to

have the first work that addresses the minimisation of the time duration of each commu-

nication round while also considering a practical mobility model. However, their evalu-

ation does not consider a learning task related to vehicular networks nor they consider
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MU-MIMO capable base stations. One of the few works that addresses FL in vehicular

networks, is by Deveaux et al. [122]. Specifically, they highlight the need for algorithms

addressing the unevenly distributed data and propose a high-level protocol that allows

the network to retrieve information of what kind of data each vehicle has.

The main contributions of this chapter are the following:

• We extend the agent selection framework from Chapter 5 to perform joint vehicle

selection and resource allocation in latency-constrained vehicular wireless net-

works, considering MU-MIMO capable BSs. We then propose the VBI algorithm

to approximate the solution of the defined optimisation problem.

• We perform evaluations in realistic vehicular scenarios, based on road and mobil-

ity models from 3GPP. Moreover, we consider the learning task of object classifi-

cation on the ETSD, which is a relevant data set for vehicular applications.

• We show that MU-MIMO capable BSs improve the convergence time of the global

model because they allow the selection of multiple vehicles on the same time-

frequency resources and improve the quality of the wireless channels. Specifi-

cally, when vehicles have the same data set sizes, the 85% accuracy level is reached

within 2.3 seconds, whereas more than 4 seconds were needed in any scenario

considered in Chapter 5.

• We show that the local loss is a good agent selection metric for scenarios with non-

IID data, assuming that all vehicles have the same data set sizes. When vehicles

have different data set sizes, the loss-based policies do not provide any gains.

• We demonstrate that the convergence time in scenarios where vehicles have dif-

ferent data set sizes is longer than in scenarios where vehicles have the same data

set sizes.

The rest of the chapter is organised as follows. Section 6.2 provides the system model.

In Section 6.3, the joint vehicle selection and resource allocation optimisation problem

is derived and the VBI algorithm is introduced. Section 6.4 provides the configuration

of the considered scenarios and in Section 6.5 the evaluation of the VBI algorithm is

performed, in the considered scenarios. Finally, the conclusions are given in Section 6.6.

6.2. SYSTEM MODEL
Consider a cellular network with one FL server, a set M of BSs, where M = |M| is the

number of BS in the network, and a set V of vehicles, where V = |V| is the number of ve-

hicles in the network. The vehicles and the FL server collaboratively train a global model,
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without requiring the transmission of the data sets gathered by the vehicles, and the BSs

facilitate the communication between the vehicles and the FL server. For that, we as-

sume that the FL server is connected to all BSs with fiber-optic cables, hence their com-

munication latency is negligibly small and that the communication between between

the FL server and the BSs is synchronised. Figure 6.1 illustrates the considered system

model for a simple example network with M = 2 BSs and V = 3 vehicles. Moreover, and

similarly to Chapter 5, each vehicle v ∈ V holds its own training data set Kv and test-

ing data set KT,v , where Kv = |Kv | and KT,v = |KT,v | denote the number of training and

testing data samples available at vehicle v , respectively.

Figure 6.1: A simplified system model for FL in vehicular networks.

Recall the schematic overview of a communication round i from Figure 5.1 in Chap-

ter 5. In this Chapter, we consider the same schematic overview with the only difference

that the FL server is now connected to multiple BSs, as also shown in Figure 6.1. Also

recall from Chapter 5 that the set VG [i ] denotes the vehicles participating in the learn-

ing process, τT,v and τUL,v denote the training time and uploading time of vehicle v ,

respectively, and τAPP,MAX is the application-specific deadline. In contrast to Chapter 5,

we now also consider the broadcast time in the DL channel, denoted as τDL, which is

network-dependent and fixed for every communication round. It is typically set such

that a minimum bit rate is ensured at the cell edge, as it will be explained in detail later

on. Therefore, and with using (5.1), in this chapter, we perform vehicle selection and

resource allocation over a time period

τT+UL ≤ τAPP,MAX −τDL, (6.1)

at every communication round. In other words, at every communication round, the

selected vehicles train and upload their local model within the time interval τT+UL.

In reality, during the time interval τT+UL, there are multiple scheduling time slots, and

hence multiple resource allocation moments, occurring on a ms-level. The scheduling
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decision at every time slot depends on the experienced SNR of the vehicles, which vary

on a ms-time scale due to mobility. In this chapter, we focus on the resource allocation

problem from a higher time scale perspective. Hence, we perform periodic resource

allocation over a period τT+UL and we assume that the effects occurring on the ms-level,

e.g. multipath fading, can be averaged.

Regarding the learning model, we consider the same model as presented in Section

5.2.1. The remainder of this section presents the communication model and the antenna

model.

6.2.1. COMMUNICATION MODEL

We consider that the BSs and the vehicles are equipped with beamforming antenna ar-

rays to form narrow and strong beams. Specifically, beam pairs are formed between the

BSs and the vehicles and the same beam pair is used for both the UL and DL transmis-

sions [33], as also explained in Section 2.6.3. Moreover, we assume that the BS and vehi-

cle beams are directly pointing at each other and hence interference between different

transmissions is neglected. For the BS antenna array, we assume a GoB mode, i.e. a BS

m ∈M can form a pre-defined set of beams Bm in the 3D space. We further assume that

all BSs have the same set of beams and thus each BS m has BM = |Bm | beams. Regarding

the antenna array of the vehicles, we assume a single beam that can be steered in any

direction. The detailed modelling of the antenna arrays is provided in Section 6.2.2.

Considering MU-MIMO capable BSs, transmissions from multiple vehicles, using

different reception beams at the serving cell, can occur on the same frequency resources

at a given time, as it was explained in Section 2.3.3. Additionally, beams from multiple

vehicles can be paired to the same BS beam and assuming wideband transmissions, i.e.

transmissions on all frequency resources in a beam, the related vehicles can perform

their UL transmission to the same BS beam in different time intervals. Therefore, dur-

ing communication round i , a vehicle v ∈ VG [i ] is assigned to beam b ∈ BTOT (of BS

m ∈M) for a fraction of the time period τT+UL, where BTOT = ∪m∈MBm is the set with

all BS beams and BTOT = |BTOT| = BM M is the total number of beams in the network.

Moreover, we assume that during the period τT+UL, vehicles stay connected to the same

beam. An analysis is later on carried out to indicate under which range of latency bud-

get τAPP,MAX this assumption holds. From here onwards, for the sake of simplifying the

notations, we omit the dependency to BS m ∈M as it is implicitly captured via the beam

b ∈BTOT.

For the transmission of the local model, and as an input for deriving the periodic

resource assignment, we estimate the bit rate Rvb of vehicle v from beam b ∈BTOT with

Rvb = B min
(
log2

(
1+10Γvb /10) ,15

)
, (6.2)
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where 15 bits/Hz/s is the target peak spectral efficiency in the UL channel in 5G [30].

Also, B denotes the system bandwidth in MHz andΓvb is the estimated UL SNR at vehicle

v from beam b and it is given in dB by

Γvb = PV,MAX +GV ,vb +GM ,vb +GT,vb −PNOISE −N Fb , (6.3)

where PV,MAX is the maximum transmit power of the vehicles in dBm, GV ,vb and GM ,vb

are the vehicle and BS antenna gains in dBi, respectively, GT,vb is the transmission gain

between vehicle v and the BS that beam b belongs to in dB, PNOISE is the thermal noise

power in dBm and N Fb is the noise figure at the BS that beam b belongs to in dB. The

transmission gain GT,vb is given by (5.5) when applying the distance dvb between vehicle

v and the BS that beam b belongs to. Because of the periodic nature of the resource as-

signment approach and the assumption that vehicles stay connected to the same beam

during the period τT+UL, the SNR Γvb is assumed to be constant during the period τT+UL.

Finally, the time duration τDL of the broadcast is fixed as the broadcast bit rate is

constant and set such that a minimum bit rate is ensured at the cell edge. Moreover, it is

assumed that there are many vehicles in the network, spread in different directions, and

therefore all BS beams are used in the broadcast. For the derivation of the broadcast bit

rate, the network layout and antenna array configuration are taken into consideration,

which are given along with the broadcast time τDL in Section 6.4.3.

6.2.2. ANTENNA MODEL

In this chapter, we assume for both the BSs and the vehicles, uniform planar rectangular

array (UPRA) with a total of NE ,k antenna elements, where k = M for the BS antenna

arrays and k =V for the vehicle antenna arrays. The antenna elements are positioned at

dE = 0.5λ spacing in both the horizontal and vertical plane, where λ is the wavelength.

We assume that each antenna element has an omnidirectional radiation pattern, thus

the gain per antenna element GE = 0 dBi, and the number of antenna elements in the

horizontal and vertical plane are equal.

As previously mentioned, the antenna array at each BSs is configured in the GoB

mode. We approximate the beams formed by the vehicles and all beams in the GoB,

regardless of their direction, to have one continuous uniform side lobe. Moreover, all

beams in the GoB are assumed to have the same HPBW. Additionally, given the sym-

metry of the antenna arrays, the HPBW ∆ϕk and the FNBW ϕ0,k in the azimuth and

elevation planes are assumed to be equal and they are given by [32, 123]

∆ϕk ≈ 2

[
π

2
−cos−1

(
1.391λ

πdE
√

NE ,k

)]
≈

√
3

NE ,k
, (6.4)
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ϕ0,k = 2

[
π

2
−cos−1

(
λ

dE
√

NE ,k

)]
. (6.5)

The number of beams in the GoB, is given by BM = B A,M BE ,M , where B A,M and BE ,M

denote the number of beams in the azimuth and elevation planes, respectively, and the

number of beams in the GoB is calculated from the FNBW ϕ0,M . Specifically, setting the

boresight direction of each beam at the null of its adjacent beam, the angular resolution

φB ,M = ϕ0,M
2 , for both the azimuth and elevation planes. Thus, the number of beams

in a given plane, i.e. B A,M , BE ,M , is given by dividing the angular range of the antenna,

e.g. for the azimuth plane the angular range is 120◦ for three-sectorised antennas, by the

angular resolution φB ,M . The configuration of the UPRAs considered in this chapter, are

given in Section 6.4.3.

The effective beam gains G A,vb and GE ,vb experienced by vehicle v from beam b in

the azimuth and elevation planes, respectively, are given by [73]:

G A,vb =−min
{

12

(
ϕvb

∆ϕM

)2

,FBRM

}
+GM ,MAX

GE ,vb = max
{
−12

(
ϑvb

∆ϕM

)2

,SLLM

}
,

(6.6)

whereϕvb is the angle off the boresight direction of beam b, ϑvb is the negative elevation

angle relative to the direction of beam b, FBRM is the front back ratio in dB, GM ,MAX is

the maximum gain in dBi and SLLM is the side lobe level in dB, relative to the maximum

gain of the main lobe. The maximum beam gain GM ,MAX is given, in dBi, by

GM ,MAX = 10log(NE ,M )+GE . (6.7)

The side lobe gain GS,M of each beam for the UPRA is given, in dBi, by [123]

GS,M = 10log


√

NE ,M −
p

3
2π NE ,M sin

( p
3

2
p

NE ,M

)
√

NE ,M −
p

3
2π sin

( p
3

2
p

NE ,M

)
, (6.8)

and therefore the side lobe level is given, in dBi, by

SLLM =GM ,MAX −GS,M . (6.9)

We further assume [123] that SLLM =−FBRM . The total BS beam gain at vehicle v from

beam b is then given,in dB, by

GM ,vb =G A,vb +GE ,vb . (6.10)
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For the beams formed at the vehicles we assume that they can be steered to the direc-

tion of the serving BS beam b. Therefore, the vehicle antenna gain GV ,vb is equal to the

maximum vehicle beam gain GV ,MAX, given in dBi by

GV ,vb =GV ,MAX = 10log(NE ,V )+GE . (6.11)

6.3. PROBLEM FORMULATION AND ANALYSIS
In real-world applications, vehicles are diverse in terms of their training data as well as

processing capabilities to train their local model and wireless channel quality. In this

section we define the vehicle importance metric to characterize the vehicles. We then

present the latency considerations, which also depend on the processing capabilities

and the wireless channel quality of the vehicles. We then combine the vehicle impor-

tance with the latency considerations to formulate the joint vehicle selection and re-

source allocation optimization problem. Finally, the VBI algorithm is introduced as an

approximation to the optimisation problem.

To address the joint vehicle selection and resource allocation problem, we consider

two optimisation parameters; one related to the vehicle selection and one related to the

beam/resource allocation. Specifically, the optimisation parameter s[i ] is a V ×1 vector

containing the selected vehicles for communication round i and sv [i ] = 1 when vehicle

v is selected for training, and otherwise sv [i ] = 0. We define the V ×BTOT optimisation

matrix A[i ], with Avb[i ] ∈ {0,1}, holding the beam associations between the selected ve-

hicles and the BS beams. Assuming that all selected vehicles stay connected to one and

the same beam during the time interval τT+UL, it must hold that

A[i ] · 1BTOT×1 = s[i ], (6.12)

where 1BTOT×1 denotes the all ones BTOT ×1 vector.

6.3.1. VEHICLE CHARACTERISATION

To capture the diversity of the vehicles, we use the vehicle importance qvb[i ], which is the

metric governing the vehicle selection and resource allocation problem at communica-

tion round i . Similarly to Chapter 5, the vehicle importance qvb[i ] captures the trade-off

between the importance qL,v [i ] of vehicle v in the learning process against its resource

consumption on beam b.

Based on the results of Chapter 5, we characterise the importance qL,v [i ] of vehicle

v in the learning process in terms of the loss F (WG ,v [i ]). Moreover, this chapter focuses

on the trade-offs between the learning and wireless communication performance mea-

sures. Therefore, for the resource consumption of vehicle v on beam b, we only consider

the consumption CR,vb[i ] of the transmission resources, which is given by (5.6), when
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applying the bit rate Rvb of vehicle v on beam b. Then, the importance qvb[i ] of vehicle

v on beam b at communication round i , is given by

qvb[i ] = F (WG ,v [i ])ρ

C 1−ρ
R,vb[i ]

, (6.13)

where ρ ∈ [0,1] is a constant to tune the relative significance of the learning impor-

tance and the resource consumption. We further define the V × BTOT matrix Q[i ] =
[q1[i ], · · · ,qBTOT [i ]], where qb[i ] is a column vector holding the importance qvb[i ] of each

vehicle v on beam b.

6.3.2. LATENCY CONSIDERATIONS

In Chapter 5, we considered a fixed amount of available UL transmission resources CR,MAX,

which was expressed as a product of the bandwidth and the upload time. Because we

assume wideband scheduling, for the sake of simplicity, in this chapter, we express the

transmission resources CR,MAX only in terms of time. Therefore, the selected vehicles

should perform their UL transmission within the available transmission resources CR,MAX,

where the UL transmission time τUL,vb[i ] of vehicle v on beam b at communication

round i is given by

τUL,vb[i ] = Z

Rvb[i ]
, (6.14)

where Z is the size of the model in MB.

The vehicles selected to participate in communication round i , should train and up-

load their local model within a time interval τT+UL = τAPP,MAX −τDL. When the vehicles

have different training times τT,v , as defined in (5.7), the local training time duration of

each vehicle should be taken into consideration. Specifically, each BS beam becomes

active, i.e., receives UL data, for the first time when the vehicle with the shortest training

time that is assigned to that beam finishes its local training. To that end, we define the

column vector τL = [τL,1, · · · ,τL,BTOT ]⊺ to indicate the start time of the UL transmissions

per beam. Also, we introduce the V ×BTOT auxiliary matrix T̂L = [τ̂L,1, · · · , τ̂L,BTOT ] to as-

sociate the training time τT,v of each vehicle v to its assigned beam, where τ̂L,b is a V ×1

vector indicating the training times of the vehicles assigned to beam b

T̂L[i ] = (τT · 11×BTOT )◦A[i ], (6.15)

where τT = [τT,1, · · · ,τT,V ]⊺ holds the training time τT,v of every vehicle v and ◦ is the

Hadamard product. Then, the start time of the UL transmissions at beam b ∈ BTOT is

given by

τL,b[i ] = min
1≤v≤V

τ̂L,b[i ]. (6.16)
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Selected vehicles can be co-scheduled on the same beam if they can jointly finish

their UL transmissions within a time interval which varies per beam and depends on

the training time of each vehicle assigned to the given beam. Hence, the condition for

co-scheduling is

11×V · (TUL[i ]◦A[i ])≼ (τAPP,MAX −τDL) 11×BTOT −τL
⊺(A[i ]), (6.17)

where TUL[i ] = [τUL,1[i ], · · · ,τUL,BTOT [i ]] is the V × BTOT upload time duration matrix,

where τUL,b[i ] is a V ×1 vector with the upload time duration τUL,vb of each vehicle v on

beam b, ⊺ denotes the transpose operator, ≼ denotes the element-wise inequality and

τL(A[i ]) denotes the dependence on A[i ]. Figures 6.2(a) and 6.2(b) show two examples

of assigning two vehicles to one beam. In both examples, the start time of the UL trans-

missions is equal to τL,b = min{τT,1,τT,2} = τT,1 and thus the transmissions from both

vehicles should jointly be performed in a time interval of duration τAPP,MAX −τDL −τT,1.

Figure 6.2(a) illustrates that the two vehicles cannot be co-scheduled on the same beam

because τUL,1 +τUL,2 > τAPP,MAX −τDL −τT,1 and thus the constraint in (6.17) is violated,

whereas Figure 6.2(b) shows that the two vehicles can be co-scheduled because their

joint UL transmission time is short enough to fulfill the constraint in (6.17).
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Figure 6.2: Examples of assigning two vehicles to one beam, where each example considers different combi-

nations of local training latency and uplink transmission duration.

The fulfilment of (6.17) alone does not guarantee that vehicles, assigned to a given

beam, can train and transmit within the time interval τT+UL = τAPP,MAX −τDL. The beam

may be idle i.e., not actively receiving UL data, during the UL transmission interval, that

also needs to be taken into account. Consider again the example of assigning two vehi-

cles to one beam and that τL,b = min{τT,1,τT,2} = τT,1, as also shown in Figures 6.2(c) and

6.2(d). Therefore, the UL transmissions should be completed within a time interval of
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duration τAPP,MAX−τDL−τT,1. Even though (6.17) is fulfilled, the example in Figure 6.2(c)

illustrates that the two vehicles should not be co-scheduled because there is an unac-

counted time interval, between the time that vehicle 1 finished its UL transmission and

the time when vehicle 2 finished its local training, when the beam is idle. Figure 6.2(d)

illustrates an example where both vehicles can be co-scheduled, regardless of the beam

idle time. The key difference between the examples in Figures 6.2(c) and 6.2(d) is that

in Figure 6.2(c) the time needed by vehicle 2 to train and upload its data τT,2 +τUL,2 ex-

ceeds the scheduling interval τT+UL = τAPP,MAX−τDL. Therefore, an additional constraint

is needed to ensure that selected vehicles can train and upload their model within the

scheduling interval τT+UL = τAPP,MAX −τDL, which is given by

τT + (TUL[i ]◦A[i ]) · 1BTOT×1 ≼ (τAPP,MAX −τDL)1BTOT×1. (6.18)

6.3.3. PROBLEM FORMULATION

For a given communication round i , we formulate the following joint vehicle selection

and resource allocation optimisation problem to maximise the total vehicle importance:

max
s[i ],A[i ]

Tr(Q[i ] ·A⊺[i ]) (6.19a)

subject to A[i ] · 1BTOT×1 = s[i ], (6.19b)

11×V · (TUL[i ]◦A[i ])≼ (τAPP,MAX −τDL) 11×BTOT −τL
⊺(A[i ]), (6.19c)

τT + (TUL[i ]◦A[i ]) · 1B×1 ≼ (τAPP,MAX −τDL)1BTOT×1, (6.19d)

s[i ] ∈ {0,1}V ×1, (6.19e)

A[i ] ∈ {0,1}V ×BTOT , (6.19f)

where Tr(·) denotes the trace of a matrix i.e. the sum of the elements in the diagonal. The

binary optimization variable s[i ] indicates whether a vehicle is selected and the binary

optimization matrix A[i ] indicates the beam on which the selected vehicles are assigned

to. Constraint (6.19b) indicates that the vehicles participating in the learning process at

communication round i should be associated with exactly one beam in one cell. Con-

straint (6.19c) shows that vehicles can be co-scheduled on the same beam only if they

can jointly finish their UL transmissions within the related time interval. Finally, con-

straint (6.19d) indicates that all selected vehicles should be able to train and transmit

their local models within the scheduling interval τT+UL = τAPP,MAX −τDL.

It is worth mentioning that the optimisation problem in (6.19) resembles the agent

selection framework in (5.9) in Chapter 5. Specifically, constraints (6.19c) and (6.19d) are

a generalisation of constraints (5.9b) and (5.9c). This shows the usefulness of the agent
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selection framework in Chapter 5 and that it can be easily extended to the joint vehicle

selection and resource allocation problem.

In the optimisation problem in (6.19), the selection of vehicles s[i ] is defined based

on the beam associations A[i ] using (6.19b). Therefore, we can reduce the optimisation

parameters by combining (6.19b) and (6.19e), which leads to the following optimisation

problem

max
A[i ]

Tr(Q[i ] ·A⊺[i ]) (6.20a)

subject to A[i ] · 1BTOT×1 ≼ 1V ×1, (6.20b)

11×V · (TUL[i ]◦A[i ])≼ (τAPP,MAX −τDL) 11×BTOT −τL
⊺(A[i ]), (6.20c)

τT + (TUL[i ]◦A[i ]) · 1BTOT×1 ≼ (τAPP,MAX −τDL)1V ×1, (6.20d)

A[i ] ∈ {0,1}V ×BTOT . (6.20e)

The optimisation problem (6.20) is non-linear, because the vector τL
⊺(A[i ]) requires

the evaluation of a min(·) function, as shown in (6.16). To that end, we define a relaxed

version of the optimisation problem (6.20) by setting the same training time τT for all

vehicles, which eliminates the need of the min(·) function. Such a relaxation is achieved

by considering that all vehicles have the same data set size Kv and the same processing

capabilities. Additionally, the constraint (6.20d) is not needed in the relaxed problem

because it is already satisfied with constraint (6.20c). Then, the relaxed optimisation

problem where the vehicles have the same training times is given by

max
A[i ]

Tr(Q[i ] ·A⊺[i ]) (6.21a)

subject to A[i ] · 1BTOT×1 ≼ 1V ×1, (6.21b)

11×V · (TUL[i ]◦A[i ])≼ (τAPP,MAX −τDL −τL) 11×BTOT , (6.21c)

A[i ] ∈ {0,1}V ×BTOT . (6.21d)

For problems with a small number of variables and constrains, the optimal solution

of the relaxed optimisation problem in (6.21) can be given with integer linear program-

ming. In this chapter, we invoke the COIN-OR branch and cut (CBC) solver [124] for the

solution of the problem in (6.21). Furthermore, we design a heuristic algorithm, namely

the VBI algorithm, to approximate the solution of problem (6.20) and consequently, the

VBI algorithm can also approximate the solution of problem (6.21).

6.3.4. VEHICLE-BEAM-ITERATIVE ( VBI) ALGORITHM

The VBI algorithm indicates which vehicles are selected for training at each communi-

cation round and assigns the selected vehicles to an appropriate BS beam. Hence, the
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VBI algorithm forms vehicle-beam pairs with the aim to maximise the total vehicle im-

portance. First, the VBI algorithm finds the best serving beam for each vehicle. Then,

based on the results, the vehicle, which is best served on each beam is assigned to that

beam. Therefore, at most one vehicle is assigned to each beam at a given iteration and

the optimization matrix A, holding the vehicle-beam pairs, is updated. The process re-

peats for multiple iterations until the matrix A is fully defined. For the calculations, the

VBI algorithm takes as input the training times τT of the vehicles, the upload times τUL

of the vehicles per beam, the importance Q of vehicles per beam and the time period

τT+UL = τAPP,MAX−τDL. The outputs of the VBI algorithm are the total vehicle importance

QTOT and the matrix A. The VBI algorithm is described in Algorithm 1 and explained in

detail as follows.

First, in lines 1-4, the initialisation steps are performed. In line 1, the vehicle-beam

matrix A is initialised by setting Avb = 0 to all vehicle-beam pairs that do not satisfy con-

straint (6.20d), i.e., τT,v +τUL,vb ≤ τAPP,MAX −τDL. In line 2, a vector τB, holding the up-

load latency budget for every beam is defined and it is initialised with the time period

τAPP,MAX −τDL. In line 3, the vector τL holding the training time per beam, i.e. the start

time of the UL transmissions, is initialised to zero. Finally, in line 4, the total vehicle

importance QTOT is initialised to zero.

After the initialisation step, from line 5 onwards, the algorithm repeats continuously

until the matrix A is fully defined. As previously mentioned, at most one vehicle is as-

signed to each beam per iteration and hence at most V iterations are performed. Each

iteration consists of the following five steps:

• STEP 1 (lines 6-7): For each vehicle v ∈ V that has not already been selected for

training, the beam b∗ that maximises the importance qvb of the vehicle is found,

assuming that Avb ̸= 0.

• STEP 2 (lines 8-10): From line 8 onwards, the algorithm iterates over all beams

to define per beam b ∈ BTOT whether or not a vehicle will be assigned to it and

which vehicle that will be. Depending on whether or not a vehicle is assigned to the

beam, different steps are followed later on. Therefore, in line 9 a decision variable

is initialised to False. Then, in line 10, based on the derived potential vehicle-

beam pairs from step 1 (line7), the vehicle v∗ that has the highest importance qvb

on each beam b is selected.

• STEP 3 (lines 11-16): In this step a decision is taken on whether or not the selected

vehicle v∗ can be scheduled on beam b. In line 11, it is checked whether or not

vehicle v∗ is the first vehicle to be scheduled on beam b. If it is the first one, line 12

sets the training time τL,b at beam b equal to the training time τT,v∗ of vehicle v∗
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Algorithm 1 The Vehicle-Beam-Iterative (VBI) Algorithm

Input: Training time τT of vehicles, upload time TUL of vehicles per beam, importance

Q of vehicles per beam and time period τAPP,MAX −τDL

Output: Vehicle selection and beam allocation A and total vehicle importance QTOT

1: Set Avb = 0 if τT,v +τUL,vb > τAPP,MAX −τDL for each vehicle v ∈V and beam b ∈BTOT

2: Set τB,b = τAPP,MAX −τDL for each beam b ∈BTOT

3: Set τL,b = 0 for each beam b ∈BTOT

4: Set QTOT = 0

5: while matrix A not fully defined do

6: for every vehicle v ∈V not yet selected do

7: Find b∗ = argmaxb∈BTOT
(qvb), given that Avb ̸= 0

8: for every beam b ∈BTOT do

9: Set scheduled = False

10: Find v∗ = argmaxv∈Vb
(qvb), where Vb holds the vehicles selecting beam b as

their b∗

11: if v∗ is the first vehicle scheduled on beam b, i.e. τL,b = 0 then

12: Set training time τL,b = τT,v∗

13: Set scheduled = True

14: else if τUL,v∗b ≤ τB,b −min(τL,b ,τT,v∗ ) then

15: Set training time τL,b = min(τL,b ,τT,v∗ )

16: Set scheduled = True

17: if scheduled = True then

18: Set Av∗b = 1

19: Set Av∗b̂ = 0 for all other beams b̂ ∈BTOT \ b

20: Update τB,b−= τUL,v∗b

21: Update total importance QTOT+= qv∗b

22: for every vehicle v ∈V not yet selected do

23: for every beam b ∈BTOT do

24: if τUL,vb > τB,b −τL,b then

25: Avb = 0

26: return A, QTOT

and line 13 sets the decision variable to True. If vehicle v∗ is not the first vehicle to

be scheduled on beam b, line 14 evaluates according to constraint (6.20c) whether

or not vehicle v∗ can be co-scheduled with the other vehicle(s) already scheduled

on beam b. If vehicle v∗ can be co-scheduled, in line 15, the training time τL,b at

beam b is set to the minimum time between the training time τL,b set in a previous
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iteration, when scheduling a different vehicle, and the training time τT,v∗ of the

newly scheduled vehicle v∗. Also, line 16 sets the decision variable to True.

• STEP 4 (lines 17-21): If vehicle v∗ is scheduled on beam b, i.e. the decision vari-

able is True, line 18 sets the appropriate new entry in the vehicle-beam A matrix,

i.e. Av∗b = 1. Then, line 19 sets Av∗b̂ = 0 for all other beams b̂ ∈BTOT \ b because

each vehicle can only be assigned to one beam. Next, line 20 updates the upload-

ing latency budget τB,b accordingly and line 21 increases the total vehicle impor-

tance QTOT with the importance qv∗b of the newly scheduled vehicle. In case that

vehicle v∗ is not scheduled, i.e. the decision variable is False, no action is taken

and the vehicle can be re-considered for scheduling in the next iteration.

• STEP 5 (lines 22-25): After iterating over all beams and before starting a new it-

eration as a result of line 5, an update step takes place. Specifically, lines 22-25

discard vehicle-beam pairs, i.e. Avb = 0, that cannot fulfil constraint (6.20d) due to

the newly scheduled vehicles of the given algorithm iteration.

Finally, once all iterations are completed, line 26 returns the vehicle-beam matrix A and

the total vehicle importance QTOT.

The complexity of the algorithm can be split in two parts. The first part relates to the

initialization steps, which have complexity O(V BTOT) due to the calculations in line 1.

The second part relates to STEPS 1-5, which also have complexity O(V BTOT), for a single

beam iteration. As previously mentioned, the algorithm performs at most V iterations

and hence, the complexity is O(V 2BTOT).

Because the VBI algorithm depends on the importance qvb , the value of the tuning

parameter ρ influences the behaviour of the algorithm. Specifically, when ρ = 0, the

importance qvb depends only on the resource consumption CR,vb , which essentially de-

pends on the bit rate Rvb and hence varies per beam. Therefore, to maximise the total

vehicle importance, the algorithm selects the vehicles with the strongest wireless chan-

nels and assigns them to the beams that they experience the highest bit rate Rvb . This

way, the VBI algorithm maximises the number of selected vehicles and it is expected that

it provides a close to optimal solution.

On the other hand, when the tuning parameter ρ = 1, the importance qvb depends

only on the training loss F (WG ,v ), which is independent of the beam. Therefore, when

ρ = 1, the VBI algorithm gives priority to the vehicles with high training loss F (WG ,v ) and

they may be assigned on a sub-optimal beam, in terms of the resource consumption

CR,vb . However, the algorithm does take the latency constraints into account and hence,

the shorter the latency budget τAPP,MAX is, the more likely is for a vehicle to be assigned

on the beam it experiences the lowest resource consumption CR,vb (and highest bit rate
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Rvb). If a vehicle is assigned to a sub-optimal beam, in terms of the resource consump-

tion CR,vb , more resources will be consumed, which in return will limit the total number

of selected vehicles.

6.4. SCENARIO CONFIGURATION
This section presents the considered scenarios to evaluate the performance of the VBI

algorithm. For the evaluations, we consider the object classification task on the ETSD,

using the same CNN architecture and configuration as in Section 5.5.1. Next, the base-

line algorithms, which will be compared against the VBI algorithm are presented. Finally,

the wireless scenario is presented.

6.4.1. LEARNING SCENARIOS

In the analysis we consider scenarios with V = 50 vehicles and both IID and non-IID

data. Moreover, we perform evaluations for the relaxed problem in (6.21), where all ve-

hicles have the same training data set size and the original problem in (6.20), where ve-

hicles have different training data set sizes. Hence, we consider in total four learning

scenarios. The configuration of each learning scenario is summarised in Table 6.1 and

explained in more detail as follows:

• Scenario 1: Same data set size with IID data: All vehicles have the same number

of training samples Kv = 150, which are evenly distributed over the ten classes.

• Scenario 2: Same data set size with non-IID data: All vehicles have the same num-

ber of training samples Kv = 150, which are unevenly split over two classes such

that on average all classes are equally represented in the training data set K.

• Scenario 3: Different data set sizes with IID data: The vehicles have a different

number of training samples Kv , which are unevenly split over the ten classes. The

number of samples per class per vehicle is drawn from a Poisson distribution with

a rate of 15.

• Scenario 4: Different data set sizes with non-IID data: The vehicles have different

number of training samples Kv , which are unevenly split over two classes. The

number of samples for each of the two classes per vehicle is drawn from a Poisson

distribution with a rate of 75.

Additionally, in all four scenarios, for the calculation of the loss F (WG ,v [i ]) of vehicle

v at communication round i , the categorical cross-entropy loss function is applied on

the testing data set KT,v , which is unique for every vehicle and three times smaller than

the training data set Kv . Moreover, the split of the testing data set among the vehicles
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Table 6.1: Configuration of the four learning scenarios.

Parameter
Same data set sizes Different data set sizes

IID non-IID IID non-IID

Number of classes

per vehicle
10 2 10 2

Training samples Kv

per vehicle
150 150

150

(on average)

150

(on average)

Training samples per

class per vehicle
15

75

(on average)

15

(on average)

75

(on average)

Testing samples KT,v

per vehicle
50 50

50

(on average)

50

(on average)

Testing samples per

class at FL server
100 100 100 100

and the classes is similar to the split of the testing data set. Finally, in all scenarios, the

accuracy of the global model is measured at the FL server based on its specific testing

data set, which consists of 100 samples per class.

For the training, in all four scenarios, the vehicles invoke the SGD optimiser with

learning rate η= 0.05, batch size sB = 64 and with each vehicle performing nLE = 2 local

epochs. The number of FLOPs required from the vehicles to train the CNN for a batch

size sB = 64 is measured by the Keras library, in Python, which is nFLOP,G = 6.55 GFLOPs.

Regarding the hardware of the vehicles, in all four learning scenarios we consider the

processing capabilities gv = 64 GFLOPs per second. Therefore, the training time τT,v of

vehicle v , as given by (5.7) depends on the number of training Kv samples at vehicle v ,

which depends on the learning scenario.

6.4.2. BASELINE ALGORITHMS

To evaluate the performance of the VBI algorithm we consider two baseline algorithms,

namely the max-loss-rate and the random-rate algorithms, which are based on the

max-loss and random policies, respectively, in Chapter 5, in regards to vehicle selection.

The indication of rate in the name of the algorithms relates to the beam assignment.

Specifically, the max-loss-rate algorithm aims to maximise the sum of the losses over

all selected agents based on a rate-based beam assignment. First, it sorts the vehicles

in descending order based on their loss F (WG ,v ) and selects as many vehicles as pos-

sible until the constraints in (6.20) are violated. Each selected vehicle v is assigned to

the beam b∗ that it experiences the lowest resource consumption CR,vb∗ . If a vehicle
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v cannot be assigned to its best beam b∗, the vehicle v is not selected for training. The

random-rate algorithm is implemented similarly with the only difference that it iterates

over the vehicle list in a random order.

6.4.3. WIRELESS SCENARIO

For the wireless communication scenario, we consider an urban macro environment at

fC = 3.5 GHz and a bandwidth of B = 50 MHz [30, 125]. For the wireless propagation we

assume a path loss exponent γ = 3.7 and shadowing with σSF = 8 dB, which are typical

values for outdoor dense urban environments [40]. The considered area is covered by

M = 7 three-sectorised BSs that are placed on a hexagonal grid with inter-site distance

of 500m at a height of 25m [30]. Each sector is equipped with a 4×4 UPRA that is capable

of simultaneously forming BM = 12 beams.

In urban macro deployments a high number of vehicles is expected, which drive

around an urban grid consisting of three 433m x 250m blocks and thus an area of size

433m x 750m [30]. Each street around the block has a total of 4 lanes and there are 2 lanes

per driving direction. The lane width is 3.5m [30]. Moreover, the vehicles are driving with

a speed of 60 km per hour and their antennas are placed at a height of 1.6m [125]. At the

intersections the vehicles have a probability of 0.5 to keep driving straight ahead, 0.25

to go left and 0.25 to go right [125]. Finally, each vehicle is equipped with a 2×2 UPRA

which can steer the beam to the direction of the beam formed at the respective sector.

Based on the considered UPRA model, as defined in Section 6.2.2, an analysis is car-

ried out in Appendices A.1.1 and A.1.2 to define the beam directions of the GoB. The de-

rived beam directions are the same at all sectors and they are the following: −45◦,−15◦,15◦

and 45◦ in the azimuth plane and 17◦,47◦ and 77◦ in the elevation plane. Based on the

derived beam directions, a coverage analysis is performed in Appendix A.2.1 and it re-

vealed that all roads are covered, i.e. RSRP > −120 dBm, by the beams pointing at the

cell edge. Therefore, for our evaluation we only consider the four cell edge beams. The

rest of the UPRA parameters for both the BSs and the vehicles, are calculated in Appen-

dices A.1.2 and A.1.4 and they are summarised in Table 6.2.

Previously it was assumed that during a given communication round, the vehicles

stay connected to one and the same beam. Therefore, in Appendix A.1.3 we approxi-

mate the time that a vehicle stays connected to a single beam. From the analysis, it is

estimated that vehicles stay connected to a cell edge beam for up to 10.4−17.0 seconds.

This time interval serves as an upper bound to the latency budget τAPP,MAX to ensure that

the assumption that vehicles stay connected to one and the same beam is not violated.

In Appendix A.2.2 we calculate the bit rate at the cell edge at 105 Mbps, which can

also serve as the broadcast bit rate. Considering that the FL model size is Z ≈ 13.4 MB,

the broadcast time duration is τDL ≈ 1.02 seconds. Finally, we set the latency budget
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Table 6.2: Parameters of the UPRAs at the BSs and the vehicles.

Parameter Value Parameter Value

PM,MAX 49 dBm PV,MAX 23 dBm

N FM 5 dB N FV 9 dB

GM,MAX 12 dBi GV,MAX 6 dBi

∆ϕM 25◦

SLLM 19.1

τAPP,MAX = 2.5 seconds, which allows to schedule at least one vehicle per beam.

6.5. EVALUATION

This section presents the evaluation of the VBI algorithm. First, in Section 6.5.1 the rela-

tive performance of the VBI algorithm to the optimal solution of the problem in (6.21) is

studied. Then, we evaluate the VBI algorithm against the baseline algorithms presented

in Section 6.4.2, in terms of the accuracy of the global model. For this evaluation, we

consider the four learning scenarios as presented in Section 6.4.1. Specifically, Sections

6.5.2 and 6.5.3 show the results for the scenarios where vehicles have the same and dif-

ferent data set sizes, respectively. Finally, in Section 6.5.4, we compare the four learning

scenarios in terms of how long it takes to reach a certain accuracy level. We present the

results of the four learning scenarios as an average of 15 independent simulations and

the source code generating all data is available in [114].

6.5.1. VBI ALGORITHM RELATIVE PERFORMANCE

We evaluate the VBI algorithm in regards to the problem in (6.21), i.e. when vehicles have

the same training data set sizes. For the evaluation, we compare the performance of the

VBI algorithm, in terms of the total vehicle importance QTOT, to the one of the optimal

solution, which is given by the CBC solver. For the comparison, three different values

of the tuning parameter ρ are considered: the two extreme cases of ρ = 0 and ρ = 1 and

the case of ρ = 0.8, which leads to a similar value range for the local loss F (WG ,v ) and

the resource consumption CR,vb . Moreover, the number of vehicles V in the network is

also varied. Finally, the comparison is performed after communication round 0 for the

scenario with non-IID data and the obtained results are averaged over 1000 independent

simulations.

Figure 6.3 shows that for the extreme case of ρ = 0, the VBI algorithm provides a

close to optimal solution, regardless of the number of vehicles in the network, as it was

expected from the qualitative analysis in Section 6.3.4. That is because, under configura-
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Figure 6.3: Relative performance of the VBI algorithm to the optimal solution, for the problem where vehicles

have the same training data set sizes.

tionρ = 0, the VBI algorithm selects the vehicles with the strongest wireless channels and

assigns them to the beam they experience the lowest resource consumption CR,vb . Con-

sequently, the VBI algorithm maximises the number of scheduled vehicles, which leads

to a close to optimal total vehicle importance QTOT. For the remainder of the evaluation

section, we refer to the VBI algorithm with ρ = 0 as VBI-rate.

At the other extreme case of ρ = 1, the VBI algorithm prioritises the selection of ve-

hicles with high loss F (WG ,v ), which might be assigned to a sub-optimal beam, as it was

explained in Section 6.3.4. Figure 6.3 shows that the relative performance of the VBI al-

gorithm when ρ = 1 is lower than when ρ = 0, which is a result of the sub-optimal beam

assignment. Specifically, the sub-optimal beam assignment leads to a higher resource

consumption, which in return limits the total number of vehicles that can be scheduled

and consequently the total vehicle importance QTOT. Figure 6.3 also shows that the per-

formance further decreases with the number of vehicles in the network, because there is

a higher chance that a vehicle will be assigned to a sub-optimal beam. For the remainder

of the evaluation section, we refer to the VBI algorithm with ρ = 1 as VBI-loss.

When ρ ∈ (0,1), and specifically ρ = 0.8 in this comparison, Figure 6.3 shows that

the VBI algorithm performs worse than when ρ = 0 but better than when ρ = 1. This is

because the tuning parameter ρ configures the vehicle importance qvb to take almost

equally into account the resource consumption CR,vb and the loss F (WG ,v ). Therefore,

during beam assignment there is some distinction among the beams to define which is

the best serving beam in terms of the resource consumption CR,vb but this distinction

is not as prominent as with ρ = 0. Hence, the larger the ρ is, the less distinction there

is among the beams, which consequently leads to a sub-optimal beam assignment. For

the remainder of the evaluation section, we refer to the VBI algorithm with ρ = 0.8 as

VBI-0.8.
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Based on the above observations, it is concluded that the VBI algorithm provides a

closer to optimal solution when ρ → 0, because it can then leverage the distinction of

beams in terms of the resource consumption CR,vb . However, the relative performance

of the VBI algorithm is not directly related to the accuracy of the global model. Hence,

in the following sections, we study the performance of the VBI algorithm in terms of the

accuracy of the global model.

6.5.2. SAME DATA SET SIZES

We evaluate the performance of the VBI algorithm in terms of the accuracy of the global

model for the problem where the vehicles have the same training data set size, as de-

fined in (6.21). To that end, we compare the VBI-rate, VBI-loss, max-loss-rate and

random-rate algorithms for the scenarios with IID and non-IID data. The VBI-0.8 al-

gorithm is only considered in a sensitivity analysis for the scenario with non-IID data.

IID DATA

Figure 6.4 shows the accuracy over time and illustrates that all four algorithms have a

similar performance. The similar performance of the VBI-loss and max-loss-rate al-

gorithms is expected because both algorithms select the vehicles with the highest loss

F (WG ,v ). Additionally, both algorithms select approximately the same number of vehi-

cles per communication round. This implies that the two algorithms are almost identical

and that the VBI-loss algorithm mostly assigns to the selected vehicles, the beam that

leads to the lowest resource consumption CR,vb . This resource efficient beam assign-

ment is a result of the short latency budget τAPP,MAX, which enforces that only vehicles

with very good wireless channels can participate in the learning process, as previously

explained. Because of the vehicles’ mobility, the channel quality of the vehicles varies

over time and hence the channel quality limitation due to the latency budget τAPP,MAX

applies to a different set of vehicles per communication round. Therefore, all four algo-

rithms perform resource efficient beam assignment and all vehicles have fair chances,

over time, of getting selected.

Moreover, Figure 6.4 shows that even though the VBI-rate and random-max algo-

rithms do not take the loss F (WG ,v ) into account, they perform similarly to the loss-

aware VBI-loss and max-loss-rate algorithms. This is because all vehicles have sam-

ples from all classes and hence the choice vehicles is not crucial for the learning. This

result is in line with Result 5.3 in Chapter 5. Therefore, the main result is the following:

Result 6.1 When vehicles have the same data set size and IID data are considered, the

choice of vehicles is not crucial, considering that resource efficient beam assignment is

performed.
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Figure 6.4: Accuracy over time for the relaxed problem with IID data, averaged over 15 independent simula-

tions.

NON-IID DATA

When non-IID data are considered, the vehicles have samples from only two classes and

therefore, the selection of vehicles in a given communication round is more crucial than

in scenarios with IID data, as also concluded in Result 5.2. Figure 6.5 illustrates that with

non-IID data, the loss-aware VBI-loss and max-loss-rate algorithms outperform the

loss-unaware VBI-rate and random-rate algorithms. That is because the former algo-

rithms take both learning and channel aspects into account. The learning aspect ensures

that the vehicles with samples that contribute more to the learning process are more of-

ten selected than other vehicles whereas the channel aspect ensures resource efficient

beam assignment. Recall that the VBI-loss algorithm implicitly takes the channel qual-

ity into account via the latency budget τAPP,MAX. Additionally, Figure 6.5 shows that the

VBI-loss and max-loss-rate algorithms behave almost identically, for the same rea-

son as explained for the scenario with IID data. Therefore, it is again concluded that all

four algorithms perform resource efficient beam assignment.

Moreover, Figure 6.5 illustrates that even though the four considered algorithms be-

have differently, they eventually all converge to the same accuracy level. Specifically,

the 96% accuracy level is reached within 250s. The convergence to the same accuracy

level is a result of the algorithms selecting many vehicles per communication round and

hence eventually training enough on the most appropriate samples. Moreover, recall

from Chapter 5 (Table 5.1) that in a time interval of 300s, no configuration with non-IID

data lead to a higher than 90% accuracy level. The use of MU-MIMO plays a key role in
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Figure 6.5: Accuracy over time for the relaxed problem with non-IID data, averaged over 15 independent sim-

ulations.

achieving a higher accuracy because it enhances the quality of the wireless channels and

allows the selection of more vehicles per communication round. Therefore, MU-MIMO

enables training on a bigger sample set per communication round and it also allows

vehicles on the cell edge to also potentially participate in the learning process. These

benefits of MU-MIMO eventually improve the convergence time of the global model.

Therefore, the key takeaway results are:

Result 6.2 When vehicles have the same data set sizes and non-IID data are considered,

loss-aware algorithms provide higher accuracy during the initial learning phase, assum-

ing that resource efficient beam assignment is performed.

Result 6.3 MU-MIMO capable BSs improve the attainable accuracy level within a given

time interval. This is a result of enhancing the quality of the wireless channels and select-

ing many vehicles per communication round.

To further study the performance of the VBI algorithm, we compare the VBI-0.8
algorithm to the two extreme configurations of the VBI algorithm, i.e. VBI-rate and

VBI-loss. Figure 6.6 shows that the accuracy with the VBI-0.8 algorithm is bounded

by the accuracy of the VBI-rate and VBI-loss algorithms. This result verifies that the

parameter ρ can successfully tune the relative importance of the loss F (WG ,v ) and the

resource consumption CR,vb in the vehicle importance qvb calculation. This tuning of

the vehicle importance qvb is then reflected in terms of accuracy. Therefore, for the re-

mainder of the evaluation section, we only show the performance of the VBI-rate and
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Figure 6.6: Accuracy over time for the relaxed problem with non-IID data, when considering different values

of ρ for the VBI algorithm. The accuracy is averaged over 15 independent simulations.

VBI-loss algorithms.

6.5.3. DIFFERENT DATA SET SIZES

We now evaluate the performance of the VBI algorithm in terms of the accuracy of the

global FL model for the problem where vehicles have different training data set sizes,

and thus different training times τT,v , as described in problem (6.20). Even though the

VBI algorithm does not explicitly select vehicles based on their training time τT,v , vehi-

cles that have shorter training times τT,v , have a higher chance of getting selected for

training. This behaviour of the algorithm is due to the constraint that the selected vehi-

cles need to train and upload their local model within the given latency budget τAPP,MAX.

Therefore, vehicles with a short training time τT,v can be selected even if their channel

quality is not very good. On the other hand, vehicles with a high training time τT,v can

only be selected when they have a very good channel quality.

IID DATA

Figure 6.7 shows the accuracy over time for the four considered algorithms and illus-

trates that the VBI-rate, VBI-loss and max-loss-rate algorithms perform similarly,

while the random-rate algorithm underperforms. The performance of the VBI-loss
and max-loss-rate algorithms is similar due to the applied short latency budget τAPP,MAX,

as previously explained in Section 6.5.2. Moreover, the design of the two loss-based al-

gorithms and the VBI-rate algorithm allows the algorithms to more often select vehi-

cles with a high training time τT,v compared to the random-rate algorithm. Thus, the
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Figure 6.7: Accuracy over time for the original problem with IID data, averaged over 15 independent simula-

tions.

random-rate algorithm, trains more often on a specific set of samples and hence has a

slower convergence than the other three algorithms.

Specifically, the VBI-rate algorithm gives priority to the vehicles with good channel

quality. Therefore, when vehicles with high training times τT,v experience good chan-

nels, they are likely to be selected. Additionally, the loss-based algorithms give priority to

the vehicle with a high loss F (WG ,v ). Consequently, if vehicles have a high loss F (WG ,v ),

they will be selected for training, once their channel quality allows for it. Figure 6.7 shows

that the three algorithms perform similarly. It can then be concluded that the choice of

vehicles in scenarios with IID data is not crucial, as long as all vehicles contribute to the

learning process, which is a conclusion in line with Result 6.1.

Moreover, vehicles with short training times τT,v , have few training samples Kv . Thus,

their contribution to the global model is not significant. Considering that vehicles with

short training times τT,v are often selected, the global model does not change signifi-

cantly per communication round. Therefore, the convergence time is longer compared

to the scenario where all vehicles have the same training times τT,v . The main message

in this configuration is:

Result 6.4 When vehicles have different data set sizes and IID data are considered, it is

important to ensure that all vehicles can participate in the learning process.
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NON-IID DATA

Figure 6.8 shows the accuracy over time for the scenario with non-IID data and it illus-

trates that all four algorithms perform similarly. This result shows that the considered

algorithms are insensitive to this specific scenario. Previously, in Section 6.5.2 it was

concluded that with non-IID data, the loss-based VBI-loss and max-loss-rate algo-

rithms provide performance gains (Result 6.2). However, when vehicles have different

data set sizes, the loss-based algorithms do not provide any performance gains. The fact

that some vehicles have small testing data set size KT,v , implies that those vehicles calcu-

late their loss F (WG ,v ) inaccurately. Hence, the loss-based algorithms cannot distinguish

which vehicles are important to the learning process. This results to selecting vehicles

more evenly, which is beneficial only in the scenario with IID data. We can therefore con-

clude that the loss F (WG ,v ) is not a good metric to indicate the importance of a vehicle

in the learning process when some vehicles have small testing data set sizes KT,v .

Figure 6.8: Accuracy over time for the original problem with non-IID data, averaged over 15 independent sim-

ulations.

To mitigate this problem, we performed simulations while considering both the loss

F (WG ,v ) and the testing data set sizes KT,v in the learning importance qvb . However,

the obtained results showed no accuracy improvements. When we consider the testing

data set sizes KT,v as a metric for selecting vehicles, we implicitly prioritize the selection

of vehicles with long training times τT,v . Therefore, the uploading time is limited and

consequently fewer vehicles are scheduled compared to the scenario where the testing

data set size KT,v is not incorporated in the learning importance qvb . This reduction

on the number of scheduled vehicles hinders the learning process and does not allow
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for faster learning. Thus, it is highlighted that further research is necessary to identify a

good metric describing the importance of a vehicle in the learning process. The key take

away message is:

Result 6.5 When vehicles have different data set sizes and non-IID data are considered,

the loss F (WG ,v ) cannot provide a clear distinction of which vehicles are important to the

learning process.

6.5.4. COMPARISON OF LEARNING SCENARIOS

Some applications require to train the global model until a specific accuracy target is

met. Therefore, we compare the four algorithms, in terms of how much time is needed

to reach the 85% and 90% accuracy levels. To average out simulation noise, we consider

that the accuracy level is reached if the average accuracy is above the accuracy target for

30 seconds. Table 6.3 shows the time in seconds to reach each accuracy level, where a

hyphen indicates that the accuracy level could not be reached within the simulated 250

seconds.

Table 6.3: Time, in seconds, needed to reach the 85% and 90% accuracy levels for every algorithm in each

learning scenario.

Algorithm

Same data

set sizes and

IID data

Same data

set sizes and

non-IID data

Different

data set sizes

and IID data

Different

data set sizes

and non-IID data

85% 90% 85% 90% 85% 90% 85% 90%

VBI-rate 95 115 145 170 170 208 198 -

VBI-loss 95 112 137 157 172 206 190 243

max-loss-rate 92 110 137 155 175 208 193 248

random-rate 97 117 145 162 180 212 195 -

Table 6.3 shows that all algorithms reach the accuracy levels approximately at the

same time. For the scenario addressing the problem with different data set sizes and

non-IID data, all four algorithms reach the 90% accuracy target after about 250 seconds.

The hyphen for the VBI-rate and random-rate algorithms implies that they have not

reached yet the target but it can be seen from Figure 6.8 that all four algorithms have ap-

proximately the same accuracy after 250 seconds. The reason why all algorithms behave

similarly after the initial learning phase, regardless of the learning scenario, is attributed

to MU-MIMO, which improves the quality of the wireless channels and allows to select

many vehicles per communication round, as also highlighted in Result 6.3.
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Moreover, Table 6.3 shows that it takes longer to reach the accuracy targets when ve-

hicles have different data set sizes compared to when they have the same data set size.

As mentioned in Section 6.5.3, in scenarios with different data set sizes, the vehicles with

short training times are more often selected for training, which then requires more com-

munication rounds to reach a certain accuracy target. Finally, when comparing the re-

sults in Table 6.3 to the results in Table 5.2, we conclude that MU-MIMO significantly

increases the accuracy level within a given time interval, as also highlighted in Result

6.3.

6.6. CONCLUDING REMARKS
This chapter addressed the joint vehicle selection and resource allocation problem for

FL, considering MU-MIMO capable BSs in vehicular networks. Specifically, we described

the related optimisation problem in two scenarios; when vehicles have the same and dif-

ferent data set sizes. We approximated the solution of the optimisation problems with

the proposed VBI algorithm, which we then evaluated in different learning scenarios.

The results showed that MU-MIMO capable BSs increase the convergence time of the

global model. Moreover, it was shown that the global model accuracy target is achieved

faster in scenarios where vehicles have the same data set sizes than in scenarios where

vehicles have different data set sizes. Finally, it was concluded that the loss-aware algo-

rithms provide accuracy gains in non-IID scenarios, only when vehicles have the same

data set sizes.
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7
RANDOM GEOMETRIC GRAPHS FOR

DRONE NETWORKS

In this chapter, we address the connectivity of a swarm of drones. First, we model the

swarm as a RGG with a distance-based connection function. Then we derive the link

density in D dimensions, and for the 2D and 3D spaces we show that the link density is

accurately approximated by the Fréchet distribution, for any rectangular space. We de-

rive expressions, in terms of the link density, for the minimum number of nodes needed in

the 2D and 3D spaces to ensure network connectivity. These results provide first-order esti-

mates for the deployment of a swarm of drones to provide coverage in a disaster or crowded

area.

This chapter is based on a published paper [126].
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7.1. INTRODUCTION

Random graphs are created from a set N of N nodes, placed in a space V ∈ RD , where

each pair of nodes is connected by a link with probability p, independently of the exis-

tence of any other link [127]. If the node i at position ri and the node j at position r j

are connected with probability pi j = f (|ri − r j |), where f (r ) is a real function of the dis-

tance r , then we talk about a random geometric graph (RGG). If f (r ) = 1r<r0 , where 1x is

the indicator function1, then all nodes at distance smaller than r0 are connected almost

surely [128, 129]. Moreover, the position ri of each node i itself can be either determin-

istic or stochastic. In the latter case, the link existence is doubly stochastic and depends

both on the distance function f (r ) and on the random placement of nodes described by

a probability distribution Pr[r1 ≤ x1, · · · ,rN ≤ xN ].

There is extensive work in literature on the properties of RGGs and their applica-

tions. RGGs can model transportation networks such as wireless [130, 131] and airline

[132] networks as well as infrastructural networks like power grids [133]. Also, RGGs can

be applied in analysing the structure of large data sets [134] and in modelling ad hoc net-

works, which are decentralised networks that do not rely on a fixed infrastructure. Ap-

plications of ad hoc networks include vehicular, disaster relief, sensor and flying swarm

robotics networks [135, 136].

In this chapter, we focus on the link density and the connectivity of 2D and 3D RGGs,

with an application to wireless networks. We define the link density as the ratio of the

expected number of links over the maximum possible number of links in an undirected

graph and the connectivity as the probability that a path exists between any pair of

nodes in the graph. Bettstetter [131] studies the number of nodes needed to provide

connectivity in a 2D RGGs and Dall and Christensen [137] provide the critical connec-

tivity threshold in D dimensions. Van Mieghem [138] presents the exact solution for

the link density and the average number of paths between any two nodes, when the

graph is randomly generated in a square. Erba et al. [134] compare the average number

of subgraphs in highly dimensional RGGs characterised by indicator-based and expo-

nential distance functions. Moreover, multiple approximations to the nodal degree in

bounded spaces are performed [139–141], however they are related to the 2D space and

to indicator-based distance functions.

Focusing on connectivity in wireless communications, Hekmat and Van Mieghem

[142] derive the giant component size for 2D RGGs with a log-normal distance function

and show that it is a good measure for connectivity. Ng et al. [143] provide upper and

lower bounds for the critical density of 2D and 3D RGGs with a log-normal distance func-

tion and under the unit disc model. By distributing the nodes inside or on the surface

11x = 1 if condition x is true, else 1x = 0
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of a sphere, Khalid and Durrani [144] provide exact expressions for the mean node de-

gree and the node isolation probability. They leave as an open problem the derivation

of these expressions when the nodes are distributed in a cube. Finally, Dettmann and

Georgiou [145] derive the full connection probability in 2D and 3D convex domains for

various distance functions.

The main contributions of this chapter are the following:

• We derive an exact expression for the link density for an RGG in a D-dimensional

prism and any distance function f (r ) allowing its graph properties to be elegantly

and accurately deduced from an Erdős-Rényi random graph Gp (N ), whose theory

is well developed [127].

For 2D and 3D RGGs modelling wireless networks that are characterised by a simple

distance-based path loss model and Rayleigh fading:

• We derive an approximation of the link density in a hypercube that illustrates the

importance of the nodes placed in its corners.

• We analytically demonstrate how the link density depends on the path loss expo-

nent and on the prism size and shape. We further show that the link density in the

3D space is smaller than or equal to that in the 2D space.

• We show that the complementary distribution function of the Fréchet distribution

accurately approximates the link density for any path loss exponent, prism size

and prism shape.

• We deduce a general closed-form expression in terms of the link density to approx-

imate the minimum density of nodes to ensure a connected network.

The remainder of this chapter is organised as follows. Section 7.2 describes the net-

work model. The link density in the D-dimensional space is derived in Section 7.3,

which also presents an approximation of the link density in a hypercube. The impact

of the wireless environment and the hyperprism’s shape and volume on the link den-

sity is assessed in Section 7.4. Additionally, Section 7.4 illustrates the high accuracy of

the link density approximation with the Fréchet distribution as well as a brief motiva-

tion on the approximation accuracy. In Section 7.5, we derive the minimum number of

nodes needed for connectivity based on the link density. Finally, Section 7.6 concludes

the chapter with a summary and the future work.

7.2. NETWORK MODEL
A graph G(N ,L) consists of a set N of N nodes and a set L of L links. We assume that

nodes are placed uniformly at random inside a hyperprism in D dimensions, with one
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vertex at the origin and with length Zd in the d-th orthogonal direction of the coordinate

axes. The distance function f (r ) provides the connection probability between two nodes

placed at ri = (ri1 , · · · ,riD ) and r j = (r j1 , · · · ,r jD ), where r = |ri − r j | denotes their mutual

distance. Figure 7.1 draws an example of the considered graph with f (r ) = e−0.07r 2
in the

3D space.
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Figure 7.1: Example realisation of a RGG with f (r ) = e−0.07r 2
and N = 25 in a 3D rectangular prism, where the

link colour refers to the connection probability between two nodes. For visualisation purposes, only links with

f (r ) > 10−3 are shown.

In wireless networks, the distance function f (r ) is influenced by the wireless chan-

nel between the nodes. The RGG assumption on independent link existence for distinct

node pairs, is approximate for wireless networks, because wireless transmissions inter-

fere with each other, thus creating dependency between the node pairs. Wireless net-

works that operate on a dedicated frequency band or in isolation from other wireless

networks and ensure orthogonal transmissions in e.g. frequency or time, can be exactly

modelled by RGGs.

The impact of the wireless channel is reflected by the received signal power PRX,i j ,

which depends on the distance r between the transmitter i at location ri and the re-

ceiver j at location r j . Assuming that the path loss is approximately characterised by a

power law and that Gi and G j denote the antenna gains at the transmitter and receiver,

respectively, the received signal power PRX,i j is [40]

PRX,i j (r ) = PTX,i j Gi G j K
( rc

r

)γ
(7.1)

with

K =
(

λ

4πrc

)2

< 1,
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where PTX,i j is the transmit power for communication from i to j in Watts, λ is the wave-

length in meters, rc is the reference distance for the antenna far field in meters, γ is the

path loss exponent and r > rc is given in meters. The reference distance rc ∈ [1,100] de-

pends on the propagation environment and on the antenna characteristics [40] while it

further holds that rc ≫λ, which implies K < 1.

Ignoring interference and thus assuming independent links, the SNR Γi j that the

receiver j experiences from the transmitter i is given by

Γi j (r ) = PRX,i j (r )

PNOISE
= PTX,i j Gi G j K

PNOISE

( rc

r

)γ
, (7.2)

where PNOISE is the thermal noise power. Assuming a fixed transmission power PTX,i j =
PTX, j i = PTX at every node, two nodes i and j are connected if and only if the Γi j = Γ j i is

greater than the SNR threshold ΓMIN. Therefore,

f (r ) = Pr[Γi j (r ) > ΓMIN],

where Pr[·] indicates the probability. Using (7.2), this can be rewritten as

f (r ) = Pr[r < r0] ,

where

r0 = rc

(
PTXGi G j K

PNOISE ΓMIN

)1/γ

, (7.3)

and thus r0 ≥ rc , denotes the maximum allowed distance between node i and node j

such that they are connected. Since the received power PRX,i j reduces with distance r ,

node i has a spherical coverage area and thus any node j located within a sphere with

radius r0 is connected to the node i . Hence, the distance function can be written as a

step function f (r ) = 1r<r0 .

When considering multipath fading, the received signal power PRX,i j varies randomly

due to signal reflections and it is given at time t and frequency ν by

PRX,i j (r, t ,ν) = PTXGi G j K
( rc

r

)γ
||Hi j (t ,ν)||2, (7.4)

where Hi j (t ,ν) is the channel response to multipath fading on the channel between

transmitter i and receiver j . With (7.4), the distance function f (r ) = Pr[Γi j (r, t ,ν) >
ΓMIN] can now be written as

f (r ) = Pr

[
||Hi j (t ,ν)||2 > β

K

(
r

rc

)γ]
, (7.5)

where β is the minimum required channel gain given by

β= PNOISE ΓMIN

PTXGi G j
. (7.6)
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Because generally PNOISE ≪ PTX, we have β < 1. For a ‘typical’ drone-to-drone applica-

tion, it is estimated that β< 10−10 =−100 dB.

Assuming that Hi j (t ,ν) is Rayleigh distributed [134], then ||Hi j (t ,ν)||2 is exponen-

tially distributed with a mean of 1 and (7.5) becomes

f (r ) = e
− β

K

(
r

rc

)γ
. (7.7)

The distance function in (7.7) is commonly considered in the literature with rc = 1 m for

wireless networks [145], while it also appears in studies on the properties of data sets

and of machine learning algorithms [134] in highly dimensional RGGs. It is convenient

to rewrite (7.7) with respect to the maximum allowed distance r0, as derived for the case

without multipath fading, using (7.3) and (7.6):

f (r ) = e
−

(
r

r0

)γ
(7.8)

for which limγ→∞ f (r ) = 1r<r0 and f (r0) = 1
e ≈ 0.3678.

Figure 7.2 illustrates the distance function f (r ) for different values of γ in terms of the

normalised distance, defined as the ratio of the distance r over the maximum allowed

distance r0. A wide value range of γ is considered to understand the behaviour of the

distance function f (r ) for all real, positive numbers. Figure 7.2 exemplifies that for a

given γ, the distance function f (r ) reduces with distance r . Furthermore, the distance

function f (r ) increases in γ for r < r0, but decreases in γ for r > r0 since with a higher γ,

the received signal power PRX,i j attenuates more quickly over distance r .
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Figure 7.2: Distance function f (r ) with respect to the normalised distance r
r0

when β = −127 dB , λ = 0.08 m

and rc = 1 m.
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7.3. LINK DENSITY IN D DIMENSIONS

We define the link density p = E [L]
LMAX

as the ratio of the expected number E [L] of links over

the maximum possible number LMAX = N (N−1)
2 of links in an undirected graph. In this

section, we derive the link density of a RGG in a rectangular hyperprism in D dimensions

and provide an approximation to the link density in a hypercube.

7.3.1. LINK DENSITY ANALYSIS

The number of links L [{R}] in an RGG, where {R} = {r1,r2, · · ·rN } is the set with the nodal

positions, in space V ∈RD is given by [138]

L [{R}] =
N∑

i=1

N∑
j=i+1

f
(|ri − r j |

)
,

where f (·) is the function generating an RGG with N nodes. The expected number of

links E [L] is given by

E [L] =
∫

V
Pr[{R}]L [{R}]d [{R}] ,

where Pr[{R}] = g{r1,··· ,rN }(x1, · · · , xN ) is the probability density function (PDF) of the po-

sition of the set of nodes, given by

Pr[{R}] = d Pr[r1 ≤ x1, · · · ,rN ≤ xN ]

d x1 · · ·d xN

resulting in

E [L] =
∫

V
dr1 · · ·drN g{r1,··· ,rN }(r1, · · · ,rN )

N∑
i=1

N∑
j=i+1

f
(|ri − r j |

)
. (7.9)

We can proceed further, if we assume independence in nodal positions, i.e. Pr[r1 ≤
x1, · · · ,rN ≤ xN ] =∏N

n=1 Pr[rn ≤ xn], with corresponding PDF

g{r1,··· ,rN }(x1, · · · , xN ) =
N∏

n=1
grn (xn).

Then, the expected number of links in (7.9) reduces to

E [L] =
∫

V

N∏
n=1

drn grn (rn)
N∑

i=1

N∑
j=i+1

f
(|ri − r j |

)
=

N∑
i=1

N∑
j=i+1

∫
V

dri

∫
V

dr j gri (ri )gr j (r j ) f
(|ri − r j |

)
.

Assuming identical distributions Pr[rn ≤ x] = Pr[r ≤ x] and a same PDF grn (x) = gr (x) for

any node n ∈N, the corresponding link density p is

p = E [L]

LMAX
=

∫
V

d q
∫

V
d s gr (q)gr (s) f

(|q − s|) . (7.10)
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When the nodes are placed uniformly at random inside a D-dimensional rectangular

hyperprism with edge lengths Z1, Z2, · · · , ZD and volume v =∏D
d=1 Zd , so that gr (x) = 1

v ,

the integral in (7.10) can be analytically evaluated. Numerical evaluation of the more

general expression given in (7.10) is rather straightforward, given that the IID nodal lo-

cation density gr (x) is known. Choosing the uniform density gr (x) = 1
v and a square

of size Z in 2D, the link density p for an arbitrary distance function f (r ) is derived in

[138]. Appendix B.1 generalises the link density p to D dimensions in a rectangular hy-

perprism. Because in Cartesian coordinates the distance between nodes ri and r j is

given by |ri − r j |2 = ∑D
d=1(rid − r jd )2, we denote f (|ri − r j |) = h(|ri − r j |2) to simplify the

notation and (7.10) becomes

p = 2D
∫ Z1

0
du1 · · ·

∫ ZD

0
duD

D∏
d=1

(Zd −ud )

Z 2
d

h

(
D∑

d=1
u2

d

)
, (7.11)

where ud is the location variable in dimension d . The analytical derivation of (7.11) with

D = 2 for general distance function f (r ) = h(r 2) is presented in Appendix B.1. Analytical

derivation of (7.11) in higher dimensions D > 2 is cumbersome.

Instead of integrating over the positions ud in D-dimensions, we can integrate over

the distance between two nodes and (7.11) is rewritten as the expectation of the distance

function f (R)

p = E [ f (R)] =
∫ rMAX

0
f (r )gR (r )dr (7.12)

where the random variable R ∈ [0,rMAX] of the distance has PDF gR (r ). Even though

(7.11) and (7.12) are the same when nodes are independently placed at random inside a

hyperprism, (7.12) is implicit and assumes the knowledge of the PDF gR (r ).

7.3.2. LINK DENSITY APPROXIMATION IN A HYPERCUBE

A number of papers, e.g. [140, 141, 145], study the boundary effects of the considered

space on the nodal degree and connectivity. In this work, the boundary effects are cap-

tured in the derivation of the link density p in (7.11). We approximate here the link den-

sity p in (7.11) for the case of a hypercube with Z1 = ·· · = ZD = Z to study the effects

of the nodes located at the corners of the hyperprism. Assuming that one vertex of the

hypercube is at the origin, we consider a part of a hypersphere of radius Z and centre at

the origin, which is entirely enclosed by the hypercube. Thus, in the 2D space, the link

density psquare-2D in a square is approximated by the link density pcircle/4 in a quarter of a

circle while in 3D, the link density pcube-3D in a cube is approximated by the link density

psphere/8 in an octant of a sphere. In Appendix B.2.1 and B.2.2 we derive the link densities
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pcircle/4 and psphere/8, respectively, leading to

psquare-2D =
∫ 1

0
h (Z x)

(
2πx −8x2 +2x3)d x +perror-2D (7.13)

pcube-3D =
∫ 1

0
h (Z x)

(
4πx2 −6πx3 +8x4 −x5)d x +perror-3D (7.14)

where perror-2D and perror-3D denote the errors introduced by the approximations in the

2D and 3D spaces, respectively.

Appendix B.2.3 solves pcircle/4 and psphere/8 for any value of γ of the distance function

(7.7). Comparing the link densities pcircle/4 and psphere/8 with the exact link densities

psquare-2D and pcube-3D derived from (7.11), the errors perror-2D and perror-3D are deter-

mined and shown in Figure 7.3.
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Figure 7.3: Error from approximate solution of link density in a square and a cube for rc = 1 m, K = 4.65 ·10−5

and β=−103.3 dB.

Figure 7.3 shows that the approximation of the link density psquare-2D in the 2D space,

as shown in (7.13), is more accurate than the link density pcube-3D in the 3D space, as

shown in (7.14), regardless of γ. Indeed, the partial circle/sphere does not cover the

whole area/volume of the square/cube and thus the nodes located in the distant cor-

ner are neglected. In general, the volume ratio of the inscribed hypersphere over the

hypercube is equal to vD = π
D
2

Γ
( D

2 +1
)
2D , which is independent of the size Z and rapidly

tends to zero with D . For example, v2 = π
4 = 0.7854, v3 = π

6 = 0.5236, v4 = π2

32 = 0.3084,

v5 = π2

60 = 0.1644 and v6 = π3

384 = 0.0807. In other words, the higher the number of dimen-

sions D , the worse the approximation and the larger the ratio 1− vD of the neglected

‘corner’ volume. This explains why the error perror-3D is larger than the error perror-2D.
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Figure 7.3 also shows that even though the fraction of the uncovered area/volume is

fixed for any Z , the approximations are accurate when Z
r0

is greater than about 2 and 2.8,

for γ = 3 and γ = 2, respectively or more specifically when the link densities psquare-2D

and pcube-3D are greater than about 0.8 and 0.5, respectively and regardless of γ. Appar-

ently, the corner nodes that are neglected from the approximate link densities pcircle/4

and psphere/8, have negligible influence on the link densities psquare-2D and pcube-3D, re-

spectively, for large Z . Typically, links involving a corner node are characterised by a

large distance r and, consequently, a small connection probability that tends to zero for

large R. Furthermore, beside the size Z of the hypercube, the accuracy also depends on

γ. Specifically, the impact of the corner nodes on the link density is less prominent for

large γ, because the distance function f (r ) decreases in γ (for r > r0).

When the nodes are placed independently and uniformly at random in a square of

size Z , the PDF of the distance between two nodes gR (r ) in (7.12) is equal to [146]:

gR (r ) =


2πZ 2r −8Z r 2 +2r 3

Z 4 , for 0 < r ≤ Z , (7.15)

−2r 3 +8Z r
p

r 2 −Z 2 +2Z 2r
(
4arcsin

( Z
r

)−2−π)
Z 4 , for Z < r ≤p

2Z . (7.16)

After the transformation r = Z x, the pcircle/4 and perror-2D terms in (7.13) are again

found, using (7.15) and (7.16) in (7.12), respectively. Therefore, the approximation (7.13)

indeed neglects all links between nodes located at the corner of the square. Similar con-

clusions apply for any number of dimensions D .

7.4. EVALUATION WITH SIMULATIONS
For the distance function f (r ) in (7.8), the link density p in (7.11) is simulated and the

influence of the path loss exponent γ and of the geometry of the prism in 2D and 3D is

studied. We also show that the link density p is accurately approximated by a Fréchet

distribution. We denote the side ratio ω = Z2
Z1

and the height ratio δ = Z3
Z1

and assume

that Z1 ≥ Z2 and Z1 ≥ Z3, implying that 0 <ω≤ 1 and 0 < δ≤ 1.

7.4.1. IMPACT OF ENVIRONMENT

Figure 7.4 shows the link density p2D and p3D in the 2D and 3D spaces versus the nor-

malised length Z1
r0

of side Z1 w.r.t. the maximum allowed distance r0, when varying γ.

Figure 7.4 shows that the link density p increases with the loss exponent γ when Z1
r0

is

less than a threshold, that depends on the dimension and prism’s shape and size. For

Z1 < r0, the majority of distances between two nodes obeys r < r0 and thus the link den-

sity p behaves similarly to the distance function f (r ) for r < r0 ( 1
e ≤ f (r ) ≤ 1). When Z1
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is sufficiently larger than r0, the distance between two nodes r can be much greater than

r0 and thus the distance function f (r ) can take any value between zero and one. This is

also the reason why after a Z1
r0

threshold value, the link density p behaves the same for

any γ.
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Figure 7.4: Impact of the path loss exponent γ on the link density p in the 2D and 3D spaces for ω = 0.75,

δ= 0.5, rc = 1 m, K = 4.65 ·10−5 and β=−103.3 dB.

When Z1 ∼ r0, border effects play a role, as previously explained. Equation (7.3)

demonstrates that r0 decreases with γ and the border effects influence the link density

when γ decreases, for a particular value of Z1. However, when Z1 is sufficiently larger

than r0, the borders have no impact on the link density. Moreover, limγ→∞ f (r ) = 1r<r0

and for γ→∞ in (7.3), it holds that r0 = rc . Thus, the limit of γ→∞ in (7.11), results in

p = 0, due to the restriction r > rc in wireless networks. Additionally, for Z1
r0

→ 0 the link

density p → 1 because either the distance r between any two nodes is very small (r → 0),

as an effect of Z1 → 0, and thus limr→0 f (r ) = 1, or because limr0→∞ f (r ) = 1, as a result

of r0 ≫ Z1.

The link density in Figure 7.4 versus x = Z1
r0

is fitted by

p(x) = 1−e−
( x−a

b

)−c

, (7.17)

where FX (z) = Pr[X ≤ z] = e−
( z−a

b

)−c
1z≥a is a scaled Fréchet distribution of r.v. X ≥ 0 and

the parameters a ∈ (−∞,∞), b ∈ (0,∞) and c ∈ (0,∞) are the location of the minimum,

scale and shape of the Fréchet distribution, respectively. The values of (a2D,b2D,c2D)

and (a3D,b3D,c3D) fitting the link density p curves in the 2D and 3D spaces, respectively,

as shown in Figure 7.4, are given in Table 7.1 along with their standard error. The root

mean square error (RMSE) of each fit is less than 0.01 and emphasises the remarkably
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Table 7.1: Fit values for (7.17) with ω= 0.75, δ= 0.5, rc = 1 m, K = 4.65 ·10−5 and β=−103.3 dB.

γ 2 4 10

a2D −1.09±0.02 −0.40±0.02 0.00±0.03

b2D 2.54±0.02 2.05±0.02 1.79±0.03

c2D 2.28±0.01 2.18±0.02 1.99±0.03

a3D −2.00±0.02 −1.27±0.03 −0.29±0.01

b3D 3.31±0.03 2.80±0.03 1.94±0.01

c3D 3.50±0.02 3.62±0.03 2.82±0.01

high accuracy of the Fréchet approximation (7.17). The dependence of the fitting pa-

rameters a,b,c on γ, ω and δ , shown in Appendix B.3, highlights that the parameter

c ≈ D approximately equals the dimensions D , when the border effects are minimal.

In summary, the Fréchet distribution in (7.17) very accurately approximates the link

density with a distance function f (r ) = e
−

(
r

r0

)γ
for any physically interesting γ and all

prism geometries. Therefore, this new insight motivates the use of (7.17), instead of

(7.11), in applications.

7.4.2. HARD RGG IN A SQUARE AND THE FRÉCHET DISTRIBUTION

To motivate the accurate fitting with the Fréchet distribution, we consider the special

case of a hard RGG with limγ→∞ f (r ) = 1r<r0 . Then, the link density in (7.12) for a square

of size Z is equal to pinf-2D = GR (r ) = Pr[R ≤ r0]. Setting x = Z
r0

, (7.12) leads to, for 0 <
r0 ≤ Z :

pinf-2D(x) = x−4

2
− 8x−3

3
+πx−2, (7.18)

for Z < r0 ≤
p

2Z :

pinf-2D(x) =−x−4

2
+ 8(x−2 −1)3/2

3
+4

√
x−2 −1+4x−2 arcsin x − (2+π)x−2 + 1

3
(7.19)

and for r0 >
p

2Z , the link density pinf-2D = 1.

The link density pinf-2D can be approximated by a Poisson point process (PPP), where

N nodes are uniformly distributed in a circle with radius Z . The probability in a PPP to

have an isolated node equals piso = e−ρπr 2
0 , where ρ = N

πZ 2 is the node density. Hence,

the probability to have a link is

Pr[R ≤ r0] = 1−e−ρπr 2
0 .

Because pinf-2D = Pr[R ≤ r0] we can write using x = Z
r0

:

pinf-2D-PPP(x) = 1−e−
( x

b

)−2

(7.20)
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where b = p
N . Thus, pinf-2D-PPP(x) satisfies (7.17) with parameters (0,

p
N ,2) of the

Fréchet distribution.

Figure 7.5 shows the link density for a square and for γ→∞ as derived (i) via sim-

ulations from (7.11), (ii) by fitting (7.11) with the Fréchet distribution in (7.20) and (iii)

by (7.18) and (7.19). Figure 7.5 illustrates that the Fréchet distribution approximates the

link density in (7.11) remarkably well. Specifically, the fit of the Fréchet distribution with

parameters (0,1.65,2) yields an RMSE of 0.005 and the difference on a plot is hardly vis-

ible. The Fréchet distribution is only slightly inaccurate when r0 ∼ Z , which is due to

border effects that are not captured in (7.20). Additionally, Figure 7.5 shows that the link

density in (7.18) and (7.19) are the exact solutions of (7.11). The simplicity of the Fréchet

distribution compared to the complexity of the exact link density (7.11) is remarkable

and motivates its use in applications.
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Figure 7.5: Link density comparison between the simulation of (7.11) (blue), the fitting of a Fréchet (green) and

the polynomial solution from (7.18) and (7.19) for a square of size Z and γ→∞.

7.4.3. DIFFERENCE IN DIMENSIONS

Figure 7.4 shows that the link density p3D ≤ p2D, regardless of the value of γ. We identify

three regions for Z1
r0

, indicated by the encircled numbers in Figure 7.4:

1. p2D = p3D = 1: the distance between any two nodes is short enough to provide a

link.

2. p2D upper bounds p3D: the 3D distance between any two nodes is always larger

than or equal to its projection in the 2D space.
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3. p2D → 0 and p3D → 0: the distance between any two nodes is too large to provide

a link.

Figure 7.6 shows the link density difference p2D −p3D of the Fréchet approximation

(7.17). The difference p2D−p3D behaves similarly for any γ and it is maximised at around
Z1
r0

= 2.75, which is dependent on the geometry given by ω and δ.
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Figure 7.6: Difference p2D −p3D of link density between the 2D and 3D spaces, for different values of γ when

ω= 0.75, δ= 0.5, rc = 1 m, K = 4.65 ·10−5 and β=−103.3 dB.

7.4.4. IMPACT OF SHAPE AND VOLUME

The maximum distance between two nodes is

r2D,MAX =
√

Z 2
1 +Z 2

2 = Z1

√
1+ω2,

r3D,MAX =
√

Z 2
1 +Z 2

2 +Z 2
3 = Z1

√
1+ω2 +δ2.

(7.21)

For a given value of the side Z1 and the side length Z2 (and thus ω), an increase of

the height Z3 (and thus δ), reduces the link density p3D because the maximum distance

r3D,MAX between two nodes increases, as also shown in (7.21). Figure 7.7 illustrates the

difference p2D−p3D in link density between the 2D and 3D spaces, which increases with

δ. For δ ≪ ω, e.g. ω = 1 and δ = 0.1, the effect of Z3 (and thus δ) in (7.21) becomes

negligible and hence p2D − p3D ≈ 0. Additionally, an increase of δ shifts the maximum

difference p2D−p3D to a smaller Z1
r0

value because the shape of the prism becomes more

symmetrical.

Similarly, based on (7.21), when considering a constant side Z1 and height Z3 (and

thus δ), an increase of the side length Z2 (and thus ω) increases the size of the rectangle
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and δ when γ= 2, rc = 1 m, K = 4.65 ·10−5 and β=−103.3 dB.

and prism in the horizontal plane, given by Z1 and Z2. Thus, the maximum distances

r2D,MAX and r3D,MAX between two nodes increase and hence both the link densities p2D

and p3D decrease. Figure 7.7 depicts that the difference p2D−p3D also decreases with an

increase of ω, which implies that p2D reduces faster than p3D.

7.5. APPLICATION TO DRONE NETWORKS

In future telecommunication networks, drones are expected to provide coverage in a

disaster area or when a ground base station fails or to serve incidental traffic hot spots.

When a swarm of drones is deployed, the drones in the swarm are expected to commu-

nicate with each other in order to avoid collisions and exchange necessary information

for collaborative tasks. Thus, any drone should be able to reach any other drone in the

swarm to establish a connected network. While many studies in literature focus on de-

ploying a swarm of drones to provide coverage and/or capacity to the access network, the

connectivity among the drones is usually ignored [147][148]. In this section, the mini-

mum number NMIN of drones that need to be deployed for a connected network is com-

puted, based on the link density p. We model the drone network with a RGG. Because

drones can be deployed at the same altitude or at different altitudes, e.g. for scenarios

where both terrestrial users and users in high-rise buildings are considered, the 2D and

the 3D spaces are considered.

Previously we have shown that the link density p depends on γ,ω= Z2
Z1

, δ= Z3
Z1

as well
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as on r0 and thus on β. To evaluate the impact of each parameter, we refer to a baseline

scenario S0, which can describe a realistic drone network and we propose a set of scenar-

ios by unilaterally varying the parameters of the baseline scenario to an extreme value,

as shown in Table 7.2. We simulate 10000 realisations for each scenario and for each

prism’s size Z1 and derive the link density p and the minimum number of nodes NMIN,

such that the network is connected. We measure connectivity via the giant component

size, which equals the number of nodes in the largest cluster of the network divided by

the total number of nodes N in the network. When the giant component size is equal

to 1, the network is connected. The number of nodes in the largest cluster are found

after first creating N clusters, where the n-th cluster contains the n-th node. Then, we

merge the clusters that have at least one common node. We repeat the cluster mergers

until no cluster shares a common node with another cluster. The largest cluster is the

one that contains the most nodes. We regard the network as connected when the giant

component size is greater than or equal to 0.99.

Table 7.2: Scenario configurations.

Scenario γ β ω δ

S0 2 −127 dB 0.75 0.5

Sγ 4 −127 dB 0.75 0.5

Sβ 2 −80 dB 0.75 0.5

Sω 2 −127 dB 0.1 0.5

Sδ 2 −127 dB 0.75 0.1

Table 7.2 shows the chosen parameters for the considered scenarios. Scenario S0 de-

scribes a network with a good propagation environment (e.g. in high altitude), with a

typical minimum required channel gain β and drones placed in a space where the hor-

izontal plane is larger than the vertical plane. In Scenario Sγ, the propagation environ-

ment is worse (i.e. the path loss exponent γ is higher) than the one in Scenario S0, which

can indicate that the drones are flying closer to the ground where there are many obsta-

cles. The effects of a higher minimum required channel gain β compared to Scenario S0

are captured in Scenario Sβ, implying an increase of the noise power and/or a reduction

of the SNR threshold and/or a reduction of the transmission power. Scenarios Sω and

Sδ capture the impact of the space where the drones are located. Specifically, in Sce-

nario Sω, the horizontal plane is narrower than the vertical plane while in Scenario Sδ,

the vertical plane is much narrower than the horizontal plane.

Figure 7.8 shows the link density p and the minimum number of nodes NMIN as de-

rived from simulating the above-mentioned scenarios. The fitted curves in Figure 7.8
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are deduced from all scenarios and follow a power law NMIN =αpδ where (α2D, δ2D) and

(α3D, δ3D) are the fitting parameters with their standard error, in the 2D and 3D spaces,

respectively:

α2D = 5.14±0.32, δ2D =−1.12±0.04,

α3D = 4.35±0.27, δ3D =−1.23±0.04,
(7.22)

The RMSE of the fitting is 2.96 and 2.73 for the 2D and 3D spaces, respectively.
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Figure 7.8: Minimum number of nodes NMIN needed for connectivity in respect to the link density p, for the

scenarios shown in Table 7.2, as well as the fitting curves given by (7.22).

Figure 7.8 shows that the minimum number of nodes NMIN needed for connectivity

does not depend on the dimension D of the space (2D or 3D), but only on the value

of the link density p. However, NMIN varies per scenario when the link density is less

than about 0.5. For example, when comparing Scenarios S0 and Sω, a reduction of the

parameter ω from 0.75 to 0.1, increases the minimum number of nodes NMIN by about

10, when the link density is equal to 0.2. Also, for link density p > 0.7, the fitted curves

are overestimating the minimum number of nodes NMIN. Therefore, we can conclude

that (7.22) provides a rough approximation of the minimum number of nodes NMIN.

7.6. CONCLUDING REMARKS
We have computed the link density in D-dimensional RGGs, generated by a general dis-

tance function f (r ) and we have demonstrated its remarkably accurate approximation

by the Fréchet distribution function (7.17) for any path loss exponent γ and any prism

geometry. Also, we indicated that the link density p2D in the 2D space upper bounds

that in the 3D space, when the same propagation environment and size of the horizon-

tal plane are considered. Finally, based on the giant component size, we have found

that the minimum number of nodes NMIN needed for connectivity is a power law of the

link density p. The above-mentioned insights can be helpful in applications requiring

the deployment of a swarm of drones. For example, when the size of and the propaga-
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tion conditions in a disaster or crowded area that require coverage or extra capacity are

known, NMIN provides an estimation on the minimum number of drones that should be

deployed to have a connected swarm of drones.



8
CONCLUSIONS

“The more I learn, the more I realise how much I don’t know.”

Albert Einstein.

In this dissertation, the challenging task of resource management in the RAN has been

addressed in three distinct areas. Specifically, we modelled and simulated realistic 5G net-

works and provided better understanding on how different technology features deal with

the problem of serving traffic with diverse requirement. Moreover, we focused on perform-

ing federated learning in resource-constrained wireless networks. We proposed and as-

sessed a general agent selection framework and then extended it to address the joint agent

selection and resource allocation problem in vehicular networks. Finally, we provided an

approximation on the number of drones in a swarm, by modelling the drone swarm with

a RGG. In this final chapter, the main contributions of this dissertation and the directions

for future work are presented.

131
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8.1. MAIN CONTRIBUTIONS

In the first part of this dissertation, we focused on serving traffic with diverse require-

ments. RAN slicing is a novel concept introduced in 5G networks, which allows to op-

timally configure network slices. MNOs can then configure a slice per customer or per

traffic class based on its required QoS. In Chapter 3 we evaluated the performance of

RAN slicing in terms of the traffic handling capacity. For the evaluation, we modelled an

Industry 4.0-inspired scenario with realistic traffic models and requirements, as defined

by 3GPP. We then compared a sliced network with optimally configured isolated slices to

an optimally configured non-sliced network. Simulations showed that 20% more traffic

can be handled by the non-sliced network. This result highlights that the inherent trunk-

ing loss incurred when configuring slices with dedicated resources can harm the traffic

handling capacity.

To improve the performance of RAN slicing, in Chapter 4, we allowed slices to use

the idle resources of other slices. Moreover, we assessed the merit of flexible numerology

and mini-slots, in both sliced and non-sliced networks. For the evaluations, we modelled

a challenging smart city environment, again based on traffic models and requirements

from 3GPP. The results revealed that when RAN slicing is appropriately configured with

flexible numerology and mini-slots, it provides better service performance than non-

sliced networks. Moreover, it was shown that the slice-specific numerology should not

be configured based on solely the service type of the respective slice. There is no doubt

that RAN slicing enables the MNOs to configure slices for specific services and customers

and improves network manageability. However, to provide good service performance in

a sliced RAN, effective radio resource management should be performed in terms of e.g.

sharing idle resources among slices and appropriately configuring complementary RAN

features.

In the second part of the dissertation we focused on FL in resourced-constrained

wireless networks. In Chapter 5 we proposed a metric to characterize an agent based on

its importance in the learning process and its resource consumption in terms of trans-

mission, processing and energy resources. We then proposed a general agent selection

framework, in terms of an optimisation problem, that can be adapted to the needs and

constraints of the network and the agents. Focusing on the trade-off between learning

and wireless communication performance measures, we compared the agent selection

policies derived as solutions of the optimization problem to other baseline selection

policies. We showed that the proposed agent selection policies, which consider both

learning and wireless channel aspects can provide higher global model accuracy. More-

over, we showed that pure learning-based policies can perform well in scenarios where

the agents have a limited number of training samples or where the latency requirement
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is very stringent. Additionally, the results showed that the local loss is a good metric to

characterise the importance of an agent in the learning process, in scenarios with non-

IID data. Finally, it was revealed that the total energy consumption is dominated by the

training-related consumption, rather than the transmission-related consumption.

In Chapter 6 we extended the previously proposed agent selection framework to

address the joint agent selection and resource allocation problem. Specifically, we ad-

dressed this problem in the context of vehicular communications and assuming that the

BSs are MU-MIMO capable. We then proposed the VBI algorithm to approximate the

solution of the defined problem. For the evaluation of the VBI algorithm we considered

a vehicular scenario based on road and mobility models from 3GPP and on the learning

task of object classification of European traffic signs. The results showed that MU-MIMO

capable BSs improve the convergence time of the global model because they enhance

the quality of the wireless channels and they increase the number of vehicles that can be

selected for training in a given communication round. Moreover, it was demonstrated

that the convergence time increases when vehicles have different data set sizes. Further-

more, it was shown that the local loss is a good metric to characterise the importance of

a vehicle in the learning process, only in the scenario where all vehicles had the same

data set sizes. This was due to having vehicles with very small data set sizes, which then

provide an inaccurate calculation of their local loss.

Chapter 7 addressed the number of drones that need to be deployed in a swarm

to ensure that all drones in the swarm can communicate with each other. Consider-

ing RGGs with a distance-based connection function, we derived an expression for the

link density in a D-dimensional prism. Focusing on the 2D and 3D spaces, we showed

that the complementary distribution function of the Fréchet distribution approximates

remarkably well the link density, regardless of the path loss exponent and the prism ge-

ometry. Moreover, we showed that the link density in the 2D space upper bounds that in

the 3D space, considering the same environment and horizontal plane size. Finally, we

modelled the drone swarm with a RGG and we approximated the minimum number of

drones to ensure a connected swarm in both 2D and 3D spaces.

8.2. DIRECTIONS FOR FUTURE WORK

Considering that RAN slicing will be adopted by the MNOs, it is crucial to further in-

vestigate its performance in realistic scenarios. In our analysis in Chapter 4 we con-

sidered traffic with variability on a very fine time scale, which is handled by the sched-

uler and/or by the idle resource sharing feature. However, traffic with high variability

over time should be considered and the concept of dynamic resource assignment be-

tween slices should be investigated. Potentially, dynamic resource assignment can be
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performed with input from a traffic forecasting algorithm.

In Chapter 5 we showed that the optimal agent selection policy depends on the sce-

nario and communication round. Therefore, a promising direction for future work is to

design adaptive agent selection policies to further improve the convergence time and

level of the global model. Additionally, deeper understanding of the learning model is

needed. For example, by analysing the CNN (or any other neural network architecture),

we can identify which weights are important for the learning. Then, the importance of

an agent in the learning process can be expressed in terms of how its data set impacts

those specific weights. Moreover, the metric describing the importance of an agent in

the learning process should also be robust when an agent has a very small data set size.

In Chapter 6 we performed periodic resource allocation from a higher time scale per-

spective. However, it is important that resource allocation is also considered on the ms-

time scale, especially in scenarios with mobile agents. Additionally, further work is also

needed from the application level perspective. Even though many applications of FL

in vehicular networks are mentioned in literature, specific accuracy targets and latency

constraints need to be defined per application. Finally, more real-world data sets and

scenarios should be considered for investigation. For example, in both Chapters 5 and

6 we considered that agents/vehicles maintain the same data set over time. However, in

reality, the data sets change over time, e.g. because the vehicles collect data via sensors

while driving.

In Chapter 7 we showed that the Fréchet distribution (7.17) very accurately approxi-

mates the link density. However, a method to easily derive the fitting values for different

scenarios is left for further research. Moreover, in our analysis we assumed that the fixed

nodes are independent and uniformly distributed in the D-dimensional space. To bet-

ter model wireless networks, the node mobility and the spatial distribution should be

considered, which will eventually influence the minimum number of nodes needed for

connectivity. Additionally, in most wireless networks, the links are dependent due to in-

terference. Thus, the impact of interference and potential ways to mitigate interference

should also be addressed.
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A.1. ANALYSIS ON ANTENNA ARRAYS

A.1.1. CELL EDGE BEAM DOWNTILT

Based on the angle of the beam on the azimuth and elevation planes, a certain area on

the ground can be served. A simplified model to calculate the area on the ground which

is served by a beam, is to assume a trapezoid ground area, whose size depends on the

HPBW ∆ϕM and the downwards elevation angle θ of the beam [149]. Figure A.1 illus-

trates on the left hand side the azimuth projection of the trapezoid ground area, traced

with a blue colour. The right hand side of Figure A.1 shows with a solid blue line the

direction θ of a given beam and the distances d1 and d2 defining the size of the trape-

zoid. Specifically, distance d1 denotes the distance from the BS until the small base of

the trapezoid, hence d1 ≥ 0, and distance d2 denotes the distance from the BS until the

big base of the trapezoid. Both the distances d1 and d2 are a function of the beam direc-

tion ∆ϕM
2 ≤ θ ≤ 90◦− ∆ϕM

2 . Additionally, the angles θd1 and θd2 defining the distances d1

and d2 are equal to θd1 = θ+ ∆ϕM
2 and θd3 = θ− ∆ϕM

2 . Then, the distances d1 and d2, for

the range ∆ϕM
2 ≤ θ ≤ 90◦− ∆ϕM

2 , are given in degrees by

d1 = hM

tan
(
θ+ ∆ϕM

2

) , (A.1)

d2 = hM

tan
(
θ− ∆ϕM

2

) . (A.2)
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θ

Figure A.1: The trapezoid ground area served by a beam with a downwards elevation angle θ and with HPBW

∆ϕM , is given by the distances d1 and d2.

The cell edge is served by the beam with the smallest downtilt in the elevation plane.

Using the method of the trapezoid ground area, we approximate the downtilt θCE of the

beam serving the cell edge. Using a hexagonal layout, the distance dc from the BS until

the cell edge is given by

dc = 2

3
ISD, (A.3)

where ISD is the inter-site distance. Setting d2 = dc in (A.2), the downtilt θCE is given by

θCE = arctan

(
hM

dc

)
+ ∆ϕM

2
. (A.4)

A.1.2. BEAM DIRECTIONS

In this work we consider 4×4 UPRAs for the BSs and thus NE ,M = 16. Then, the HPBW

∆ϕM , using (6.4), and the FNBW ϕ0,M , using (6.5), are given by:

∆ϕM ≈
√

3

16
≈ 0.43 rad ≈ 25◦,

ϕ0,M = 2

[
π

2
−cos−1

(
2

4

)]
= π

3
rad = 60◦.

Then, the angular resolution φB ,M = ϕ0,M /2 = 30◦ in both the azimuth and elevation

planes. Considering three-sectorised cells, the antenna arrays need to cover a range of

120◦ in the azimuth plane. Consequently, there are B A,M = 120◦/φB ,M = 4 beams in the

azimuth plane. On the left hand side of Figure A.2, the four beams covering the azimuth

plane are shown, pointing at angles −45◦, −15◦, 15◦ and 45◦.

In the elevation plane, the antenna array needs to cover the vehicles on the ground

and thus cover a range of θ less than 90◦. Because each BS needs to cover a specific

area on the ground, the beams need to point close to the cell edge to ensure that they

do not introduce significant interference to the adjacent cells. Based on an ISD= 500m
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φ0,M

120o

φ0,M

65o

Figure A.2: Direction of beams in the GoB for an 4×4 UPRA, in the [left] azimuth and [right] elevation planes.

and antenna height hM = 25m, the angle to the cell edge is equal to 4.3◦. Therefore,

the beams in the elevation plane need to cover a range of 85.7◦. Consequently, there

are BE ,M = ⌈85.7◦/30◦⌉ = 3 beams in the coverage range. As previously introduced, the

beam direction for the cell edge is given by (A.4), and therefore the cell edge beam is at

θCE ≈ 17◦. Based on the angular resolution φB ,M = 30◦, the other two beam directions

are 47◦ and 77◦. The right hand side of Figure A.2 illustrates the three beams and their

direction.

Based on the derived beam directions, the UPRA at the BSs can simultaneously form

and transmit BM = B A,M BE ,M = 12 beams. Furthermore, using (6.7), the maximum beam

gain GM ,MAX = 10log(16) = 12 dBi and using (6.8) and (6.9) we calculate FBRM = SLLM =
19.1 dB.

A.1.3. BEAM CONNECTION TIME

A vehicle stays connected to the same beam when moving in the area covered by the

given beam. The area served by a beam can be calculated using (A.1) and (A.2) when

the HPBW ∆ϕM is substituted by the angular resolution φB ,M . Figure A.3 shows for a

given azimuth direction, the ground coverage area of each of the three elevation beams

calculated in Appendix A.1.2. Each beam coverage area is a trapezoid and it is described

by the distances d1 and d2, as defined in Appendix A.1.1. Hence, the two bases and the

height of the trapezoid can be calculated. Table A.1 shows the length of the distances d1

and d2 as well as the length of the long base and the height of the trapezoid, considering

the angular resolution φB ,M = 30◦. 1.

Table A.1 also shows a rough approximation of up to how much time a vehicle will

stay connected to the same beam, which depends on the elevation angle of the beam.

The maximum connection time interval is calculated as the length of the long base and

1The distance d2 for the beam pointing to the cell edge was set equal to the cell edge distance dc , as derived in

(A.3).
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θ = 77º θ = 47º θ = 17º

Figure A.3: Ground coverage area for every beam in the elevation plane (not in scale), at a given azimuth

direction.

Table A.1: Geometry description of the trapezoid coverage areas and beam connection time derivation, for the

given beam directions.

Beam

direction θ

Distance

d1 [m]

Distance

d2 [m]

Long

base [m]

Height

[m]

Maximum

connection

time [s]

16.8◦ 40.3 333.3 172.5 283.0 10.4−17.0

46.8◦ 13.4 40.3 20.9 26.0 1.3−1.6

76.8◦ 0.0 13.4 6.9 12.9 0.4−0.8

the height of the trapezoid divided by the speed of the car, which is assumed to be 60

km/h.

A.1.4. VEHICLE BEAM

Each vehicle is equipped with a 2×2 UPRA and thus NE ,V = 4 antenna elements. Thus,

the HPBWs ∆ϕV ≈ 50◦, as given by (6.4). Moreover, using (6.11), the maximum beam

gain GV ,MAX = 10log(4) = 6 dBi. Finally, we assume that the beam can be steered in any

direction.

A.2. SIMULATION SETUP

A.2.1. COVERAGE ANALYSIS

Based on the beam directions, derived in Appendix A.1.2, a coverage analysis is carried to

ensure that all locations in the study area are covered in the DL channel. Using the previ-

ously described antenna model for the BSs and propagation environment from Section

6.4, we calculate the SSB RSRP on beam b for every location v as

RSRPvb = PSSB +GM ,vb +GT,vb , (A.5)

where PSSB denotes the transmit power per resource element in dBm, which depends

on the maximum transmit power PM,MAX and power PSSB is given by (2.7). We assume
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that the reference signals are pairwise code-multiplexed on common time-frequency re-

sources [33] and hence equally share the transmit power PSSB. Moreover, we consider

that coverage is provided to a location v if for at least one beam RSRPvm ≥−120 dBm.

We consider a bandwidth of B = 50 MHz and hence NPRB = 270 PRBs, considering

numerology µ= 0. Also, the maximum transmit power PM,MAX = 49 dBm at the BSs. Us-

ing (2.7) we calculate PSSB = 10.89 dBm. For a grid of 5m ×5m pixels, Figure A.4 shows

the RSRP values for each pixel in the considered area. The black grid on the RSRP map

represents the modelled roads and hence the potential vehicle locations. Figure A.4 also

shows that the RSRP level at every pixel is above the -120 dBm threshold and thus cov-

erage is achieved. Finally, all of the roads are covered by the beams pointing at the cell

edge which allows to only consider four beams per cell in the optimisation problem in

Section 6.3.

Figure A.4: RSRP levels in dBm at the considered area, assuming a grid of 5m × 5m pixels. The black grid

represents the roads.

A.2.2. BROADCAST BIT RATE

The broadcast bit rate is chosen such that the associated SNR requirement can be met.

In this work, we associate the broadcast bit rate to the cell edge bit rate and hence to the

cell edge SNR ΓCE

ΓCE = PB +GT +GV ,MAX +GM −PNOISE −N FV , (A.6)
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where PB denotes the broadcast beam transmit power and and N FV = 9 dB is the noise

figure at the vehicles [125]. Assuming that all four beams per cell are used for the broad-

cast and that the maximum transmit power PM ,MAX = 49 dBm is equally shared among

the four beams, we calculate the power PB = 43 dBm. The distance to the cell edge

dc = 333m and thus the path gain GT = −137.8 dB. Moreover, from Appendix A.1.4, the

maximum beam gain GV ,MAX = 6 dBi. For the transmit antenna gain GM we assume

the worst case scenario that the angle off the boresight direction of the beam is equal

to ϕ = ∆ϕM /2 and ϑ = ϕ0,M /2 in the elevation and azimuth planes, respectively. Using

6.10, the transmit antenna gain GM = 6 dB. The noise power is given by

PN =−174+10log10 (B) , (A.7)

and for a bandwidth of B = 50 MHz, the noise power PNOISE = −97 dBm. Then, using

(A.6), the cell edge SNR ΓCE = 5.2 dB and hence the boadcast bit rate is calculated, using

(6.2), at 105 Mbps.
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B.1. LINK DENSITY IN A RECTANGULAR HYPERPRISM
When nodes are placed uniformly at random inside the prism, the link density p, given

by

p = E [L]

LMAX
=

∫
V

d q
∫

V
d s gr (q)gr (s) f

(|q − s|) ,

can be written as

p =
∫

V

d q

v

∫
V

d s

v
f (|q − s|), (B.1)

where q = (x1, x2, . . . , xD ) and s = (
y1, y2, . . . , yD

)
are the coordinates of two random nodes

and f (|q − s|) is the probability that two nodes at distance |q − s| are connected by a link.

In Cartesian coordinates, the distance |x−y |2 =∑D
d=1(xd −yd )2. To simplify the notation,

we denote h
(|x − y |2)= f (|x − y |) and the integral in (B.1) becomes

p =
∫ Z1

0
d x1

∫ Z1

0
d y1 · · ·

∫ ZD

0
d xD

∫ ZD

0
d yD

h
(∑D

d=1(xd − yd )2
)∏D

d=1 Z 2
d

(B.2)

We use symmetry to reduce the 2D-fold integral to a D-fold integral. We concentrate on

the integration over the d dimension and denote w2
d = ∑D

k=1;k ̸=d (xk − yk )2 that is inde-

pendent of dimension d (i.e. of xd and yd ),

∫ Zd

0
d xd

∫ Zd

0
d yd h

(
xd − yd

)2 +
D∑

k=1
k ̸=d

(xk − yk )2


=

∫ Zd

0
d xd

∫ Zd

0
d yd h

((
xd − yd

)2 +w2
d

)
.
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After substitution ud = xd−yd , where yd is kept constant, followed by partial integration,

we obtain

∫ Zd

0
d xd

∫ Zd

0
d yd h

(
xd − yd

)2 +
D∑

k=1
k ̸=d

(xk − yk )2


= 2

∫ Zd

0
dud (Zd −ud )h

u2
d +

D∑
k=1
k ̸=d

(xk − yk )2

 .

Any other dimension can be treated similarly and the integral in (B.2) is reduced to

the integral

p = 2D
∫ Z1

0
du1 · · ·

∫ ZD

0
duD

D∏
d=1

(Zd −ud )

Z 2
d

h

(
D∑

d=1
u2

d

)
. (B.3)

We can calculate the link density (B.3) numerically for any dimension D and analyti-

cally for D = 2,

prect-2D = 4

(Z1Z2)2

∫ Z1

0
du1

∫ Z2

0
du2 (Z1 −u1)(Z2 −u2) h

(
u2

1 +u2
2

)
(B.4)

Transformed to polar coordinates prect-2D = 4(pA+pB+pC)
(Z1 Z2)2 where

pA =
∫ Z2

0
h (r )r dr

∫ π
2

0
(Z1 − r cosθ) (Z2 − r sinθ)dθ,

pB =
∫ Z1

Z2

h (r )r dr
∫ arcsin

(
Z2
r

)
0

(Z1 − r cosθ) (Z2 − r sinθ)dθ,

pC =
∫ √

Z 2
1 +Z 2

2

Z1

h (r )r dr
∫ arcsin

(
Z2
r

)
arccos

(
Z1
r

) (Z1 − r cosθ) (Z2 − r sinθ)dθ.

Solving the θ-integrals of pA, pB and pC separately, with

Q(θ) =
∫

(Z1 − r cosθ) (Z2 − r sinθ)dθ

= Z1Z2θ+Z1r cosθ−Z2r sinθ− r 2

4
cos(2θ)+ c

where c is an integration constant, leads to the link density in a rectangle

prect-2D = 4

Z 2
1 Z 2

2

(
pA +pB +pC

)
(B.5)
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with

pA =
∫ Z2

0
h (r )r

[
Z1Z2π

2
− (Z1 +Z2)r + r 2

2

]
dr,

pB =
∫ Z1

Z2

h (r )r

[
Z1Z2π−Z 2

2

2
−Z1r Z1Z2 arccos

(
Z2

r

)
+Z1

√
r 2 −Z 2

2

]
dr,

pC =
∫ √

Z 2
1 +Z 2

2

Z1

h (r )r

[
Z1Z2π−Z 2

1 −Z 2
2

2
−Z1Z2 arccos

(
Z1

r

)
−Z1Z2 arccos

(
Z2

r

)
+ Z1

√
r 2 −Z 2

2 +Z2

√
r 2 −Z 2

1 − r 2

2

]
dr.

B.2. LINK DENSITY APPROXIMATION IN A HYPERCUBE

For Z1 = Z2 = ·· · = ZD = Z , (7.11) becomes

pDcube =
2D

Z 2D

∫ Z

0
du1 · · ·

∫ Z

0
duD

D∏
d=1

(Z −ud )h

(
D∑

d=1
u2

d

)
.

We transform the integral from Cartesian to polar coordinates using the transformation

in [150]. Because the boundaries of the hypercube are a bit more involved, we consider

the integral over a part of the hypersphere of radius Z and centre at the origin, that is

entirely enclosed by the hypercube,

pDcircle =
2D

Z 2D

∫ R

0
h (r )r D−1dr

∫ π
2

0
dϕ1 · · ·

∫ π
2

0
dϕD−1

D−1∏
d=1

(
Z − r cosϕd

d−1∏
j=1

sinϕ j

)

×
(

Z − r sinϕD−1

D−2∏
j=1

sinϕ j

)
D−1∏
d=1

sinD−1−d ϕd

(B.6)

and provides a lower bound for pDcube of the hypercube.

B.2.1. TWO DIMENSIONS

Setting D = 2 and using ϕ1 = θ in (B.6), assuming that the coordinates of the circle with

radius Z are given in (r,θ), we find for the 2D space

pcircle/4 =
4

Z 4

∫ Z

0
h (r )r dr

∫ π
2

0
(Z − r cosθ) (Z − r sinθ)dθ. (B.7)

Using (B.5) and the transformation r = Z x, (B.7) becomes

pcircle/4 =
∫ 1

0
h (Z x)

(
2πx −8x2 +2x3)d x. (B.8)
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B.2.2. THREE DIMENSIONS

In the 3D space, we use ϕ1 = θ and ϕ2 = φ, assuming that the coordinates of the sphere

with radius Z are given in (r,θ,φ). Using (B.6) we find

psphere/8 =
8

Z 6

∫ Z

0
h (r )r 2dr

∫ π
2

0
sinθ (Z − r cosθ)dθ

×
∫ π

2

0

(
Z − r cosφsinθ

)(
Z − r sinφsinθ

)
dφ.

(B.9)

The φ-integral becomes:∫ π
2

0
(Z − r sinθcosφ)(Z − r sinθ sinφ)dφ= π

2
Z 2 −2r Z sinθ+ r 2 sin2θ

2
. (B.10)

Substituting (B.10) in (B.9), we get

psphere/8 =
8

Z 6

∫ Z

0
h (r )r 2dr

∫ π
2

0
sinθ (Z − r cosθ)

(
π

2
Z 2 −2r Z sinθ+ r 2 sin2θ

2

)
dθ.

After substitution of the θ-integral∫ π
2

0
sinθ(Z − r cosθ)

(
π

2
Z 2 −2r Z sinθ+ r 2 sin2θ

2

)
dθ = πZ 3

2
− 3πZ 2r

4
+Z r 2 − r 3

8

and letting r = Z x, we arrive at

psphere/8 =
∫ 1

0
h (Z x)

(
4πx2 −6πx3 +8x4 −x5)d x. (B.11)

B.2.3. FORMAL SOLUTION OF pDCIRCLE IN (B.6) IN HIGHER DIMENSIONS

Both integrals (B.8) and (B.11) are of the form

pDcircle =
∫ 1

0
h (Z x) pn (x)d x,

where pn (x) =∑n
j=0 a j x j is a polynomial of degree n in x. The integral can be elegantly

solved if h (z) is an entire function1. Here, we confine to h (z) = e−βzγ , which is not an

entire function if γ is not an integer. With α=βRγ, the general integral above becomes2

pDcircle =
n∑

j=0
a j

∫ 1

0
e−αr γr j dr. (B.12)

1An entire (also called integral) function is a complex function without singularities in the finite complex plane

(see [151, Chapter VIII]).

2We can transform the integral by letting x =αrγ and r = ( x
α

) 1
γ =α− 1

γ x
1
γ , thus dr =α− 1

γ 1
γ x

1
γ−1

d x and

∫ 1

0
e−αrγ r j dr = α

− j+1
γ

γ

∫ α

0
e−x x

j+1
γ −1

d x.

The right-hand side integral can be written in terms of the incomplete Gamma integral is Γ (a, z) =∫ ∞
z e−x xa−1d x, which is not an entire function.
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From the definitions in [152, pp. 6.5.3, 6.5.4], Γ (a, z) = Γ (a)
(
1− zaγ∗ (a, z)

)
and [152,

p. 6.5.29], it follows that

γ∗ (a, z) = 1

Γ (a)

∞∑
k=0

(−z)k

k ! (a +k)
. (B.13)

A second powerful series is

γ∗ (a, z) = e−z
∞∑

k=0

zk

Γ (a +1+k)
. (B.14)

The entire incomplete Gamma function γ∗ (a, z) is an entire function so that (B.13) and

(B.14) converge for all a and all z. With this preparation, we return to the integral (B.12)

and find, after Taylor expansion of the exponential and invoking (B.13)

pDcircle =
n∑

j=0
a j

∞∑
k=0

(−α)k

k !
(

j +1+γk
)

= 1

γ

n∑
j=0

a jγ
∗
(

j +1

γ
,α

)
Γ

(
j +1

γ

)
.

The other series (B.14) leads to

pDcircle =
e−α

γ

n∑
j=0

a j

∞∑
k=0

Γ
(

j+1
γ

)
Γ

(
j+1
γ +1+k

)αk .

Using Γ(x+m)
Γ(x) =∏m−1

l=0 (x + l ) then results into a factorial series (see e.g. [153]),

pDcircle = e−α
n∑

j=0

a j

j +1

∞∑
k=0

αk∏k
l=1( j+1

γ + l )

that converges for all α.

B.3. FRÉCHET FITTING OF THE LINK DENSITY
The highly accurate Fréchet distribution for the link density

p(x) = 1−e−
( x−a

b

)−c

,

has parameters a,b,c, that depend upon the path loss exponent γ and the prism geom-

etry.

For the 2D space, Figure B.1 shows the influence of the path loss exponent γ on the

fitting parameters (a2D,b2D,c2D) for different values of ω = Z2
Z1

. In particular, Figure B.1

shows that −1.5 < a2D ≤ 0, 1 < b2D < 3 and 1 < c2D < 3. Also, for a given ω and γ it

holds | a2D
b2D

| < 0.5. Additionally, the plot of c2D versus the path loss exponent γ in Figure
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B.1(c) roughly illustrates two regimes for ω ≤ 0.3 and for ω > 0.3. The lower values of

ω≤ 0.3 indicate the convergence of the 2D space towards the 1D space in which the link

density p is more confined by the border effects. Hence, the Fréchet fitting is slightly less

accurate forω≤ 0.3 than for higher values ofω> 0.3 and reflected by the RMSE in Figure

B.1(d), although the maximum RMSE < 0.01 is still very low.

ω = 0.1 ω = 0.2 ω = 0.3 ω = 0.4 ω = 0.5
ω = 0.6 ω = 0.7 ω = 0.8 ω = 0.9 ω = 1.0
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Figure B.1: Panels (a), (b) and (c) illustrate the fitting parameters a2D, b2D and c2D, respectively, for different

values of ω and γ, while panel (d) illustrates the RMSE of each fit. Panel (c) is in log-log scale.

The parameter c2D represents the shape of the Fréchet distribution and Figure B.1(c)

exhibits that the parameter c2D follows closely a power law c2D (γ) = ψγ−ξ. The values

and the standard error of the fitting parameters (ψ,ξ) and the RMSE of each fitting are

given in Table B.1. Additionally, Figure B.1(c) illustrates that for ω > 0.3, the parameter

c2D ≥ 2 and approaches c2D → 2 for higher values of γ, because of the minimal border

effects as explained in Section 7.3.2. Generally, when the border effects are minimal, the

parameter c2D is approximately equal to the dimensions D = 2.

A similar analysis for the 3D space in Figure B.2 illustrates the dependence of param-

eters (a3D,b3D,c3D) on δ = Z3
Z1

for γ = 5. Similarly to the 2D space, the parameter c3D

is approximately equal to the dimensions D = 3 for graphs where the border effects are

minimal i.e. for large ω, δ and γ. Additionally, when ω→ 0 and for large δ (to minimise
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Table B.1: Fit values for parameter c3D .

ω ψ ξ RMSE

0.1 1.38±0.05 0.06±0.03 0.03

0.2 1.62±0.11 0.04±0.05 0.07

0.3 1.85±0.08 0.01±0.03 0.05

0.4 2.15±0.04 0.05±0.01 0.03

0.5 2.48±0.03 0.13±0.01 0.02

0.6 2.79±0.05 0.21±0.01 0.03

0.7 2.98±0.07 0.26±0.02 0.03

0.8 3.05±0.09 0.27±0.02 0.04

0.9 3.06±0.10 0.28±0.03 0.05

1.0 3.03±0.10 0.27±0.03 0.05

the border effects) the 3D space reduces to the 2D space and thus c3D ≈ c2D ≈ 2. Due to

symmetry, when δ→ 0 and for large ω, it again holds c3D ≈ c2D ≈ 2.
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Figure B.2: Fitting parameters (a3D,b3D,c3D) for different values of ω and δ and for γ= 5.





NOMENCLATURE

Global

BTOT Set of all beams in the network

Bm Set of beams at BS m

M Set of BSs in the network

∆ϕk HPBW, where k = M for the BSs and k =V for the vehicles

ΓMIN Minimum SNR for connectivity

Γi j SNR between a transmitter i and a receiver j

Γ j b SNR at receiver j for a transmission from beam b

Γ̂i j SINR between a transmitter i and a receiver j

γ Path loss exponent

λ Wavelength

µ Numerology

φB ,M Angular resolution of the beams at the BSs

ψSF Random variable for shadow fading

σSF Standard deviation for normally distributed shadow fading

ϕ0,k FNBW, where k = M for the BSs and k =V for the vehicles

ϕvb Angle off the boresight direction of a beam b, at receiver v

ϑvb Negative elevation angle relative to the direction of beam b, at receiver v

B System bandwidth

BTOT Total number of beams in the network, where BTOT = |BTOT|

BM Number of beams at a BS, where BM = |Bm |
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B A,M Number of beams in the azimuth plane at the BSs

BE ,M Number of beams in the elevation plane at the BSs

Ci j Channel capacity between a transmitter i and a receiver j

GE Gain per antenna element

Gi Antenna gain at transmitter/receiver i

G A,vb Effective antenna gain in the azimuth plane for a transmission between vehicle

v and beam b

GE ,vb Effective antenna gain in the elevation plane for a transmission between vehi-

cle v and beam b

Gk,MAX Maximum beam gain, where k = M for the BSs and k =V for the vehicles

GM ,vb Antenna gain at the BS-side, for communication between vehicle v and beam

b

GS,M Gain of the side lobe at the BSs

GT, j Transmission gain at receiver j

GT,vb Transmission gain for communication between vehicle v and beam b

GV ,vb Antenna gain at the vehicle-side, for communication between vehicle v and

beam b

Hi j Channel response to multipath fading on the channel between transmitter i

and receiver j

LMF,i j Experienced multipath fading loss between a transmitter i and a receiver j

LPL,i j Path loss between a transmitter i and a receiver j

LSH,i j Experienced shadow fading loss between a transmitter i and a receiver j

N0 Noise power spectral density

NPRB Number of PRBs

NSUB Number of subcarriers per PRB

NE ,k Number of antenna elements, where k = M for the BSs and k =V for the vehi-

cles
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N Fi Noise figure at transmitter/receiver i

PNOISE Thermal noise power

PRX,i j Received power of a transmission between a transmitter i and a receiver j

PSSB Transmit power per resource element in the SSB

PTX,MAX Maximum transmit power at an antenna

PTX,i j Transmit power from a transmitter i to a receiver j

PTX,i Transmit power of transmitter i

PV,MAX Maximum transmit power of vehicles

R j b Bit rate at receiver j for a transmission from beam b

R j Bit rate at receiver j

c Speed of light

d0 Reference distance for path loss

dE Distance between antenna elements

di j 3D distance between a transmitter i and a receiver j

d j 3D distance between the BS and a receiver j

fC Carrier frequency

Related to Part I: Serving Traffic With Diverse Requirements

δn Maximum allowed packet drop rate of QoS flow n

λTO Arrival rate of TO flows

λVR Arrival rate of VR sessions

λBB,y Arrival rate of BB sessions in channel direction y ∈{UL,DL}

φS (·) Weight function of scheduler S

τn Latency budget of QoS flow n
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N Number of QoS flows in the network

NLC Number of LC flows in the network

Nx Number of persistent sessions of service x ∈{VS,SM}

QS,n Scheduling metric of QoS flow n, considering a scheduler S

Rn Exponentially smoothed experienced bit rate of QoS flow n

S Scheduler

SBB Packet size of BB sessions

SLC Packet size of LC flows

STO Packet size of TO flows

Sx,y Packet size of service x ∈{VS,SM} in channel direction y ∈{UL,DL}

Tx,y Arrival period of packets of service x ∈{VS,SM} in channel direction y ∈{UL,DL}

Wn Head-of-line packet latency of QoS flow n

tc Smoothing parameter

Related to Part II: Collaborative Learning

K Set of the training data across all agents/vehicles

Kv Set of the training data of agent/vehicle v

KT,v Set of the testing data of agent/vehicle v

V Set of agents/vehicles in the network

VG Set containing the selected agents/vehicles selected

δv Deviation between the local and global model at agent/vehicle v

η Learning rate

νv CPU clock frequency at agent/vehicle v

ωv Number of FLOPs per cycle at agent/vehicle v

ρ Constant tuning the importance of a vehicle on each beam
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ρE Constant tuning the relevant significance of the energy resource consumption

ρL Constant tuning the relevant significance of the learning importance

ρR Constant tuning the relevant significance of the transmission resource con-

sumption

ρT Constant tuning the relevant significance of the processing resource consump-

tion

τAGG Time to aggregate all local models at the FL server

τAPP,MAX Application-specific latency budget

τDL Time for broadcasting the global model

τSCH Time period of scheduling and notification of agents/vehicles

τT+UL Time for all scheduled agents/vehicles to train and upload their local models

τL,b Upload start time at beam b

τT,v Training time of agent/vehicle v

τUL,vb Upload time of agent/vehicle v on beam b

τB A BTOT ×1 vector with upload latency budget for every beam

τL A BTOT ×1 vector with the upload start time at each beam

τT A V ×1 vector with the training latency vehicles

A A binary V ×BTOT optimization matrix with the associations between the se-

lected vehicles and the beams

Q A V ×BTOT matrix with the importance of each vehicle per beam

T̂L A V ×BTOT auxiliary matrix

TUL A V ×BTOT matrix with the upload times of each vehicle at each beam

WG The weights of the global model

Wv The weights of the model at agent/vehicle v

Xv The input data of agent/vehicle v

Ŷv The model output (predictions) of agent/vehicle v
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Yv The output data of agent/vehicle v

sv A binary V ×1 optimization vector for the selection of vehicles

xvk The k th input vector of agent/vehicle v

ŷvk The k th predicted output vector of agent/vehicle v

yvk The k th output vector of agent/vehicle v

Bv Transmission bandwidth allocated to agent/vehicle v

CR,MAX Available transmission resources

CE ,v Consumption of energy resources of agent/vehicle v

CR,v Consumption of transmission resources of agent/vehicle v

CT,v Consumption of processing resources of agent/vehicle v

Ev Energy level at agent/vehicle v

F (·) The loss function of the model

K Number of training data samples across all agents/vehicles, where K = |K|

Kv Number of training data samples at agent/vehicle v , where Kv = |Kv |

KT,v Number of testing data samples at agent/vehicle v , where KT,v = |KT,v |

M Number of BSs in the network, where M = |M|

QTOT Total vehicle importance

V Number of agents/vehicles in the network, where V = |V|

Z Size of the FL model

ev Energy consumption coefficient at agent/vehicle v

fk (·) The loss function on sample k

gMIN Minimum required processing capabilities

gv Processing capabilities of agent/vehicle v

nLE Number of local iterations

nC Size of the output vector
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nX Size of the input vector

nCORES,v Number of CPU codes at agent/vehicle v

nFLOP,G Number of FLOPs to train the FL model for a batch size sB

qL,v Importance of agent/vehicle v in the learning process

qvb Importance of agent/vehicle v on beam b

qv Importance of agent/vehicle v

sv Binary optimization variable for the selection of agent/vehicle v

sB Batch size

Related to Part III: Deployment of a Drone Swarm

L Set of links in a graph

N Set of nodes in a graph

R Set with the nodal positions

β Minimum required channel gain

δ Height ratio

ω Side ratio

ρ Node density

D Dimension

G(N ,L) Graph with N nodes and L links

Gp (N ) Erdős-Rényi random graph with N nodes and link probability p

L Number of link in a graph, where L = |L|

LMAX Maximum number of link in a graph

N Number of nodes in a graph, where N = |N|

NMIN Minimum number of UAVs for a connected network

Z Length of a hypercube in each dimension
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Zd Length of a hyperprism in the d th dimension

f (r ) Distance-based function for the connection probability of two nodes

p Link density

px Link density in a space described by x, e.g. x =2D for a 2D space

pi j Probability to have a link between nodes i and j

r Distance between two nodes

r0 Maximum allowed distance between to nodes such that they are connected

rMAX Maximum distance between two nodes

rc Reference distance for the antenna far field

ri Position of node i

v Volume
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