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A B S T R A C T

This work presents two color LIF temperature measurements for the transient freezing in a square channel
under laminar flow conditions. This is the first time non-intrusive temperature measurements were performed
within the thermal boundary layer during the transient growth of an ice layer in internal flow. A combination
of a local outlier factor algorithm and a smoothing operation was used to remove the top to bottom striations
and reduce the other measurement noise. The temperature uncertainty in our measurements was between
𝜎 = 0.3 ◦C and 𝜎 = 0.5 ◦C. For the largest temperature difference between the bulk and the melting point of
14.6 ◦C, good results were obtained. As such, the current campaign demonstrates the potential of LIF as a
non-intrusive temperature measurement technique for solid–liquid phase change experiments. However, some
artefacts were present within the vicinity of the ice-layer due to the scattering of the laser light, especially
near the inlet of the channel where the ice-layer is curved instead of flat. LIF measurements taken within a
short time span prior to the onset of ice freezing showed approximately 2 ◦C of subcooling, consistent with
previous findings. In addition, an anomalous behavior within the thermal boundary layer was observed, with
a much smaller temperature gradient within the first few mm above the cold plate and a point of inflection
in the temperature profile. The anomalous temperature behavior is possibly attributed to enhanced natural
convection as a result of the subcooling at the cold plate surface.
1. Introduction

Over the last decades, solid–liquid phase change has been an active
field of research, due to its relevance for numerous industrial appli-
cations (amongst which metallurgy [1–3], latent heat storage [4,5]
and the Molten Salt Reactor [6,7]) and the highly complex coupling
between the non-linear heat transfer (including rapidly changing ther-
mophysical properties) and the surrounding flow-field. Earlier experi-
mental campaigns relied on intrusive techniques such as the pour-out
method for identifying the solid–liquid interface and thermocouples for
measuring the temperature [1]. However, these methods are invasive
and may disturb the melting process [3].

It is therefore recommended to use non-intrusive techniques when
conducting solid–liquid phase change experiments, especially when
the purpose is to generate experimental data suitable for numerical
model validation. Indeed, more recent experimental campaigns used
photographic observations [8–10], X-ray diffraction [2], or the shad-
owgraph technique [4] for tracing the solid–liquid interface position. In
addition, recent efforts were made to measure the velocity field using

∗ Corresponding author.
E-mail addresses: b.j.kaaks@tudelft.nl (B.J. Kaaks), m.rohde@tudelft.nl (M. Rohde).

particle image velocimetry (PIV) [4,5,11–13] or ultra-sound doppler
velocimetry [3].

On the other hand, very few non-intrusive temperature measure-
ments have been performed for solid–liquid phase change experiments.
Even in recent experimental campaigns (for instance those of Ben David
et al. [3] and Vogel et al. [4]), thermocouples were used for mea-
suring the temperature distributions in the solid and the liquid fields.
However, it has been shown that the use of thermocouples leads to a
distorted flow-field within the liquid phase and can considerably alter
the melting and freezing-process [5,14]. A few examples in literature
report the use of an alternative, non-intrusive approach for measuring
the temperature distributions. Kowalewski et al. [11] measured the
temperature during the freezing of water using thermochromic liquid
crystal (TLC) particles [11]. Chen et al. measured the temperature
distribution in a melting paraffin wax (with embedded aluminum foam)
using an infrared camera [15]. Kumar et al. measured the temperature
fields during the freezing of water based on the temperature depen-
dency of the refractive index, using Mach–Zehnder interferometry [16].
vailable online 11 March 2024
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Nomenclature

Acronyms

FOV Field of View
LIF Laser Induced Fluorescence
PIV Particle Image Velocimetry
ROR Region Of Reference

Dimensions

𝑑 diameter (m)
𝐷ℎ hydraulic diameter (m)
𝐻,𝑊 ,𝐿 height, width, length (m)
𝑥, 𝑦, 𝑧 cartesian coordinate system (m)

Physical quantity

𝜆 wave length (nm)
𝜙 flow rate (L s−1)
𝐶 concentration kgm−3

𝑓 frequency (Hz)
𝐼 fluorescent energy per unit volume (Wm−3)
𝑡 time (s, min or h)
𝑇 temperature (◦C

Thermophysical property

𝛼 thermal diffusivity (m2 s−1)
𝛽 thermal expansion coefficient (K−1)
𝜇 dynamic viscosity (Pa s)
𝜌 density (kgm−3)
𝑐𝑝 specific heat (J kg−1 K−1)
𝑘 thermal conductivity (Wm−1 K)
𝐿 latent heat of fusion (kJ kg−1)

Fluorescence

𝜖 fluorescence re-adsorption correction coef-
ficient

𝜙 quantum efficiency of the dye
𝐼0 incident light flux (Wm−2)

Optics

𝑓 focal length of the camera
𝑀0 magnification factor
𝑍0 image distance from the center of the lens

to the image plane
𝑧0 object distance to the effective center of the

lens

Dimensionless numbers

𝑃𝑟 = 𝜇𝑐𝑝
𝑘 Prandtl number

𝑅𝑒 = 𝜌𝑢𝐷ℎ
𝜇 Reynolds number

Other symbols

𝜎 uncertainty
𝐶𝐹 correction factor
𝐺 image intensity

Gong et al. [17] measured the temperature distribution of melting
n-octadecane using laser induced fluorescence (LIF).

LIF uses temperature sensitive dyes excited by laser light to measure
the temperature field [18]. So far, LIF temperature measurements have
2

S

Subscript

𝛼 corresponding to the temperature sensitive
dye

𝛽 corresponding to the reference dye
𝑐 of the cold plate
𝑅 corresponding to the ratio between the two

dyes
𝑖𝑛,𝑠𝑒𝑡 of the inlet set-point
𝑖𝑛 of the inlet
𝑠𝑡𝑎𝑡 statistical
𝑠𝑦𝑠 systematic

been performed for a variety of cases, such as a heated jet [19,20], a
buoyant plume [21,22], natural convection flow in a cavity [23], tem-
perature measurements of evaporating and combusting droplets [24],
an impinging jet [25–27], Rayleigh–Bènard convection [28] and the
temperature distribution in the wake of a heated cylinder [29]. Fur-
thermore, LIF has been used to identify the gas–liquid interfaces in
multiphase flow [30] and to measure the ice fraction in supercooled
water droplets [31]. Compared to TLC, LIF has a better range. How-
ever, the accuracy of LIF is largely dependent on the intensity resolu-
tion [22]. For instance, Coolen et al. achieved an accuracy of ±1.7 ◦C
ver a temperature range of 19.8–55.2 ◦C and using an 8 bit camera
hilst Funatani et al. reported an uncertainty of ±0.3 ◦C using a color
CD camera with 10 bits for each RGB, and a temperature range of
0.0–60.0 ◦C.

The main purpose of this paper is to demonstrate the potential
nd limitations of LIF as a non-intrusive technique for measuring the
emperature distribution in the liquid phase during solid–liquid phase
hange experiments. To this end, we present two-color LIF temperature
easurements of the water above the ice–water interface during the

ransient freezing of ice in a square channel under laminar flow con-
itions. Compared to the work by Gong et al., several improvements
ere incorporated. These are the use of a two color (instead of a one

olor) LIF technique, the use of a post-processing algorithm to remove
triations and other artefacts, and a detailed analysis of the uncertainty
n the measured temperature fields. So far, the experimental data
vailable for the transient growth of an ice-layer in internal flow is
imited to three investigations only [12,13,32]. This is the first time
on-intrusive temperature measurements were performed above an
volving solid–liquid interface in internal flow.

Additional temperature measurements were performed in the min-
tes prior to the onset of freezing. In our previous PIV campaign [33],
he onset of freezing was marked by a sudden increase of the cold
late temperature, accompanied by a rapid spreading of the ice over
he cold plate. A similar behavior of the cold-plate was observed by
avino et al. [32], who collected evidence of sub-cooling by performing
hermocouple measurements within the thermal boundary layer in the
ime span from before the ice formed until after the thermocouple
ecame embedded in the ice layer. The present work is the first to
onfirm the presence of subcooling within the thermal boundary layer
f a flowing liquid through non-intrusive temperature measurements.

The structure of this paper is as follows: in Section 2 we describe
he experimental method, including the design of the experimental
easurements, the basic principle behind the LIF measurements, the

ptical setup, the experimental procedure, the image postprocessing,
he temperature calibration and the uncertainty quantification. In Sec-
ion 3 we show our results and discussion, including temperature
easurements taken both near the inlet and at the center of the channel

or four different inlet temperatures, and temperature measurements
aken during the ‘lag time’ prior to the onset of freezing. Finally,
e present our conclusion and recommendations for future work in
ection 4.
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2. Experimental methodology

2.1. Design of the ESPRESSO facility

The ESPRESSO (Experiment for Re-Melting and Salt Solidification)
facility consists of a water tunnel with a square channel test-section
(𝐻 × 𝑊 × 𝐿 = 5.00 ± 0.03 cm × 5.00 ± 0.03 cm × 145.0 ± 0.1 cm),
made of poly (methyl methacrylate) (PMMA) in order to guarantee
optical access. The side walls of the test section have a thickness of
𝑑 = 5.0 ± 0.1mm and the removable top lid has a thickness of 𝑑 = 2.00 ±
0.02cm. The growth of the ice layer is initiated from an aluminum cold
plate (offset fin configuration) at the bottom of the test section (𝐻 =
2.10 ± 0.02 cm, 𝐿 = 148.5 ± 0.1 cm,𝑊 = 9.50 ± 0.03 cm). The cold plate
is coupled to a Julabo FL1701 recirculating cooler, using the ethylene–
glycol based Thermal-G as a refrigerant at a maximum flow rate of 𝜙𝑣 =
23.0 Lmin−1. Hence, the cold-plate is capable of reaching a minimum
temperature of 𝑇𝑐 = −20.0 ◦C. To impose a uniform inlet velocity profile
at the entrance of the test section, the upstream section features a
combination of a diffuser, settling chamber and a converging nozzle.
The water is stored in a buffer vessel of approximately 100L in volume
and recirculated through the test section by a pump with an electronic
frequency drive, capable of reaching a maximum flow rate of 𝜙𝑣 =
1.4 L s−1. To remove the (large) air bubbles introduced by the pump,
the flow is passed through a bubble column. The inlet is pre-cooled
using a brazed plate liquid heat exchanger (SWEP, Sweden), located
after the pump and coupled to a second Julabo FL1701 recirculating
cooler, which uses cold water as the refrigerant. The temperatures in
the cold-plate are measured through a series of 8 thermocouples with
an accuracy of ± 0.2 ◦C, equally distributed along the length of the
cold plate at a spacing of 20.5 cm. In addition, the temperatures of the
buffel vessel as well as the bulk inlet and outlet temperatures are also
recorded using K-type thermocouples. The flow rate is recorded using a
Proline Promag 10W magnetic flow metre (Endress Hausser, Germany)
with an accuracy of 𝜎𝜙𝑣 = ± 0.5% or 𝜎𝑢 = ± 2 mms−1 for flow-rates
outside the official measurement range. A graphical representation
of the ESPRESSO (Experiment for Re-Melting and Salt Solidification)
facility is given in Fig. 1. For a more comprehensive overview of the
design of the experimental facility, see Kaaks et al. [13].

2.2. Laser induced fluorescence: principle

Laser induced fluorescence uses temperature-sensitive fluorescent
dyes as a whole-field temperature diagnostic. Upon excitation through
exposure to laser light, the dyes emit light at a certain wave-length,
of which the intensity can be used to determine the temperature.
Neglecting Beer’s attenuation of the incident laser light, the fluorescent
energy I (Wm−3) emitted per unit volume is defined as:

𝐼 = 𝐼0𝐶𝜙𝜖 (1)

where 𝐼0 is the incident light flux (Wm−2), 𝜙 is the quantum efficiency
of the dye (i.e. ratio of the total energy emitted per quantum of
energy absorbed), C is the concentration of the dye solution (kgm−3)
and 𝜖 (m2 kg−1) is a coefficient to correct for the fluorescence re-
adsorption [18]. When recording camera images, the image intensity
G is proportional to the fluorescence intensity [27]:

𝐺 = 𝛼𝐼 + 𝐺𝑛𝑜𝑖𝑠𝑒 (2)

where 𝛼 is an optical transfer function and 𝐺𝑛𝑜𝑖𝑠𝑒 is the camera offset
noise.

For some organic dyes, the quantum efficiency is dependent on the
temperature, resulting in a temperature sensitive fluorescent intensity.
Thus, if one can keep the incident light flux 𝐼0 and the concentration
constant, one can measure the temperature (on the other hand, when
keeping the incident light flux and the temperature constant, one can
measure the concentration, see for instant Hjertager et al. [34]).
3

In practice, 𝐼0 is affected by a variety of factors, such as convergence
and divergence of the light sheet, refraction of the light sheet (for
instance due to gradients in the refractive index as a result of the tem-
perature differences), variation in incident laser intensity (in particular
for setups using a pulsed laser), and scattering of the laser light due to
air bubbles or other particles blocking the laser transmission and the
transient growth of the ice-layer.

For (quasi) steady-state experiments, a careful normalization is
performed using a series of reference images taken at a known uniform
temperature field to correct for the spatial distribution of the laser sheet
intensity. In addition, by recording the energy of the laser, the pulse-to-
pulse energy of the laser can be taken into account [22,29]. However,
it is difficult to eliminate the effect of the laser light reflection due to
the transient growth of the ice layer using these techniques. In addition,
the transient freezing process possibly affects the dye concentration.

Instead, a temperature-insensitive reference dye can be used as
a means of measuring the local, instantaneous intensity of the laser
sheet [18]. This leads to the use of a mixture of two different dyes,
one temperature sensitive and one temperature insensitive, with differ-
ent emission spectra. Assuming the emission spectra can be perfectly
separated using a combination of beam-splitting optics and band-pass
filters, and neglecting the offset noise, the ratio between the two dyes
is written as:
𝐺𝛼
𝐺𝛽

=
𝐼𝛼
𝐼𝛽

=
𝐶𝛼𝜙𝛼𝜖𝛼
𝐶𝛽𝜙𝛽𝜖𝛽

(3)

where the subscript 𝛼 and 𝛽 refer to the temperature-sensitive dye and
the reference dye respectively. In theory, the intensity ratio is now
independent of the incident light flux 𝐼0, whilst still dependent on the
temperature [18,26]. In practice, there is some overlap between the
emission spectrum of the two fluorescent dyes, resulting in an imperfect
separation of the spectra. Consequently, some fraction of 𝐼𝛼 is detected
y camera 𝛽 and vice versa. This can be accounted for by a proper
alibration procedure [18,26].

.3. Selection of the fluorescent dyes

Rhodamine B (RhB) was selected as the temperature-sensitive dye,
ue to its high temperature sensitivity (2.3% K−1) and because its ab-
orption spectrum covers the range of 470–600 nm, making excitation
asy by conventional lasers [18]. Rhodamine 110 has a similarly suit-
ble adsorption spectrum, but has a very low temperature sensitivity
nd was thus selected as the reference dye. The dye concentrations
ere optimized in order to achieve a good signal output in both cam-
ra feeds. The procedure involved adding droplets of a concentrated
olution of each dye to the buffer vessel, until the maximum intensity
f camera 𝛼 (i.e. for RhB) reached half the dynamic range at 20 ◦C

(leaving room for intensity changes due to a change in temperature)
and the maximum intensity of camera 𝛽 (i.e. for Rh110) was close to the
maximum dynamic range. Due to the procedure and the large volume of
fluid involved, it was difficult to quantify the exact concentration of the
dyes, but the range falls within 10 to 100 μgL−1. The basic properties
of the fluorescent dyes used are given in Table 1.

2.4. Optical setup

The dissolved dyes were excited using a class-IV, 5 W shuttered
continuous wave laser (diode pumped, solid-state) with a wave length
of 𝜆 = 532 nm (LaVision, Germany). A laser guiding arm (LaVision,
Germany) was used to introduce the laser sheet from the top of the
test section and a combination of a spherical and a cylindrical lens was
used to generate the laser sheet. The sheet has a beam waist thickness of
approximately 1 mm. The region of interest is observed simultaneously
by two CMOS cameras (Imager MX-4M, LaVision, Germany) with 12 bit
of dynamic range and 4 MP of resolution (2008 × 2086 pixels, pixel size

of 5.5 μm × 5.5 μm). The field of view (FOV) was [𝛥𝑥, 𝛥𝑦] = 8.03 cm ×
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Fig. 1. Graphical representation of ESPRESSO experimental facility. Here, PMMA stands for poly(methyl methacrylate), HE stands for heat exchanger and HTF stands for heat
transfer fluid.
Table 1
Basic characteristics of RhB and Rh110 dissolved in deionized water (T = 20 ◦C) [18].
Dye Molecular weight 𝜆𝑎𝑏𝑠 [nm] 𝜆𝑒𝑚 [nm] 𝜙 Temperature sensitivity [K−1]

Rhb 479.02 554 575 0.31 2.3%
Rh110 366.8 496 520 0.8 0.13%
8.34 cm. This translates to a spatial resolution of 40 μm per pixel for
both the x- and the y-direction. The spatial resolution can also be
determined by estimating the magnification factor:

𝑀0 =
𝑍0
𝑧0

, (4)

where 𝑍0 is the image distance from the center of the lens to the image
plane and 𝑧0 is the object distance to the effective center of the lens. The
total distance from the camera’s to the center of the perspex channel is
approximately 40 cm (including the distance from the camera’s to the
beamsplitter, the distance from the beam splitter to the perspex channel
wall and the half-width of the channel). 𝑍0 is estimated applying the
Gauss lens law
1
𝑍0

+ 1
𝑧0

= 1
𝑓
, (5)

where 𝑓 is the focal length of the camera (i.e. 50 mm), resulting in a
magnification factor of approximately 𝑀0 = 0.14. Dividing the original
pixel size by the magnification factor yields a similar spatial resolution
of approximately 40 μm per pixel for both the x- and the y-direction.

Both cameras mount an AF-S 50 mm F/1.4 (Nikon) lens. A first
separation of the two spectral bands is achieved using a dichroic
beamsplitter (ZT561rdc-UF3 of Chroma, USA) and a second separation
is achieved using interference filters at 600 nm and 550 nm respectively,
4

both with a full width half maximum (FWHM) of 20 nm. To limit the
reflection of the laser, black aluminum tape was applied to the surface
of the cold wall and the back wall of the test section. A schematic of
the optical setup is shown in Fig. 2.

Prior to the start of the experimental campaign, an image calibration
procedure is performed using a calibration plate. A 3rd order poly-
nomial function was fitted by the least-squares method in order to
transform the image coordinate to the physical coordinate. An addi-
tional self calibration step is performed to correct for possible errors
due to light sheet or calibration plate misalignment. The root mean
square errors of the image calibration are 1.1 pixel and 1.6 pixel for
camera 𝛼 and 𝛽 respectively.

2.5. Experimental procedure

The temperature fields were measured for four different set point
temperatures of the inlet temperature (i.e. 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C, 𝑇𝑖𝑛,𝑠𝑒𝑡 =
10 ◦C, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 5 ◦C and 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C). The flow-rate corresponds
to 𝑅𝑒 = 474 and the set point of the cold plate is set to 𝑇𝑐,𝑠𝑒𝑡 = −10 ◦C.
Measurements were performed at both the inlet and at the center of the
test section. The experiment was initialized as follows. First the water
was recirculated at the maximum available flow rate whilst the cold
plate and the inlet were being cooled according to the desired set-point
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Fig. 2. Optical setup of LIF experiments.
temperatures. After the cold plate and the inlet temperatures stabilized,
the flow rate was reduced to the desired value. Because the cold plate
was in direct contact with the water flow above, reducing the flow
rate of the water (and therefore the heat exchange between the water
and the surface of the cold-plate) resulted in a further decrease of the
cold plate temperature. The onset of freezing was marked by a sudden
sharp increase of the cold plate temperature, and was therefore used to
determine 𝑡 = 0 in our experiments (seeKaaks et al. 2023 [13]).

During the first hour after the onset of ice-formation at 𝑡 = 0,
an image recording was made every 5 min. At each measurement, 25
pairs of images were recorded with a frequency of 𝑓𝑠𝑎𝑚𝑝𝑙𝑒 = 10 Hz.
and a laser pulse duration of 𝑡𝑝𝑢𝑙𝑠𝑒 = 8500 μs. The camera and laser
were synchronized using a programmable timing unit (PTU, LaViSion,
Germany) operated using Davis v8 software. During the second hour of
the experiment, this frequency was reduced to each 15min and after the
third hour to 30min. During the experiment, the temperatures measured
by the thermocouples as well as the flow rate were recorded in real time
and stored using the LabView software.

2.6. Post-processing of images

The images are pre-processed using the LaVision 8 software. First,
an average of 100 camera dark images (taken with the lens cap on) is
subtracted from the LIF images of camera 𝛼 and camera 𝛽 in order to
remove the dark current noise from the images. Next, a white image
correction is performed. Here, the white image is the average of 25
images of the area of interest taken at an uniform reference temperature
of 𝑇𝑟𝑒𝑓 = 17.8 ± 0.2 ◦C. The whole preprocessing operation is described
as:

𝐼𝛼,𝛽 (𝑥, 𝑦) =

(

𝐼𝛼,𝛽 (𝑥, 𝑦) − 𝐼𝑑𝑎𝑟𝑘𝛼,𝛽 (𝑥, 𝑦)
)

𝐼𝑊 𝐼𝛼,𝛽 (𝑥, 𝑦)
𝐼𝑊 𝐼𝛼,𝛽 (6)

Here, 𝐼𝑊 𝐼𝛼,𝛽 is the spatial average of the white image in the area of
interest.

The corrected image intensities from camera 𝛼 and camera 𝛽 are
subsequently divided by one another to obtain the ratio used as a basis
for the temperature calculations:

𝐼𝑅 =
𝐼𝛼
𝐼𝛽

, (7)

where 𝐼𝑅 is used as the symbol for the ratio between the image
intensities.

Finally, the average intensity ratio of each sample set (containing 25
images from both camera’s 𝛼 and 𝛽) is calculated. An example of the
intensity ratio map is shown in Fig. 3(a) for the center of the channel
5

and Fig. 4(a) for the inlet of the channel. Here, 𝑦 = 0 denotes the bottom
of the test section where the cold-plate is located and 𝑥 = 0 denotes the
center of the area of interest.

The intensity ratio map is significantly contaminated by the pres-
ence of multiple top-bottom striations running through the area of
interest. These striations are caused by the refraction of the laser light
due to factors such as the fluid’s irregular density, air bubbles,1 or
inhomogeneities in the top lid of the test section where the laser enters
(caused by dirt particles, fat stains or surface damage). Due to the use
of the two-color LIF technique, these striations were expected to be
canceled out. However, as shown by Sakibara et al. [28], a mismatch
in the intensity profiles between the images of cameras 𝛼 and 𝛽 can
prevent the elimination of the striations, leading to a significant error
in the intensity ratio (and thus the temperature). This mismatch can
be caused by small errors in the image calibration (as shown in the
previous section), a different focusing and aberrations of the object
lenses, or from astigmatic aberration caused by the inclined beam
splitter.

In previous work, striations were corrected using a correction map
based on a reference region with a uniform temperature (and there-
fore uniform intensity) [22,27,29], or using a transfer function in
the Fourier domain in order to achieve perfect overlap between the
intensity profiles of the 𝛼 and 𝛽 camera images [28]. In the present
work, a different approach was adopted and the top to bottom striations
were consider to be outliers. The outliers were removed by scanning
the intensity ratio map from top to bottom and using a local outlier
factor (LOF) algorithm [35]. The LOF algorithm assigns a degree of
being an outlier to each data point, depending on how isolated the
data point is with respect to its neighbors. As such, the LOF algorithm
differs from other outlier removal algorithms which consider being an
outlier as a binary property. The LOF of each sample point is calculated
according to a density-based clustering algorithm, where the density
is calculated according to the assigned number of neighbors (500 for
the center of the channel based on a very small temperature gradient
in the x-direction and 200 for the inlet of the channel, where the
temperature gradient in the x-direction is more significant) and the
distance from the data point to each neighbor. The thresholds for the
LOF are determined based on a user-defined degree of contamination
(here, 0.5 was used for the center of the channel and 0.33 for the
inlet of the channel). These thresholds correspond to the high noise
level observed in our measurements as a result of the top to bottom
striations. Data points for which the LOF exceeds the threshold are
replaced by a linear interpolation.

1 Especially small air bubbles may pass through the bubble trap.
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Fig. 3. Intensity ratio map after the different postprocessing steps (pre-processing (a), striation removal (b), smoothing (c)), taken at the center of the test-section for 𝑡 = 5 min
after the onset of ice-formation. The experimental settings were: 𝑅𝑒 ≈ 474, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C and 𝑇𝑐,𝑠𝑒𝑡 = −10 ◦C.
Consistent with the thresholds chosen, 49.6% of the data points in
Fig. 3(a) and 32.4% of the data points in Fig. 4(a) were considered
outliers and were replaced by a linear interpolation. The resulting
‘cleaned’ intensity ratio maps are shown in Figs. 3(c) and 4(c). Whilst
the top to bottom striations were successfully removed using the outlier
removal procedure and a large reduction in overall noise levels was
obtained, the information content of our measurements was reduced
significantly (by respectively 49.6% and 32.4%) as a consequence.
Please note that the outliers were removed by only considering the
intensity ratio variation in the x-direction, and the gradients in the y-
direction were therefore preserved. For this reason, and considering the
high noise level in the raw intensity ratio maps, we consider the chosen
approach to be justified. For future work, we recommend improving the
quality of the experimental setup in order to obtain raw intensity ratio
maps with a lower noise level (see Section 3 for some suggestions).

Finally, the remaining image noise was reduced by smoothing the
image using a moving average window. For the center of the channel
(between 𝑥 = 70 cm and 𝑥 = 80 cm), a smoothing window of 𝑁𝑥 ×𝑁𝑦 =
200 × 5 pixels was used reducing the overall spatial resolution to 8
mm in the x-direction and 0.2 mm in the y-direction. The large degree
of smoothing in the x-direction (resulting in 10 collapsed data points
within the FOV) for the center of the channel was justified, because
the temperature variation in this direction is very small as a result of
the flow being (almost) fully developed. For the inlet of the channel, a
smoothing window of 𝑁𝑥 × 𝑁𝑦 = 20 × 5 pixels was used reducing the
overall spatial resolution to 0.8 mm in the x-direction and 0.2 mm in
the y-direction. Here, there is a more significant temperature gradient
in the x-direction due to the development of the thermal boundary
layer. The chosen window sizes were believed to be a good compromise
between achieving sufficient spatial resolution and reducing the image
noise. The smoothed intensity ratio maps are shown in Fig. 3(c) for
the center of the channel and Fig. 4(c) for the inlet of the channel. For
Figs. 4(a) and 4(c), artefacts were observed near the top of the channel
at 𝑦 = 50 mm. This was attributed to reflections of the laser light from
the top lid, resulting in noisy measurements near the top of the channel.

2.7. Temperature calibration procedure

The temperature calibration procedure was performed by using the
same set-point temperature for the pre-cooling of the inlet and the
cold plate. Hereby, 13 images were recorded at uniform temperatures
ranging from 17 to 5 ◦C. Unfortunately, it was not possible to reach a
bulk temperature below 5 ◦C in our experimental setup. Therefore, the
obtained fit for the temperature calibration was extrapolated in order
to include the temperatures in the range from 0 to 5 ◦C.
6

Table 2
Temperature calibration data.

Average intensity ratio Relative standard deviation Temperature

1.0222% 3.29% 17.0 ± 0.2 ◦C
1.0405% 4.53% 16.0 ± 0.2 ◦C
1.07416% 10.55% 15.0 ± 0.2 ◦C
1.09484% 6.08% 14.0 ± 0.2 ◦C
1.10848% 6.06% 13.1 ± 0.2 ◦C
1.13094% 6.48% 12.1 ± 0.2 ◦C
1.14077% 7.22% 11.2 ± 0.2 ◦C
1.17054% 7.35% 10.1 ± 0.2 ◦C
1.19784% 7.51% 8.9 ± 0.2 ◦C
1.21764% 7.69% 7.9 ± 0.2 ◦C
1.124342% 7.92% 7.0 ± 0.2 ◦C
1.26958% 7.97% 6.0 ± 0.2 ◦C
1.28080% 7.87% 5.3 ± 0.2 ◦C

The images were pre-processed using the procedure outlined in
Section 2.6, and the average intensity ratio in the area of interest was
calculated. The temperature calibration data points are given in Table 2
and plotted in Fig. 5. The standard deviation in the average intensity
ratio was attributed to the noise present in our measurements (and
therefore not considered to be a result of spatio/temporal temperature
variation within the area of interest during a single temperature cali-
bration measurement). The temperature intensity-ratio relationship is
described by the following linear relationship:

𝑇 [◦C] = 𝑎(𝐼𝑅 − 1.0) + 𝑏 (8)

The coefficients of the fit were found using the orthogonal distance
regression algorithm [36], which is capable of taking into account both
the uncertainties in the intensity ratio data and the uncertainties in the
temperature (since the thermo-couples have an uncertainty of 0.2 ◦C):
𝑎 = −45.9 ± 0.8 K, 𝑏 = 18.1 ± 0.1 K.

The experimental campaign was performed over the course of
roughly two months, during which the same calibration was used.
To correct for possible changes to the experimental conditions (such
as quenching of the dye, a change in the concentration ratio or the
presence of a reflective ice layer), a constant correction factor was
used. At the start of the experiment, the temperature above the half-
width of the channel should be equal to the bulk temperature (from
now on referred to as the region of reference). For the center of the
channel (between 𝑥 = 70 cm and 𝑥 = 80 cm), we defined the region of
reference (ROR) to be [𝑥0 ∶ 𝑥𝑒𝑛𝑑 , 𝑦0 ∶ 𝑦𝑒𝑛𝑑 ] = [−20 ∶ 20, 25 ∶ 45] mm2.
The expected bulk temperature 𝑇0 can be obtained from the inlet and
outlet temperatures (as measured by the thermo-couples). Using the
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Fig. 4. Intensity ratio map after the different postprocessing steps (pre-processing (a), striation removal (b), smoothing (c)), taken at the inlet of the test-section for 𝑡 = 5min after
the onset of ice-formation. The experimental settings were: 𝑅𝑒 ≈ 474, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C and 𝑇𝑐,𝑠𝑒𝑡 = −10 ◦C.
Fig. 5. Temperature calibration curve.

calibration, the bulk temperature is converted to an intensity ratio 𝐼𝑅,0
using Eq. (8):

𝑇0 [◦C] = 𝑎
(

𝐼𝑅,0 − 1.0
)

+ 𝑏 (9)
𝑇0
𝑎

+ 1.0 − 𝑏
𝑎
= 𝐼𝑅,0. (10)

The expected intensity ratio is compared with the average intensity
ratio in the region of reference from the LIF measurements (𝐼𝑅,𝑅𝑂𝑅).
Subsequently, the correction factor is calculated as

𝐶𝐹 =
𝐼𝑅,0

𝐼𝑅,𝑅𝑂𝑅

(11)

and the intensity ratio is corrected as:

𝐼𝑅 = 𝐶𝐹 × 𝐼𝑅. (12)

The corrected temperatures are thus calculated as:

𝑇 [◦C] = 𝑎(𝐼𝑅 − 1.0) + 𝑏 = 𝑎

(

𝐼𝑅,0
𝐼𝑅,𝑅𝑂𝑅

𝐼𝑅 − 1.0

)

+ 𝑏. (13)

2.8. Uncertainty quantification

Using the formula for the propagation of uncertainties, the uncer-
tainty in the temperature is derived from Eq. (13):

𝜎2𝑇 [◦C] =
( 𝜕𝑇 )2

𝜎2𝑎 +
( 𝜕𝑇 )2

𝜎2𝑏 +
(

𝜕𝑇
)2

𝜎2̃
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𝜕𝑎 𝜕𝑏 𝜕𝐼𝑅 𝐼𝑅
=
[

(𝐼𝑅 − 1.0)𝜎𝑎
]2 + 𝜎2𝑏

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝜎𝑇 ,𝑐𝑎𝑙

+ (𝑎𝜎𝐼𝑅 )
2

⏟⏟⏟
𝜎𝑇 ,𝐼𝑅

. (14)

The total uncertainty can be split into an uncertainty in the tem-
perature calibration and an uncertainty in the measured (corrected)
intensity ratio. The uncertainty in the temperature calibration is ob-
tained from the uncertainties in the fit coefficients (𝜎𝑎 ≈ 0.8 ◦C and 𝜎𝑏 ≈
0.1 ◦C) and translates into a temperature uncertainty of approximately
𝜎𝑇 ,𝑐𝑎𝑙 = 0.15 ◦C for a temperature of 𝑇 = 15 ◦C.

The uncertainty in the corrected intensity ratio 𝜎𝐼𝑅 , is derived
from Eq. (12):

𝜎2
𝐼𝑅

=
(

𝜕𝐼𝑅
𝜕𝐶𝐹

)2

𝜎2𝐶𝐹
+
(

𝜕𝐼𝑅
𝜕𝐼𝑅

)2

𝜎2𝐼𝑅 = (𝐼𝑅𝜎𝐶𝐹
)2 + (𝐶𝐹 𝜎𝐼𝑅 )

2. (15)

As such, the uncertainty in the corrected intensity ratio is de-
termined by both the uncertainty in the correction factor and the
uncertainty in the measured (uncorrected) intensity ratio. The uncer-
tainty in the measured (uncorrected) intensity ratio 𝜎𝐼𝑅 consists of a
statistical and a systematic uncertainty contribution:

𝜎2𝐼𝑅 = 𝜎2𝐼𝑅,𝑠𝑡𝑎𝑡 + 𝜎2𝐼𝑅,𝑠𝑦𝑠 (16)

The statistical uncertainty originates from factors such as the cam-
era noise or fluctuations in the laser intensity. The statistical contribu-
tion to 𝜎𝐼𝑅 is calculated as

𝜎2𝐼𝑅,𝑠𝑡𝑎𝑡 =
1

𝑁𝑡𝑁𝑥𝑁𝑦(𝑁𝑡 − 1)

𝑁𝑡
∑

𝑖=1

(

𝐼𝑅𝑖
− 𝐼𝑅

)2
, (17)

where 𝑁𝑡 = 25 is the number of samples used for the time-averaging,
and 𝑁𝑥, 𝑁𝑦 are the number of pixels in the x- and y-direction over
which the smoothing operation is performed.2

The systematic uncertainty originates from the presence of artefacts
such as the striations and the sensitivity of the camera. The system-
atic uncertainty is estimated by calculating the standard deviation
within the region of reference (ROR) where a uniform intensity ratio is
expected, and subtracting the statistical uncertainty:

𝜎2𝐼𝑅,𝑠𝑦𝑠 =

(

1
𝑁𝑅𝑂𝑅(𝑁𝑅𝑂𝑅 − 1)

𝑁𝑅𝑂𝑅
∑

𝑖=1

(

𝐼𝑅𝑖
− 𝐼𝑅,𝑅𝑂𝑅

)2
)

− 𝜎2𝐼𝑅,𝑠𝑡𝑎𝑡 , (18)

2 Using a larger averaging window in either time or space will reduce the
statistical error (and also require either more time samples or result in the
loss of spatial resolution), since we consider the statistical uncertainty to be
caused by random fluctuations in quantities such as the camera pixel gain or
the laser intensity which cancel each other out upon averaging.
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Fig. 6. Intensity counts for camera 𝛼 (detecting the emission intensity of Rhodamine B) after respectively 15, 30, 45 and 60 min of ice-growth. The experimental settings were:
𝑅𝑒 ≈ 474, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C and 𝑇𝑐,𝑠𝑒𝑡 = −10 ◦C. The ice growth measurements from the previous PIV campaign are plotted in white [13].
where 𝑁𝑅𝑂𝑅 is the number of data points in the ROR. We consider the
estimated systematic uncertainty within the region of reference to be
representative of the systematic error within the entire area of interest.

Finally, the uncertainty in the correction factor is derived
from Eq. (11):

𝜎2𝐶𝐹
=

(

𝜕𝐶𝐹
𝜕𝐼𝑅,0

)2
𝜎2𝐼𝑅,0 +

(

𝜕𝐶𝐹

𝜕𝐼𝑅,𝑅𝑂𝑅

)2

𝜎2
𝐼𝑅,𝑅𝑂𝑅

=

(

1
𝐼𝑅,𝑅𝑂𝑅

𝜎𝐼𝑅,0

)2

+
⎡

⎢

⎢

⎣

⎛

⎜

⎜

⎝

𝐼𝑅,0

𝐼
2
𝑅,𝑅𝑂𝑅

⎞

⎟

⎟

⎠

𝜎𝐼𝑅,𝑅𝑂𝑅

⎤

⎥

⎥

⎦

2

. (19)

The uncertainty in the average intensity in the window of reference
𝐼𝑅,𝑅𝑂𝑅 is calculated as

𝜎2
𝐼𝑅,𝑅𝑂𝑅

=
1

𝑁𝑅𝑂𝑅(𝑁𝑅𝑂𝑅−1)
∑𝑁𝑅𝑂𝑅

𝑖=1

(

𝐼𝑅𝑖
− 𝐼𝑅,𝑅𝑂𝑅

)2

𝑁𝑅𝑂𝑅
. (20)

The uncertainty the reference intensity 𝐼𝑅,0 is calculated as

𝜎2𝐼𝑅,0 =
( 𝜕𝐼𝑅,0

𝜕𝑇0

)2
𝜎2𝑇0 +

( 𝜕𝐼𝑅,0
𝜕𝑎

)2
𝜎2𝑎 +

( 𝜕𝐼𝑅,0
𝜕𝑏

)2
𝜎2𝑏 =

( 1
𝑎
𝜎𝑇0

)2
+
(

𝑇0 − 𝑏
𝑎2

𝜎𝑎

)2
+
( 1
𝑎
𝜎𝑏
)2

, (21)

where 𝜎𝑇0 = 0.2 ◦C (the uncertainty in the thermo-couple). The
contribution from the uncertainty in the measured (corrected) intensity
ratio amounts to approximately 𝜎𝑇 ,𝐼𝑅 ≈ 0.3 ◦C, but may vary across the
different measurements.

Another possible source of uncertainty was the thermal effect of the
laser, which was estimated through:

𝛥𝑇 =
𝑄𝑙𝑎𝑠𝑒𝑟 × 𝑡𝑝𝑢𝑙𝑠𝑒 = 0.067 K. (22)
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𝜌𝑐𝑝𝜙𝑣 × 𝑡𝑠𝑎𝑚𝑝𝑙𝑒
This value (which is well below the calculated uncertainties in
the temperature calibration and the temperature measurements) is a
significant overestimation, since it assumes that all the laser energy is
converted into heat and does not account for the laser energy which
is lost to the environment. Therefore, the thermal effect of the laser is
considered to be negligible in this study.

3. Results and discussion

3.1. Observing the transient growth of an ice-layer using laser induced
fluorescence

Fig. 6 shows the image intensities for camera 𝛼 (corresponding to
the temperature sensitive dye Rhodamine B), after respectively 15,
30, 45 and 60 min of ice-growth. The experimental settings were:
𝑅𝑒 ≈ 474, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C and 𝑇𝑐,𝑠𝑒𝑡 = −10 ◦C. The highest intensities
were observed between 𝑥 = 20 mm and 𝑥 = 40 mm, where the laser
sheet is centered. Several top to bottom striations were present in the
raw LIF images from camera 𝛼. These striations were not eliminated
upon calculating the intensity ratio between the images of camera 𝛼
and camera 𝛽, and therefore need to be removed using the proposed
post-processing procedure described in Section 2.6.

The ice has a significantly lower fluorescence emission intensity
compared to the liquid water above. We believe this is both because
of the scattering of the laser light by the ice–water interface and due to
the fact that the concentration of Rhodamine B (and also Rhodamine
110) is significantly lower in the ice than in the water as a result of the
rejection of the dyes during the crystallization process, leaving the dyes
behind in the solution. This hypothesis is supported by the transparent
color of the ice in our experiments, whilst the liquid water had a red-
greenish color from the dissolved dyes. Based on this observation, we
therefore recommend using two color LIF for solid–liquid phase change
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Fig. 7. LIF temperature field measurements at the center of the channel after 30 min of ice growth, for different inlet temperature conditions.
experiments, especially for freezing or melting in an enclosure where
the phase change may significantly affect the dye concentrations.3

For comparison purposes, the ice-layer thickness measurements
from our previous PIV campaign [13] was plotted on top of the LIF
image intensities. A good match was observed between the scattering
signal of the laser light from the ice–water interface (characterized by
a high intensity line following the curvature of the ice layer) and the
PIV ice layer measurements. Therefore, in principle it is possible to
use the scattering of the laser by the ice–water interface to determine
its position. However, very close to the inlet (within roughly the first
10 to 25 mm depending on the time after the onset of ice-formation)
no clear LIF signal from the scattering of the laser could be observed.
Alternatively, the location of the ice-layer can be determined based on
𝑇 = 0◦C. However, the scattering of the laser light may pose a challenge
for an accurate measurement of the temperature within in the thermal
boundary layer, as shown in Section 3.2 and by Gong et al. and [17]
who described similar challenges. Therefore, whenever possible we
recommend using an alternative technique for determining the solid–
liquid interface (such as PIV), due to the associated difficulties with
using LIF for interface tracking. Please also refer to Voulgorapoulos
et al. [12] who conducted early-stage experimental trials attempting
to use LIF for locating the solid–liquid interface and concluded that a
more accurate and reliable tracking methodology could be established
when using PIV.

3 We would like to point out that Gong et al. used one-color LIF for
measuring the temperature fields during the melting of n-octadecane in a
cuboid enclosure, possibly influencing the results especially towards the end
of the experiment.
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3.2. LIF temperature measurements

Fig. 7 shows the LIF temperature measurements at the center of the
channel for four different set points of the inlet temperature, these are
𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 10 ◦C, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 5 ◦C and 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C. The
in and outlet temperatures measured by the thermo-couples, as well as
the used correction factors, are given in Table 3. Overall, qualitatively
promising results were obtained. The thermal boundary layer is clearly
visible above the ice, demonstrating the potential of LIF as a non-
intrusive temperature measurement techniques. Even for the smallest
set point temperature of 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C (where the actual inlet temper-
ature is approximately equal to 4.7 ◦C and the outlet temperature is
around 4.5 ◦C resulting in a temperature difference of around 4.5–4.7
◦C between the bulk and the melting point), the thermal boundary layer
can be distinguished, indicating an adequate temperature resolution of
the technique. Consistent with expectations, the temperature variation
in the x-direction is very small. Despite the promising results, we would
like to note that the post-processing involved the removal of 50% to
30% of the data points (which were considered to be outliers) for the
center and inlet of the channel respectively, as well as a significant
amount of smoothing (as shown in Section 2.6), in particular for
the x-direction. As such, the applied post-processing procedure, whilst
successfully reducing the noise level, also resulted in significant loss of
information and loss of spatial resolution.

For the smallest temperature range, the relative uncertainty was
quite significant at about 10%. In addition, the absolute temperature
uncertainty was higher for the smaller temperature ranges (around
𝜎 = 0.5 ◦C for 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C compared to 𝜎 = 0.3 ◦C for 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C).
This is caused by a smaller signal to noise ratio, resulting in a less
efficient removal of the top to bottom striations using the local outlier
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Table 3
Correction factor and representative uncertainty.

Location Tin,set 𝜙𝑣 (L s−1) 𝑇𝑖𝑛 (◦C) 𝑇𝑜𝑢𝑡 (◦C) Correction factor 𝜎𝑇

Center

15 ◦C 0.038 ± 0.004 14.60 ± 0.04 13.7 ± 0.4 1.009 ± 0.005 0.3 ◦C
10 ◦C 0.038 ± 0.004 10.73 ± 0.04 10.1 ± 0.2 1.023 ± 0.005 0.4–0.5 ◦C
5 ◦C 0.037 ± 0.004 6.9 ± 0.2 6.8 ± 0.3 1.030 ± 0.005 0.4–0.6 ◦C
0.5 ◦C 0.036 ± 0.007 4.7 ± 0.2 4.6 ± 0.3 1.020 ± 0.006 0.5 ◦C

Inlet

15 ◦C 0.038 ± 0.004 14.56 ± 0.05 13.6 ± 0.4 1.008 ± 0.005 0.3–0.4 ◦C
10 ◦C 0.037 ± 0.004 10.56 ± 0.02 10.26 ± 0.07 0.999 ± 0.005 0.5 ◦C
5 ◦C 0.036 ± 0.004 6.7 ± 0.1 6.4 ± 0.2 0.999 ± 0.005 0.5 ◦C
0.5 ◦C 0.036 ± 0.004 4.71 ± 0.07 4.5 ± 0.3 1.015 ± 0.005 0.6 ◦C
Fig. 8. LIF temperature field measurements at the inlet of the channel after 30 min of ice growth, for different inlet temperature conditions.
factor algorithm, as well as a higher uncertainty in the temperature
calibration at the lowest temperatures (recall that the uncertainty in
the calibration scales with the intensity ratio, which is higher at lower
temperatures, as shown in Section 2.8).

Fig. 8 shows the temperature measurements at the inlet of the chan-
nel. Compared to the measurements at the center, the measurements
at the inlet were more challenging because the curvature of the ice-
layer introduced additional noise due to the scattering of the laser
light, and because the variation of the temperature in the x-direction
resulted in a more troublesome removal of the striations (and other
outliers), with a smaller degree of smoothing being applied (as shown
in Section 2.6). In addition, the thermal boundary layer above the
ice-layer is thinner. Although the thermal boundary layer above the
ice-layer is visible for all four measurements, the results are relatively
noisy. For Figs. 8(a) and (b), a temperature artefact was observed near
the top of the channel at 𝑦 = 50 mm. This was attributed to reflections
of the laser light from the top lid, resulting in noisy measurements near
the top of the channel. In addition, artefacts were present within the
thermal boundary layer, as a result of the scattering of the laser light
10
by the ice-layer. Compared to the center of the channel, the scattering
of the laser light by the ice-layer induced a higher level of noise for
the measurements at the inlet of the channel, since the ice-layer was
curved instead of (almost) flat (also see Fig. 6). These artefacts were
not removed by the postprocessing algorithm and subsequently led to
unphysical oscillations of the LIF temperature measurements within the
thermal boundary layer.

Fig. 9 shows the temperature profiles for two different inlet tem-
peratures, i.e. 𝑇𝑖𝑛 = 15 ◦C and 𝑇𝑖𝑛 = 0.5 ◦C, for both the inlet and the
center of the channel. For 𝑇𝑖𝑛 = 15 ◦C, good results were obtained.
Especially for the center of the channel at 𝑥 = 75 cm, the relative
temperature uncertainty appears to fall within an acceptable range,
with smooth temperature profiles obtained and a sufficiently high
temperature resolution within the thermal boundary layer. However,
for the inlet of the channel, some of the data points within the thermal
boundary layer were removed, as a result of unphysical oscillations
within the LIF temperature measurements, attributed to a high level
of noise induced by the scattering of the laser light by the ice–water
interface. This unphysical behavior was not included in our uncertainty
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Fig. 9. LIF temperature profiles at the inlet and the center of the channel for two different inlet temperatures, i.e. 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C and 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C Results are shown for both the
inlet and the center of the channel. For the inlet of the channel, the data points corresponding to unphysical oscillations of the LIF temperature measurements within the thermal
boundary layer have been removed.
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analysis. Compared to the center of the channel, a steeper temperature
gradient is observed within the temperature boundary layer near the
inlet, which is consistent with the expected thinner thermal boundary
layer for the thermal entrance region of the channel.

In addition, for the smallest temperature range with 𝑇𝑖𝑛 = 0.5 ◦C,
the relative uncertainty is approximately ±10%, resulting in less smooth
temperature profiles. For such small temperature ranges, improvements
to the present setup are needed in order to reduce the signal to noise
ratio and perform sufficiently accurate LIF temperature measurement
results which can be used for numerical benchmarking purposes. These
improvements should consist of less air-bubbles and a lid specially
designed to ensure optimal transition of the laser, an improved optical
setup (for instance by using a double-pulsed laser, using cameras with
a larger dynamic range or by changing the dyes or filters to achieve
a better separation between the spectra in each camera image) or an
additional post-processing routine to reduce the noise caused by the
scattering of the laser light from the ice–water interface. A further in-
crease in the accuracy of the two-color LIF temperature measurements
could be obtained through optimization of the concentration (ratio) of
the dyes and/or the optical parameters used (such as the duration of
the laser pulse and the aperture), or through reducing the uncertainty
of the temperature calibration procedure by increasing the number of
calibration data points.

3.3. Temperature measurement in the lag time prior to freezing

Consistent with our previous PIV campaign [13] and the results
obtained by Savino et al. [32], the onset of freezing was marked by
a rapid spreading of ice over the entire cold plate, accompanied by a
sudden increase of the cold plate temperature, as can be seen in Fig. 10.
Thermocouple 0 at the inlet of the channel is the first to experience a
11

e

sudden temperature increase, and the ice nucleus is shown to propagate
at a near constant velocity of approximately 5 cm s−1 towards the exit
of the channel, as shown by the quasi linear relationship between the
different time-instances at which the thermocouples notice the effect of
phase change. The total delay between the response of thermocouple
7 at the end of the cold plate and thermocouple 0 at the inlet was less
than 30 s. Freezing only occurred after the cold plate had reached a
subzero temperature of between −4 and −6 ◦C for an inlet temperature
of 𝑇 = 15 ◦C. Previously, Savino et al. had presented evidence of sub-
ooling within the thermal boundary layer of the liquid [32], collected
hrough a thermocouple probe before the formation of ice occurred.

The present experimental campaign is the first to present non-
ntrusive temperature measurements within the thermal boundary layer
rior to the start of the freezing process. Fig. 11 shows the temperature
rofiles at the center of the test section in the moments before the onset
f ice-formation, for 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C. Consistent with the experiments of
avino et al., a subcooling of approximately 2 ◦C was observed. We
herefore recommend including the presence of subcooling before the
preading of ice over the cold plate in numerical models of freezing in
nternal flow.

In addition, a very interesting behavior was observed within the
hermal boundary layer prior to ice formation (for 𝑡 ≈ −2.5 min and
≈ −10 s). These temperature profiles clearly depart from the expected
ehavior for the thermal boundary layer in (almost) fully developed
hannel flow, with a smaller temperature gradient than expected in
he first few mm above the cold plate and a point of inflection at
pproximately 𝑦 = 5 mm. This point of inflection was not present for
onger times prior to ice formation (i.e. 𝑡 ≈ −4.5 min) and for the
easurements taken during the growth of the ice-layer (see Fig. 9).
his point of inflection appears to build up in the time-span leading up
o the sudden formation of ice, at which ice rapidly spreads over the

ntire cold plate.
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Fig. 10. Cold plate temperature response in the 5 min before and after the onset of freezing (a), for 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C. T0–T7 refer to the different locations of the thermocouples.
Propagation of the ice nucleus from the inlet to the exit of the channel (b). The vertical axis denotes the location of the thermocouples and the horizontal axis denotes the time
after which the first thermocouple (T0) recorded the onset of freezing.
𝑇

Fig. 11. LIF temperature profiles for 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C at the center of the channel (x =
5 cm), taken for various times prior to the onset of ice formation.

The anomalous temperature behavior is possibly related to an en-
anced natural convection, occurring as a result of the subcooling of
he water at the cold plate surface, as was previously suggested by
ulligan et al. [37]. Mulligan et al. performed an experimental study of

he steady-state ice deposition in a laminar pipe flow with a cooled tube
all, and observed a decrease in the heat transfer rate at the wall as its

emperature dropped below the freezing point. Similarly, we observed
faster decrease in the cold-plate temperature after the onset of ice

ormation compared to before (see Fig. 10).
For future work we recommend additional non-intrusive temper-

ture measurements as part of a more detailed investigation of the
nomalous temperature behavior prior to the onset of freezing. Per-
orming these measurements at appropriate time intervals is challeng-
ng, since the exact moment at which freezing occurs is not known
-priori. Moreover, by performing combined temperature and velocity
easurements in the moments prior to the onset of ice-formation

for instance through a combination of PIV and LIF, see Funatani
t al. [21]), confirmation can be obtained as to whether the anomalous
emperature behavior is indeed caused by enhanced natural convection
s a result of subcooling at the cold plate surface.

. Conclusions

This work presents two color LIF temperature measurements for the
ransient freezing in a square channel for laminar flow conditions (𝑅𝑒 ≈
74), for four different set-points of the inlet temperature (𝑇 = 15◦C,
12

𝑖𝑛,𝑠𝑒𝑡
𝑖𝑛,𝑠𝑒𝑡 = 10 ◦C, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 5 ◦C and 𝑇𝑖𝑛,𝑠𝑒𝑡 = 0.5 ◦C). LIF has only been
used once before for solid–liquid phase change experiments by Gong
et al. [17], for measuring the temperature distribution of melting n-
octadecane in a cuboid cavity. Important novelties of the present LIF
campaign were the use of a two color (instead of a one color) LIF
technique to compensate for a possible change in dye concentration
and optics during ice growth, the use of a post-processing algorithm
to remove striations and other artefacts, and a detailed analysis of the
uncertainty in the measured temperature fields. In addition, this work
presents the first measurements of the temperature distributions within
the thermal boundary layer both during and prior to the transient
freezing of a liquid in a laminar channel flow.

Measurements were performed at both the inlet and the center of
the test section. The postprocessing involved the use of the local outlier
factor algorithm followed by a smoothing operation using a moving
average window. In addition, a correction factor was used to reduce
the temperature bias as a result of variations in experimental conditions
throughout the experimental campaign. Our approach resulted in an
absolute temperature uncertainty of between 𝜎 = 0.3 ◦C and 𝜎 =
0.5 ◦C which is comparable to related LIF temperature measurement
campaigns.

The primary aim of this work was to demonstrate the potential
and limitations of LIF as a non-intrusive temperature measurement
technique for solid liquid phase change experiments. We showed that
good results could be obtained for a sufficiently large temperature
range of approximately 15 ◦C in our case. For a small temperature
ranges of approximately 5 ◦C however, the large relative uncertainty in
the temperature deteriorated the quality of the results. In addition, the
scattering of the laser light from the ice layer introduced some artefacts,
especially near the inlet of the channel where the ice–water interface is
curved instead of flat. As such, further improvements are needed to use
LIF to generate high fidelity experimental data for numerical validation
purposes. Some suggested improvements are to ensure a very clean
entry surface for the laser sheet (without air bubbles, dirt particles or
surface roughness), to use a camera with a large dynamic range and
to improve the post-processing such that the noise as a result of the
scattering of the laser light by the ice-layer can be removed.

LIF temperature measurements within the thermal boundary layer
taken within a short time span prior to the onset of ice formation
showed approximately 2 ◦C of subcooling, consistent with the findings
of Savino et al. [32]. The onset of ice formation was accompanied by
a sudden increase in the cold plate temperature (used to determine
𝑡 = 0 in our experiments). The thermocouple recordings of the cold
plate showed that the ice nucleus propagated from the inlet to the exit
of the channel at a near constant velocity of approximately 5 cm s−1 for
the given flow conditions (𝑅𝑒 = 474, 𝑇𝑖𝑛,𝑠𝑒𝑡 = 15 ◦C, 𝑇𝑐,𝑠𝑒𝑡 = −10 ◦C).
Based on these findings, we recommend that subcooling effects are

taken into account in numerical models of ice growth in internal flow.
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In addition, an anomalous behavior within the thermal boundary layer
was observed, with a significantly smaller temperature gradient within
the first few mm above the cold plate than would be expected for
ully developed channel flow, and a point of inflection around 𝑦 =
5mm. Possibly, the anomalous temperature behavior was caused by an
enhanced natural convection as a result of the subcooling within the
thermal boundary layer. This hypothesis could be confirmed by PIV
measurements taken within a short time span before ice growth starts
to occur.
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