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Abstract: In this study, the full-focusing (FF) algorithm is reviewed with the objective of optimizing
it for processing data from different types of surfaces probed in altimetry. In particular, this work
aims to provide a set of optimal FF processing parameters for the Sentinel-6 Michael Freilich (S6-MF)
mission. The S6-MF satellite carries an advanced radar altimeter offering a wide range of potential
FF-based applications which are just beginning to be explored and require prior optimization of
this processing. In S6-MF, the Synthetic Aperture Radar (SAR) altimeter acquisitions are known
to be aliased in the along-track direction. Depending on the target, aliasing can be tolerated or
may be a severe impairment to provide the level of performance expected from FF processing.
Another key aspect to consider in this optimization study is the unprecedented resolution of the
FF processing, which results in a higher posting rate than the standard SAR processing. This work
investigates the relationship between posting rate and noise levels and provides recommendations
for optimal algorithm configurations in various scenarios, including transponder, open ocean, and
specular targets like sea-ice and inland water scenes. The Omega–Kappa (WK) algorithm, which has
demonstrated superior CPU efficiency compared to the back-projection (BP) algorithm, is considered
for this study. But, unlike BP, it operates in the Doppler frequency domain, necessitating further
precise spectral and time domain settings. Based on the results of this work, real case studies using
S6-MF acquisitions are presented. We first compare S6-MF FF radargrams with Sentinel-1 (S1) images
to showcase the potential of optimally configured FF processing. For highly specular surfaces such as
sea-ice, distinct techniques are employed for lead signature identification. S1 relies on image-based
lineic reconstruction, while S6-MF utilizes phase coherency of focalized pulses for lead detection.
The study also delves into two-dimensional wave spectra derived from the amplitude modulation of
image/radargrams, with a focus on a coastal example. This case is especially intriguing, as it vividly
illustrates different sea states characterized by varying spectral peak positions over time.

Keywords: fully focused SAR; altimetry; processing; optimization; Sentinel-6 Michael Freilich

1. Introduction

The full-focusing (FF) algorithm, initially introduced in altimetry by [1], coherently
processes a synthetic aperture of pulse echoes produced by pulse-limited nadir-looking
radar altimeters within the whole target illumination time. This technique closely resembles
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the one used in synthetic aperture radar (SAR) imagery, offering the potential to enhance
along-track resolution up to its theoretical limit, which is half the antenna length. The
FF approach enables mapping of the overflown surface with unprecedented precision,
revealing features like open-water leads [2,3], inland waters [4], coastal regions [5] and
small-scale ocean structures [6]). Additionally, it holds the promise of providing a more
detailed estimation of the geophysical parameters compared to unfocused (UF) SAR pro-
cessing. It is to be noted that the high FF performance is only attained if the pulse-to-pulse
stability (in phase and amplitude) is ensured within the entire synthetic aperture length,
which necessitates a time period considerably longer than the burst duration. In cases
where water surfaces decorrelate quickly over time, the FF resolution may degrade [7],
with a more pronounced impact over open ocean compared to lakes.

Recognizing the advantages of FF over standard unfocused processing [1], we decided
to apply it to process Sentinel-6 Michael Freilich (S6-MF) data. However, the original
back-projection (BP) algorithm, while highly accurate, proves computationally demanding
for operational processors. To address this challenge, a frequency-based method [8] known
as the Omega–Kappa (WK) processor was introduced. This algorithm is analogous to the
one used for traditional SAR data, but it incorporates a different focusing operator due
to the high carrier frequency used by altimeters, specifically Ku and, soon, Ka bands [9]).
This frequency choice prohibits neglecting the Doppler frequency shift resulting from the
relative motion between the altimeter and the target in impulse response modeling. The WK
algorithm offers a substantial processing speed advantage, which is up to two orders of
magnitude faster compared to BP, making it eligible for future operational FF processors.

It is worth noting that WK operator re-formulation is essential for onboard deramped
altimeters such as Cryosat-2 (C2). The radar altimeters create onboard pre-processing to
select only a few samples located where the nadir scattering energy is expected. This avoids
the transfer of a large amount of useless data on the ground and facilitates waveform-
leading edge detection. While C2 [10] employs deramping, S6-MF uses a matched filtering
approach [11].

Moreover, S6-MF distinguishes itself as the first SAR altimeter with nearly continuous
pulse sampling, whereas Sentinel-3 (S3) and C2 operate in a non-continuous burst emission
mode of pulses, resulting in a set of replicas or ghosts for each target response. Closed-
burst acquisitions generate replicas, which can distort the surface signal through complex
interference phenomena. This issue poses a significant limitation to FF processing in closed-
burst acquisition mode, especially when it comes to estimating water surface height over
specular targets, which may be less reliable than the unfocused (UF) processing. Open-burst
mode data are found to be optimal for FF processing, as evidenced by S6-MF. Notably,
S6-MF includes two missing pulses generating replicas every 300 m, with substantially
weaker amplitudes compared to closed-burst missions [11]. These weaker replicas offer an
opportunity to explore techniques for further mitigation.

The breakthrough resolution provided by FF, with its superior signal-to-noise ratio
compared to UF, allows for unprecedented observations of highly specular surfaces such as
inland water and sea-ice leads. These observations take the form of radargrams resembling
SAR folded images, providing a two-dimensional representation of a scene with half-meter
resolution. This capability enables SAR altimetry to be leveraged like SAR imagery, enabling
applications like two-dimensional wave spectra, water shapefile projection, and more.
In hydrology, these images facilitate measurements of water level, extent, and geolocation
of off-nadir rivers and lakes [4]. In open-ocean settings, FF radargrams can reveal swell
waves’ signatures as amplitude modulations, permitting the derivation of two-dimensional
spectra characterizing swell features [6].

This paper aims at providing a set of optimal processing parameters for FF processing
across different ground target scenarios. The WK processor shall be taken as a reference,
although the considerations in Section 2 are valid for the BP processor as well. Additionally,
the paper explores aspects that have received limited attention in the literature, including
replica mitigation, mean square slope (MSS) and its relationship with Doppler bandwidth,
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and the trade-off between resolution and noise level. The fine-tuning of the FF processor
to specific target characteristics is crucial for unlocking FF’s full potential in imaging
the surfaces observed by S6-MF. Specifically, the paper investigates five parameters or
processing options:

• Percentage of Doppler bandwidth: S6-MF experiences aliasing in the along-track direc-
tion due to the wide antenna mainlobe relative to the pulse repetition frequency (PRF).
Decisions regarding where to truncate have a substantial impact on the final resolution.

• Integration time: This parameter is closely linked to resolution and assumes critical
importance, particularly for highly specular targets (i.e., low MSS), as discussed in
detail below.

• Doppler windows: This aspect involves antenna compensation (whether to apply it or
not) and the use of windowing techniques to reduce side lobes and replica amplitude
levels. Balancing these factors is crucial for achieving a satisfactory final resolution
and accurate geophysical parameter estimation.

• Replica mitigation: While windowing helps reduce replica amplitudes, there are
situations in which further mitigation is necessary without sacrificing too much signal,
which could degrade resolution. This paper proposes a new, practical technique.

• Posting rate: The posting rate of multi-looked waveforms influences the signal-to-
noise ratio and speckle noise. We propose a compromise aimed at achieving noise
reduction while preserving high resolution.

The paper is organized as follows. Section 2 investigates the optimal FF-SAR pro-
cessing configuration and provides examples for various datasets. In Section 3, the paper
compares the tuned FF S6-MF radargrams with S1 images, showcasing surface examples
such as sea-ice leads in the poles and swell waves near coastal zones. Finally, Section 4
concludes the paper.

2. Optimal Parameters Configuration
2.1. Percentage of Doppler Bandwidth

Aliasing. The Poseidon-4 antenna mounted on Sentinel-6 Michael Freilich (S6-MF) is a
single symmetrical center-fed parabolic reflector with a diameter of La = 1.2 m. Using a
simple Bessel first-kind first-order approximation of the pattern, we find that the first zero
is located at an angle:

θ = 1.22
λ

La
(1)

where we have used λ = c/ fc, with fc = 13.575 GHz being the carrier frequency and c
representing the speed of light in a vacuum. Given this aperture and an altitude of
approximately h = 1350 km, the integration time Ti is maximal when it is equal to the
synthetic aperture time, which amounts to

Ti ≤
θ · h
vs

≈ 4.33 s. (2)

having used 7000 m/s for the satellite speed. The spanned Doppler bandwidth Bd corre-
sponds to the extreme values of the Doppler frequencies fd as follows

Bd = max( fd)− min( fd) = ḟdTi, fd(θ) =
2 fcvs sin(θ)

c
=

2vsvg

λh
η. (3)

In the previous equations, vs and vg, represent the satellite and ground speeds, respec-

tively, while η is the along-track time. The quantity ḟd = − 2vsvg
λh denotes the rate at which

the Doppler frequency varies over time and it is about 2710 Hz/s.
For S6-MF, the Doppler bandwidth is about 11.7 kHz, which exceeds the adopted

Pulse Repetition Frequency (PRF), typically averaging 9.2 kHz. This indicates that aliasing
occurs in the along-track direction with a factor of approximately 11.7/9.2 ≈ 1.27. Hence,
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theoretically, there is about 30% folded energy. For a radar altimeter, a one-to-one known
relation exists between the synthetic aperture (i.e., the time a target is observed) and the
Doppler frequency. This is true regardless of the processing adopted in a second stage. So,
given the relationship between the along-track integration time and the Doppler bandwidth
(see Equation (3)), an integration time greater than approximately 4.33/1.27 ≈ 3.4 s should
not be used in the S6-MF case.

In the frequency domain, i.e., when WK processing is adopted, the Doppler spectrum is
limited by shaping (antenna pattern compensation) and windowing the Doppler spectrum.
Regardless, aliasing can also be avoided in the BP processing by limiting the integration
time, i.e., the number of bursts used to build the Doppler history on each surface sample
before along-track summation. However, achieving an optimal configuration for both
the algorithms to handle all types of datasets is illusory. Instead, specific configurations
can be established based on different target categories and their statistical properties. To
clarify this concept, we will discuss two extreme cases: a perfectly specular target, such as
a transponder, and a perfectly homogeneous target, like the open ocean.

Relation between integration time and spectrum for a single scatterer. A transponder is
essentially an isotropic target with a single scatterer. We will come to the isotropic notion
later. For a transponder, the one-to-one correspondence between the Doppler spectrum
extension and the acquisition time can be appreciated in a straight way. In Figure 1a,
the Doppler spectrum extension of the same transponder for three different acquisition
length is shown.

The length of the processing block (i.e., the number of bursts) determines the number
of echoes that contribute to the Doppler history. However, there is another limit due to the
finite extension of the antenna pattern main lobe that constraints the angle of view and then
the Doppler frequencies collected for the target. Again, this limitation exists regardless of
the processing algorithm.

To illustrate this, consider processing 3.4 s of data, which allows us to capture the full
spectrum up to the PRF. In contrast, processing 2.4 s of data covers approximately 70%
of the spectrum. A bandwidth limitation can shape the band through antenna pattern
whitening and windowing (this aspect will be addressed in the next subsection), but it
can never restore the value chosen by the processing time length. For a transponder,
the primary goal is to achieve precise location measurements and assess the quality of the
Impulse Response Function (IRF). Consequently, it is advantageous to consistently process
the full spectrum, which means to use the entire 3.4 s of acquisition time.

Relation between integration time and spectrum for multiple scatterers. For something that
is perfectly homogeneous, such as the open ocean, the Doppler spectrum remains the
same regardless of the portion of data we decide to cut. This is because the echoes in the
processing block acquire not only the target in the area of interest but also other targets
from ambiguous positions. From a frequency point of view, this means that the spectrum is
completely folded. In Figure 1b, we can see the Doppler spectrum of the same dataset for
three different acquisition durations. The acquisition was taken on an open ocean area with
a significant wave height (SWH) of 2 m. As shown, the three spectra share the same shape.
Unlike the transponder case, the portion of the aliased spectrum is visible no matter the
integration time in the non-ambiguous intervals, both before −2000 Hz and after 3500 Hz.
Regardless of the processing block length, the spectrum must be truncated during WK
processing. Given that about 30% of the S6-MF spectrum is aliased, a natural choice is to
preserve between 60% and 70% of the band.
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(a) Transponder (b) Open ocean

Figure 1. Comparison of Doppler spectra for different integration times over (a) Gavdos transponder
data (orbit cycle 042, 29 December 2021) and (b) open-ocean data (relative orbit 077, orbit cycle 002, 7
December 2020 at 14:20:01).

2.2. Integration Time

Now, let us shift our attention to the integration time and delve into its relationship
with the isotropic properties of the surface.

Isotropic targets. The fundamental principle of Full Focusing (FF) is to maximize the
integration time to achieve the best possible impulse response resolution. This concept
relies on the assumption that the target is isotropic, which means that the signal scatters
uniformly in all directions captured by the antenna. The transponder serves as a reference,
as it is designed to be inherently isotropic, with a signal retransmitted in all directions. It
is used to achieve a resolution very close to the theoretical limit. For an isotropic surface,
the FF resolution (δy) is inversely proportional to the integration time, expressed as:

δy = 0.886
ch

2Ti fcvs
. (4)

Hence, for an integration time of Ti = 3.4 s, the optimal resolution is approximately
55 cm.

Anisotropic targets. In contrast, anisotropic surfaces reflect the signal over a limited
range of directional angles, directly impacting FF resolution. Inland waters and sea-ice
leads often exhibit anisotropic behavior, resulting in lower backscattered power received
from off-nadir surface reflectors. In geometrical optics (where the roughness scales are
much larger than the radar wavelength), the backscattered power is typically modeled
using a Gaussian-shaped formula, which is expressed as:

σ0(η) = σ0(0) exp
(
− tan(θ(η))2

s

)
≈ σ0(0) exp

(
−

v2
gη2

h2s

)
. (5)

If this formula is no longer valid for the anisotropic scattering of highly reflective
surfaces, it provides a fairly accurate explanation of the influence of surface roughness
on FF-SAR measurements. Here, the crucial parameter, denoted as s, corresponds to the
Mean Square Slope (MSS). An MSS value less than one signifies anisotropic behavior.
Specular targets, in particular, are characterized by low MSS values. Figure 2 illustrates the
sharp power extinction observed around specular targets, as opposed to the transponder.
By fitting the range integrated signal to the model in Equation (5), we obtain an estimation of
s = 7.9 × 10−8 for the Guadalquivir river and s = 8.8 × 10−9 for the sea-ice lead example.
Over the transponder, we do not really observe the MSS but the antenna pattern effect,
which is dominant for the transponder and negligible for the specular cases. For a surface
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with anisotropic properties and very small MSS, the FF along-track resolution can be
expressed as (see Appendix A):

δy =

√
3

20s
c

2π fc
. (6)

Hence, the resolution is inversely proportional to the MSS (s). With the MSS values
derived above, the effective resolution is 11.50 m (equivalently, an integration time of
Ti = 0.16 s) for the Guadalquivir river. Since the sea-ice lead is even more specular, it has
a lower resolution of 17.7 m (and equivalently Ti = 0.10 s). Considering this resolution
degradation for specular targets, one might question the need to maintain a high integration
time and Doppler bandwidth. However, it is important to note that there is no way to
determine the MSS for each along-track single look in advance. Therefore, adapting the
integration time to the MSS and surface characteristics is not a feasible strategy. The only
known strategy to determine the MSS is by exploiting the so-called range integrated
power (RIP) from the UF-SAR, as outlined in [12]. Unfortunately, the RIP is not available
with FF-SAR processing. Anisotropic surfaces are inherently devoid of side lobes in
the along-track focused signal due to MSS. This makes the application of an along-track
Doppler windowing redundant in such cases, as the impulse response naturally exhibits
an exponential function with no side lobes.

(a) Stack over transponder (b) Stack over Guadalquivir river (c) Stack over sea-ice lead

(d) MSS over transponder (e) MSS over Guadalquivir river (f) MSS over sea-ice lead

Figure 2. Two-dimensional level-1a Sentinel-6 Michael Freilich data over different areas: transpon-
der (a), inland water (b) and sea-ice leads (c) with various MSS observed. In along-track, the MSS is
estimated for each case (d–f) by fitting the range integrated level-1a signal represented in dashed line.
For the sea-ice example (f), two peaks are identified and fitted separately, leading to two MSS values
being estimated in this area.

2.3. Doppler Windows

Antenna pattern compensation. Antenna pattern compensation in SAR processing
is a common step that aims to flatten the spectrum, thereby enhancing the along-track
resolution of point targets. The same processing can be applied in altimetry. In Figure 3, we
present the Doppler spectrum for the open ocean dataset before and after antenna pattern
compensation. Notably, the pattern compensation and the 60% Doppler band cutoff are
applied simultaneously. The preserved spectrum portion is centered around the Doppler
frequency measured at the center of the processing block, and is generally different from
zero (see Figure 3).

For the case shown in Figure 3, a mathematical model for the S6 along-track antenna
pattern is sufficient as the flattening is very accurate.
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Figure 3. Open ocean data-block with its profile in Doppler frequency before (in blue) and after (in
orange) antenna pattern compensation (on the left hand side). The linear correspondence between
Doppler frequency and along-track time (slow time) is also represented (on the right hand side).

For the specific WK processing, the antenna pattern compensation is a frequency
domain processing step. Regardless, since in BP the antenna pattern compensation is
performed point by point, it has an equivalent effect.

Doppler windowing. Doppler windowing is a common technique in SAR processing
used to reduce the level of side lobes in the sinc function, at the expense of resolution.
Windowing has the opposite effect of the antenna compensation. After antenna pattern
compensation, a shaping function is applied on the data block in the frequency domain to
shape the spectrum. Due to the correspondence between the time and frequency domains,
the larger the window in the Doppler domain, the shorter its extension in the time domain
(i.e., on the IRF) and vice versa.

For S6-MF, several windowing functions were tested on the transponder dataset. These
functions include the classical Hamming window, defined as:

w( fd) = 0.54 + 0.46 · cos
(

π · fd
PRF

)
, (7)

Additionally, the Gaussian window was tested, which is defined as:

w( fd) = exp

(
−
(

fd
σPRF

)2
)

, (8)

For the Gaussian window, two different values of σ2, 0.4 and 0.2, have been used.
The results of these tests are summarized in Table 1.

This table includes the primary quality indicators of the IRF, which are (i) the resolution,
that is, the -3dB width of the main lobe; (ii) the peak to sidelobe ratio (PSLR), i.e., the ratio
between the highest sidelobe and the mainlobe peaks; (iii) the integrated sidelobe ratio (ISLR),
i.e., the ratio between the energy within the two-sided interval from 2 to 10 resolution
cells and the energy within the two resolution cells around the main lobe; (iv) the level of
the replica with regards to the mainlobe peak, i.e., the ratio between the main peak energy
and the energy of the first repetition due to the intermittent acquisition of the altimeter,
commonly observed in closed-burst mode. For further details on these quality indicators
and radar IRF, you can refer to [13].

Note that the impact of the Hamming and Gaussian window with σ2 = 0.4 is very
similar, but not identical as shown in Figure 4. In particular, the Gaussian window is
more effective at reducing the sidelobes. This effect can be attributed to the formulation
of the Fourier transform for the Gaussian function. The sharper the Gaussian function (in
this case, σ2 = 0.2 instead of 0.4), the wider the Gaussian function will be in the inverse
domain (i.e., on IRF). This results in a longer interval for the convolution of the mainlobe



Remote Sens. 2024, 16, 1112 8 of 26

with sidelobes. As a consequence, this may lead to a degraded FF resolution but a higher
rejection of sidelobes and replicas.

Table 1. Main IRF quality parameters for different cases of along-track windowing applied. These
cases are compared with the case where only the antenna is compensated (or not). While windowing
has a positive effect on the reduction in the side lobes and the replicas level, it also decreases the
resolution; hence, a trade-off between these two actions should be found.

Parameter No-Antenna Antenna Only Hamming Gaussian 0.4 Gaussian 0.2

Resolution [m] 0.643 0.614 0.858 0.837 1.083
PSLR [dB] −15.42 −14.11 −32.69 −35.26 −41.70
ISLR [dB] −13.45 −11.86 −31.56 −32.85 −41.81

Replica [dB] −30.7 −30.8 −34.8 −35.0 −37.0

This addition clarifies the distinctions between the Hamming and Gaussian window-
ing techniques, providing insights into their effectiveness in sidelobe reduction and how
the Gaussian function’s sharpness impacts the rejection of sidelobes and replicas.

(a) Antenna correction only (b) Hamming window

(c) Gaussian window with σ2 = 0.4 (d) Gaussian window with σ2 = 0.2

Figure 4. Radargram of Lot river area, France (dataset: 21 December 2020, time 17:10:28), shown using
the same power dynamics and four different processing cases: (a) antenna pattern compensation,
(b) Hamming window, (c) Gaussian window with σ2 = 0.4 and (d) Gaussian window with σ2 = 0.2.
As can be seen, the signal-to-noise ratio progressively grows from case (a–d), indicating the better
result achieved by the use of the Gaussian window with σ2 = 0.2.

2.4. Replicas Mitigation

The problem. When data are acquired in a closed-burst configuration, as occurs for C2
and S3, the amplitude signal behaviour, represented by the chronogram χ [8], is character-
ized by a sequence of rectangular functions Π. This is mathematically expressed as

χ(η) = ∑
n

Π
(

η − nTp

Tb

)
. (9)
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Here, Tp is the burst repetition time, while Tb is the burst duration. Although S6-MF is
an open-burst altimeter, its chronogram is organized in 64 pulses at the Ku-band separated
by 2 pulses: one C-band and 1 calibration pulse. Formally speaking, this organization
transforms S6-MF into a closed-burst altimeter. Exploiting this signal over a duration
longer than the burst leads to the emergence of what is known as grating lobes, or simply
replicas. From [1] [Eq. 35], it is clear that a periodical repetition of the open-burst fully-
focused impulse response exists every 1/Tp in the frequency domain, and is contained in
the envelope of the unfocused impulse response. The amplitude A in dB of the first replica
(compared to the main lobe) and its position d in meter are respectively given by:

A = 20 log
(∣∣∣∣sinc

(
Tb
Tp

)∣∣∣∣), d =
vg

Tp| ḟd|
. (10)

For S6-MF, this results in an approximate A value of −33 dB and a position d of around
300 m. Recent research [14,15] has highlighted the multifaceted nature of replicas, affecting
both the along-track and across-track dimensions. These replicas can contaminate different
range gates, resulting in a smearing effect. The complete mathematical expression of the
replica model is available in Appendix B. In scenarios with low MSS, which corresponds
to a drastic reduction in the integration time, the smearing takes the form of a parabola,
as shown in Figure 5a. Replicas of this type, observed within a 2 s interval surrounding
the primary signal, pose a particular challenge in the estimation of water surface height
(WSH). The retracker, a crucial component of altimetry, is prone to the influence of replicas,
particularly in the thermal noise area. This can lead to significant errors in WSH, often
exceeding tens of meters, as illustrated in Figure 5b. Various retracking algorithms, includ-
ing empirical (e.g., OCOG) and optimal retrackers (e.g., sinc squared), experience similar
difficulties. This challenge is particularly pronounced in environments such as inland water
and sea-ice regions. The heterogeneous nature of these surfaces can result in differences in
amplitude (image dynamics) exceeding the −33 dB amplitude level of the first replica.

(a) FF-SAR radargram (b) OGOC retracker epoch point

Figure 5. Effect of replicas over a sea-ice lead surface. Replicas (a) can be identified by their parabola-
shape signature on the FF radargram. This can lead (b) to a huge difference of several meters in the
estimation of the water surface height compared to those that are unfocused, since the retracker does
not distinguish replicas from the real surface signal.

The mitigation strategy. Addressing the issue of S6-MF replicas mitigation is of high
importance, especially when considering applications in areas characterized by specular
surfaces. In response to this challenge, we have developed an innovative method that
retains all pulses while remaining easy to implement. As described in the Appendix B,
replicas are subject to a smearing effect that is stable in amplitude but not in phase, where
their phase varies along the along-track direction. This phase variation is illustrated in
Figure 6 over the first three replicas on the CDN1 transponder [16].

Our strategy revolves around the identification of anomalies in the radargrams, specif-
ically focusing on opposing phase variations. To achieve this, we rely on a coherence
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measurement that involves N consecutive complex single-looked waveforms {sk}N−1
k=0

contained in each multi-looked waveform of index i. The coherence measurement is
represented by the following equation:

ci =

∣∣∣∑N−1
k=0 |sk| exp(ȷ · arg(sk))

∣∣∣2
N ∑N−1

k=0 |sk|2
. (11)

The coherence can be seen as the ratio between two multilooking techniques of indi-
vidual single-looks. The first technique involves a complex summation (as found in the
numerator), while the second technique involves a power summation (as evident in the
denominator). When the phase among single looks remains constant, the ratio is equal to
one. However, if the phase exhibits variations, leading to interference among single looks,
this ratio may decrease, eventually reaching zero.

Figure 6. Transponder FF-SAR radargram with a zoom over the main signal (first column), the first
replica (second column), the second replica (third column) and the third replica (fourth column).
The amplitude and phase signals are displayed in the top and bottom rows, respectively.

We implemented the coherence-based replicas removal strategy on FF data collected
over the Garonna river surface, depicted in Figure 7. This process involved estimating the
coherence of each multi-looked FF element within the radargram, leading to Figure 7b. At a
frequency of 500 Hz, which represents 25 single looks contained within each multi-look,
the coherence values over the Garonna river exhibit near-zero readings at the positions of
the replicas. By a simple multiplication of the radargram and the coherence images, we
obtain a new radargram weighted by the highly correlated consecutive single-looks. This
weighted radargram, as displayed in Figure 7c, effectively eliminated the replicas, resulting
in highly satisfactory retracking results. It is important to note that this approach resolves
WSH estimation errors caused by replicas, all without introducing any aliasing effects. It is
essential to emphasize that the replicas removal technique outlined above is exclusively
applicable to the S6-MF altimeter. In contrast, for altimeters with close-burst chronograms,
such as S3 or C2, the presence of phase interference among replicas cannot be compensated
for by using weighting methods. In such scenarios, more sophisticated methods, including
image deconvolution techniques [17], are necessitated to address this issue.



Remote Sens. 2024, 16, 1112 11 of 26

(a) radargram (b) coherence (c) radargram × coherence

Figure 7. Illustration of the replicas removal strategy on S6-MF over the Garonna river. The different
panels show the original radargram at 500 Hz (a), the corresponding coherence (b) and the radargram
multiplied by the coherence (c). The last figure corresponds to the replica removal result. The red
dots show the epoch gate position from the level-2 OCOG retracker that sometimes are at replicas
positions in (a), which is no longer the case in (c).

2.5. Multilooking

The main interest of multi-looking is to reduce the Gaussian distributed speckle noise,
thereby improving the accuracy of geophysical parameter estimation. Unlike the incoherent
processing method in UF-SAR, which involves accumulating looks from different incident
angles but at the same ground location, FF-SAR multilooking performs spatial averaging. It
involves averaging consecutive single-looks to reduce the impact of gamma noise. However,
this approach comes at a cost—namely, the along-track spacing, which should ideally be
kept as short as possible to enable high-sampling rate measurements for the detection of
small targets.

The choice of the along-track spacing, or posting rate, often necessitates a trade-off
between resolution and noise reduction. This trade-off is typically determined through
visual observation of the waveforms. Our goal, therefore, is to establish a method that
can automatically define the optimal posting rate. A higher posting rate yields a higher
resolution but involves averaging fewer single waveforms, resulting in a higher noise level.
This configuration is preferred for handling small water targets that require high-resolution
measurement capability to distinguish them from highly reflective surrounding structures.
Conversely, a lower posting rate enhances noise reduction but at the expense of resolution.
This setup is better suited for application over open ocean, where the surface is larger and
more homogeneous. Finding the right balance is crucial in FF-SAR multilooking.

For the sake of formalism, let us consider successive single-look FF-SAR waveforms
si with speckle noise following any random distribution with the same zero mean value,
standard deviation σ > 0 and a covariance factor ρ that ranges between −1 and 1. When
ρ = 0, the single looks are independent, while for ρ > 0, they are correlated, and in the
special case where ρ < 0, they are decorrelated. Let us consider the special case where the
correlation factor between single-looks follows an exponential law:

cov(si, sj) = σ2ρ|j−i|, ∀i, j ∈ N. (12)

The previous equation arbitrarily models (through ρ) the speckle decorrelation with
spatial distance between waveforms as an exponential decaying law. Multilooking consists
of the average of n power waveforms and results in a reduction in variance (i.e., its power,
since waveforms have null mean), as shown by the equation:

1
n2 · var

(
n

∑
i=1

si

)
=

1
n2

n

∑
i=1

var(si) +
2
n2

n

∑
i=1

n

∑
j=i+1

cov(si, sj), (13)
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where i and j are the indexes. By injecting (12) into (13), we can derive the final expression
for the variance as follows (the double sum has been solved by using the geometric
series rule):

1
n2 · var

(
n

∑
i=1

si

)
=

1
n

σ2 +
2
n2 σ2

n

∑
i=1

n

∑
j=i+1

ρj−i = σ2
(

1
n
+

2
n2

1 − n + nρ − ρn

2 − ρ − ρ−1

)
. (14)

The optimal multi-looking factor is determined by the number of single looks that
need to be averaged to achieve a variance reduction below a specified threshold. Here,
we aim to reach a minimum 80% decrease in variance, which is commonly handled by
retracking algorithms based on a maximum likelihood estimator [18]. If the single looks
were fully independent (i.e., ρ = 0), the variance would decrease as 1/n (the black solid
line in Figure 8). However, real single-look waveforms are somewhat correlated, with an
estimated ρ of approximately 0.5, causing the variance to decrease more slowly. Figure 8
shows that multi-looking has a slight dependence on SWH, even in the thermal noise region.
To achieve a noise reduction of 80%, 65 consecutive single-looks need to be averaged for
SWH around 4 m, compared to 60 for SWH around 2 m. This corresponds to a posting rate
of 140 Hz and 151 Hz, respectively. For higher SWH values, the waveform gets wider in
the across-track direction and contaminates the thermal noise area by injecting a correlated
signal from the surface. This explains the slightly higher number of single looks required
for multi-looking as SWH increases. It is also worth noting that a more substantial noise
reduction would require averaging a much larger number of single looks, resulting in a
significant loss of resolution.

Figure 8. Normalized standard deviation evolution with regards to the level of multilooking of FF
single-looks. Three scenarios are plotted: theoretical decrease with independent single-looks (in black
solid line), FF oceanic real data with SWH around 2m (blue solid line) and FF oceanic real data with
SWH around 4m (in blue dashed line). We aim to measure the posting rate corresponding to a noise
reduction of 80% represented by the horizontal black dashed line.

2.6. Final Recommendation

In summary, we have classified surfaces under two categories: (a) specular, corre-
sponding to low MSS such as rivers or sea-ice leads and (b) non-specular, corresponding
to high MSS such as large lakes, open-ocean or coastal zones. Table 2 presents our final
recommendations for FF processing parameters for these two surface types. For example,
we highly recommend along-track windowing (Hamming or Gaussian) over specular areas.
In contrast, it is not particularly beneficial over non-specular areas and may even result in
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a loss of resolution, thereby diminishing image quality. Regarding integration time and
multi-looking (which affect resolution and spacing), our recommendations also vary. High
resolution is crucial for specular areas to discriminate small structures effectively. However,
it is not as critical for open ocean regions, where the dominant factors are speckle noise and
sea surface motions.

Table 2. Final recommendation of the best configuration for S6-MF FF-SAR processing. The targets
are separated into two categories, specular and non-specular, with their own recommendations.

Surface Type % of DB Int. Time Ant. Comp. Windo-Wing Replica Mit. Multi-Looking

Specular 75% 2.55 yes yes yes 300–500 Hz
Non-specular 60% 2.05 yes no no 150–200 Hz

3. Validation Based on a Synergy with Sentinel-1 Imagery
3.1. Sea-Ice Lead Detection

The first FF results have demonstrated its ability to enhance the exploitation of radar
altimetry up to its finest along-track resolution. We anticipate significant improvements
in identifying small, heterogeneous surface features, such as distinguishing between sea-
ice leads and floes or differentiating between water and land in hydrological settings.
Several studies have already been carried out to assess the FF processing performance for
mapping the surface of hydrology water bodies with respect to reference water masks,
but also estimating water surface elevations by comparison with in situ data [4]. However,
applying this technique to sea-ice areas presents greater challenges due to the constant
movement and drift of the sea-ice surface, which is driven by ocean currents and winds.
No water mask is available and it is impossible to install and maintain in situ instruments
at such latitudes.

In this work, we employ a unique approach to evaluate the FF altimeter’s capability
to detect open waters (known as leads) within sea-ice cover. We achieve this by assessing
the FF altimeter’s consistency and reliability in comparison to Sentinel-1 satellite images,
as described by Longépé et al. [19], and using the following tools: (1) an updated version
of the SMAP code [20] to generate the FF WK S6-MF data, and (2) the leads detector devel-
oped by Longépé et al. [19] for the identification of leads in S1 images, distinguished by
their darker colour compared to the surrounding floes. The detector employs an optimal
threshold-based segmentation algorithm to isolate regions with low backscatter intensities
and high sea-ice concentration values. It further utilizes a morphological grayscale recon-
struction algorithm to detect local minima, followed by Sobel and watershed algorithms
to define the leads by flooding. We use the same threshold values as recommended by
Longépé et al. [19] for Sentinel-1 backscattering (6dB) and sea-ice concentration (50%),
which are relatively permissive thresholds.

Within FF radargrams, a lead can be identified by a high sigma0 level, but also
by a stability in phase and amplitude between consecutive single-looks on the ground.
To quantify this stability, we introduced the coherence factor in the previous section (see
Equation (11)). Unlike sigma0, the coherence factor has proven to be unaffected by replicas.
Given the problematic nature of replicas in sea-ice regions, we will utilize coherence to
discriminate leads from floes. This will complement a common thresholding method
applied to S6-MF sigma0 values. The FFSAR processing configuration aligns with the
specular surface recommendations detailed in Table 2, with a multilooking level of 500 Hz,
corresponding to 10 m of spacing on ground.

Finding collocated S1 and S6-MF data over sea-ice presents several challenges, chiefly
due to the maximum latitude coverage of 66 degrees for S6-MF and the dynamic nature
of sea-ice, which can drift at speeds of several hundred meters per hour. Despite these
challenges, we were able to identify 28 S1 tiles that were collocated with S6-MF tracks
in the Antarctic region. These acquisitions occurred between June and July 2021, with a
maximum time difference of 15 min. This time lag minimizes the effects of sea-ice drift.
Out of the 28 cases, we selected two based on specific criteria. The selection was based on
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the configuration of the S6-MF track on the S1 image to maximize coverage, the presence
of sea-ice leads, and the size of the leads, which needed to be both wider and narrower
than the S1 image resolution of 100 m. The first case corresponds to the S1A dual HH + HV
polarization image 8A49 and to the S6-MF cycle/track 23/20. The second case corresponds
to S1A image 5AE2 and S6-MF cycle/track 23/78. The time-lags between the S1 and S6-MF
acquisitions are 1 and 3 min, respectively, allowing us to consider that the two sensors
observed the same scene.

To compare the S1 and S6-MF datasets, we proceed as follows. We applied the Longépé
leads detector to the S1 image. Then, we projected the S6-MF track onto the S1 image,
approximating the S6-MF footprint as a rectangle with dimensions of 10 m along-track and
14 km across-track. For each footprint, we estimated the distance of the closest S1 lead to
the S6-MF nadir point, as well as the percentage of S6-MF footprint occupied by S1 leads.
A perfect match between S1 and S6-MF for a given S6-MF footprint with an identified lead
would correspond to a distance of zero, meaning the S1 lead is located at the S6-MF nadir.
As for the portion of the S6-MF footprint covered by the S1 lead, this value can vary, largely
depending on the orientation of the lead relative to the S6-MF track. Given the substantial
aspect ratio of the S6-MF footprint, this orientation plays a significant role.

In the first case presented in Figure 9, there is a strong alignment between the areas
with detected leads in S1 and S6-MF. It is worth noting that the bottom panel of Figure 9
provides a zoomed-in view of the leads region at a longitude of 84.9 degrees. The FF-SAR
detection method exhibits notable noise, as can be seen from the variation in the sigma0
profile over the identified leads (Figure 9d). This noise is expected due to the high posting
rate of FF-SAR. Some points with low sigma0 and high coherence are seen outside of
the green areas (representing S1 leads detected) of Figure 9d. However, by applying an
additional sigma0 threshold of −170 dB, these points are filtered out, resulting in closer
agreement with the S1 leads. In the region where the two methods agree, the distance
between S1 lead and S6-MF nadir is below 1000 m and around 20% of the S6-MF footprint
is covered by S1 leads.

In the second case presented in Figure 10, the agreement between S1 and S6-MF is less
evident. Several small leads with a high coherence (≥0.8) and high sigma0 (≥−170 dB) are
observed by S6-MF alone. Besides, for the unique lead detected by S1 (the green region),
S6-MF detects two sharp leads instead, if one considers that each group of S6-MF points
within the green region correspond to an individual lead. Given that the features in the
S1 image are nearly perpendicular to the S6-MF track, it can be inferred that these are
narrow leads, each a few tens of meters wide. These narrow leads are effectively invisible
to S1, given its resolution of about 100 m. In summary, while the resolution of S1 can be a
significant limitation for detecting leads narrower than 100 m, the choice of methodology
can also be questioned. The thresholds used for detection are fixed empirically, and other
methods, such as ridge detection techniques [21,22], may be more suitable for identifying
small breaches in the ice.

To complement the visual inspection of the results presented in Figures 9 and 10,
we conducted a statistical analysis based on the Matthews correlation coefficient (MCC)
indicator, defined as follows:

MCC =
TP × TN − FP × FN

((TP + FP)× (TP + FN)× (TN + FP)× (TN + FN))1/2 (15)

where TP, TN, FP and FN represent the number of true positives, true negatives, false
positives and false negatives, respectively. To be specific, TP is the number of correctly
detected leads by both S6-MF and S1; TN is the number of correctly non-detected leads (sea
ices); FP is the number of leads detected by S6-MF, whereas they are detected as sea-ices by
S1; FN is the number of detected sea-ices by S6-MF, whereas they are detected as leads by
S1. The MCC was used in the work of Longépé [19]; it provides a way to assess the general
agreement between two dissimilar populations by combining the true/false positives and
negatives. The MCC provides a score ranging from –1 (inverse prediction) to +1 (perfect
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prediction), with 0 indicating an average random prediction. In our first scenario (see
Figure 9d), the Matthews coefficient is relatively high with a value of 0.68, indicating a good
agreement. Specifically, S6-MF detects 27% of the leads in the sub-track, while S1 detects
39% of the leads. In the second scenario (see Figure 10d), as already discussed previously,
the results are less favorable for cross-validation, and the Matthews coefficient drops to
0.05. In this case, S6-MF generally detects more leads than S1: 10% versus 5%, respectively.

(a)

(b) (c)

(d)

Figure 9. Sea-ice lead observed by S1 and S6-MF in the Antarctic region on 24 December 2021 with a
1 min time lag between the two sensors. The first two rows show the S1 tile and the corresponding
collocated S6-MF track, with (a) the S1 leads (in dark red) detected by the method of Longépé [19],
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(b) the percentage of S1 lead coverage in the S6-MF footprint and (c) the distance of the S1 lead from
the S6-MF nadir (in meters). The third row is a zoom between 84.8 and 85 degrees of longitude with
(d) a cross-comparison of the leads detected on S1 (represented by light green areas) versus S6-MF
(represented by red dots with the sigma0 longitude profile in gray). As a reminder, a lead on S6-MF
should verify two conditions: a coherence of the FF single-looks larger than 0.8 and a sigma0 of the
FF multilooks larger than −170 dB. For sake of completeness in the cross-comparison, the distance
to the S6-MF nadir and the percentage (here, the fraction) of the lead of the S6-MF footprint is also
provided in the bottom figure. In this example, the large lead between 84.85 and 84.93 degree in
longitude is seen by both sensors.

(a)

(b) (c)

Figure 10. Cont.
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(d)

Figure 10. Sea-ice lead observed by S1 and S6-MF in the Antarctic region on 26 June 2021- with
3 min time lag between the two sensors. For an explanation on how to read the subfigures (a–d), see
Figure 9. In this example, (d) several thin leads between −9.4 and −9.1 degrees in longitude are seen
by FF-SAR on S6-MF, while S1 is able to detect only a larger one, which is certainly limited by its
coarser resolution.

3.2. Sea-State Two-Dimensional Spectra

With the arrival of high-resolution FF radargrams, a very novel technique was de-
veloped in [6] to extract directional spectra of the ocean waves from the altimetry data
for the first time. Two-dimensional spectra provide the means to monitor parameters like
swell direction, amplitude, and period, as is already the case in SAR imagery. Occasionally,
the superposition of mixed wave dynamics is observed, opening up the possibility to
monitor complex sea-surface properties. This led to the idea of cross-validating 2D spectra
from S6-MF with those from S1 over the same region.

Among all the S1-S6-MF crossing-points on the open ocean, a specific test case around
Madeira Island was chosen (see Figure 11), as it stands out as a prime example in several
respects. Firstly, Madeira is an island, and coastal regions are often of interest due to their
dynamic complexity. Near the coast, various phenomena occur, such as wave breaking,
diffraction and refraction, leading to wave groups. Secondly, coastal regions are crucial
for human activities but are often poorly observed due to the hooking or adjacent effect
on the measured data. Therefore, if accurate sea-state information can be provided close
to the coast, it would represent a significant advancement for coastal altimetry. Lastly,
due to Madeira’s topography, the issue of the left/right ambiguity, also called across-track
ambiguity, may be absent. The coast has cliffs high above the ocean mean level, which
implies that for a track passing near the coast, the altimeter should only receive signals
from the ocean, not from the island, which should not be detected by the tracking window.
This is presumably the case for zone B, which is shown in Figure 11. Directional ambiguity
is especially problematic for swell direction retrieval. Altimetry, like imagery, exhibits an
along-track ambiguity, artificially creating a second peak in the opposite direction of the
true peak (a 180◦ ambiguity). However, unlike imagery, altimetry measurements cannot
distinguish left and right contributions, which are summed in the radargram first and then
projected onto the folded ground image, generating an additional ambiguity symmetrically
regarding the the along-track direction. This means that in an FF spectra, for one true peak,
we observe four peaks in different directions, while in the SAR imagery spectrum, we
observe two peaks. As mentioned above, we expect that in the case of Madeira, only the
along-track ambiguity remains, making it an ideal example for a cross-validation with S1.



Remote Sens. 2024, 16, 1112 18 of 26

(a) Sentinel-6 Michael Freilich track (b) Sentinel-1A image

Figure 11. The Madeira island scene overflown by S6-MF and S1A. The S6-MF track is shown in red,
overlaid on (a) an image of the island and (b) the S1A image. The analysis is divided into three zones:
after, over, and before the island (A, B, and C respectively). The corresponding coverage is shown by
the red lines in (a) for S6-MF and by the boxes for (b) for S1A.

We will not delve into the details of altimetry spectral processing, as it has already
been comprehensively explained in [6]. It is, however, noteworthy to remind readers
that SAR altimetry radargrams are not uniformly gridded, as the ground resolution cells
(i.e., concentric annuli) corresponding to the range gates become thinner as we move away
from nadir. This means that, to take advantage of the finest resolution possible, only
the far-ranges’ gates are exploited. This, when combined with the FF resolution in the
along-track direction, allows us to obtain a well-defined two-dimensional image. In the
S6-MF mission, there is a specific mode called Range Migration Correction (RMC), which
discards the first 10 and last 138 gates onboard. The mode that preserves all the range gates
from 0 to 256 is known as RAW. The RMC mode is being used instead of the RAW mode
to alleviate the high quantity of memory implied in the interleaved mode. Unfortunately,
the S6-MF on-board processing prevents the exploitation of far range gates, potentially
causing the loss of valuable sea-state information. For each FF radargram generated by the
SMAP code [20], we exploit the cross-track domain from 5 to 8 km (which means a 3 km
wide segment) with regards to the reference bin, i.e., the retracked bin at the leading edge.
On S6-MF, the reference bin over open ocean should be around gate 55 without considering
zero-padding, with a cross-track dimension going up to 14 km (in RAW mode). Conducting
a dedicated sensitivity analysis to assess the impact of RAW versus RMC mode is essential.
It is crucial to strike a balance between cross-track resolution and the backscattered power
received, as this can affect the FF image quality. Utilizing the last range gates increases the
resolution but can also result in lower backscattered power.

A large box is selected from the image or the radargram to be transformed into
a 2D spectrum through Fourier transformation (see Figure 12). The size of the box is
20 × 20 km on S1 and 3 × 15 km on S6-MF, with the dimensions spanning across-track
and along-track directions, respectively. Boxes A and C have been selected in such a way
that they cover nearly the same ground scene (refer Figure 11b). However, this was not
achievable for box B, since Figure 11b reveals that a significant portion of land covers the S1
image along the S6-MF flight direction in this region. To prevent land contamination during
the computation of the S1 spectrum and ensure comparability with the S6-MF modulation
spectrum, we shifted the S1 box B to the west. In the FF configuration, the chosen along-
track spacing is approximately 18.8 m. We could have opted for a larger spacing, which
often makes it easier to observe wave stripes, but this comes at the expense of resolution.
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(a) S6-MF spectra on A zone (b) S6-MF spectra on B zone (c) S6-MF spectra on C zone

(d) S1A spectra on A zone (e) S1A spectra on B zone (f) S1A spectra on C zone

Figure 12. Two-dimensional modulation spectra computed for S6-MF (first row) and S1A (second
row). The first, second and third columns correspond, respectively, to A, B and C zones. The S1A
spectra are plotted in polar grid while S6-MF spectra are in cartesian grid.

Figure 12 displays the resulting 2D spectra, showing an overall agreement between
the two sensors, with identical peak directions and periods. The parameters of the different
peaks for the three zones are provided in Table 3. Zones B and C are particularly intriguing,
as they reveal an additional peak in both S1 and S6-MF spectra, superimposed on the peak
already present in zone A. This extra peak exhibits a slightly different period and direction
compared to the main modulation signal. This phenomenon can be attributed to the impact
of the coast, which distorts the waves through refraction, creating a distinct but closely
related signature near the original oceanic wave. These two sea states appear to persist
even as the satellite moves away from the island, as depicted in zone C. To gain a better
insight into this, it would be necessary to calculate several smaller consecutive boxes along
the track in order to characterize the evolution of the two sea states in the wave spectra.
This could be the subject of a specific study.

As expected, the across-track ambiguity effect is evident in the S6-MF spectra over the
open ocean. In zones A and C, peaks appear to the left and right of the along-track direction
(indicated by the orange dashed arrow), while on zone B, swell signals are present only on
one side. The peak in the direction 137◦ (or 317◦ due to the 180◦ ambiguity) is common to
the three areas, with the same direction and period but differing amplitudes. In zones A and
C, the left/right ambiguity generates additional peaks with varying amplitudes. Unlike
the inherent SAR ambiguity, the left/right ambiguity often manifests as two peaks with
different amplitudes. This pattern is regularly observed, though not yet fully understood.
The weaker peak does not necessarily correspond to the wrong signal, as demonstrated
in the Madeira example, where the lowest peak shifts from one quadrant to another in
the transition from zone A to B. Consequently, these ambiguities are considered equally
problematic as the 180◦ ambiguity. The S6-MF spectra also reveal a smearing effect which
might be caused by the limited across-track resolution of the RMC mode. As mentioned
earlier, to mitigate this effect, more far-range gates need to be considered.
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Table 3. Maximum peak information from the 2D spectra of Sentinel-1A and Sentinel-6 Michael
Freilich over the three areas studied, where wavelength (Lp), period (Tp) and wave direction (Dir)
are extracted. The direction is provided by taking into account the 180◦ ambiguity.

Sensor Area A Area B Area C

Sentinel-1A
Lp = 276 m Lp = 243 m Lp = 259 m
Tp = 13.3 s Tp = 12.5 s Tp = 12.9 s
Dir = 119◦/299◦ Dir = 126◦/306◦ Dir = 128◦/308◦

Sentinel-6 Michael Freilich
Lp = 271 m Lp = 252 m Lp = 261 m
Tp = 13.2 s Tp = 12.7 s Tp = 12.9 s
Dir = 168◦/348◦ Dir = 137◦/317◦ Dir = 137◦/317◦

A partitioning of swell waves in altimetry spectra has not yet been developed due to
the non-linearity of the transformation from modulation spectra into wave spectra, making
this process highly complex. Consequently, we limit this analysis to the comparison of peak
parameters (specifically, the maximum amplitude) between S1 and S6-MF, without consid-
ering swell partitioning. The peak parameters are summarized in Table 3, confirming a
good agreement between S6-MF and S1 in terms of period and wavelength. The largest
differences between the two sensors are observed for zone B, with differences of 0.2 s in
period and 9 m in wavelength. These values are nonetheless low, indicating a satisfactory
level of agreement. In zone C, the period is exactly the same, with only a 2 m difference in
wavelength. The direction is somewhat more challenging to interpret due to the left/right
ambiguity, which generates attenuated peaks. In zone A, the maximum peak is at 168◦ (or
348◦) in S6-MF, while S1 detects a wave direction of 119° (or 299◦). In this case, the weaker
peak is the true peak, highlighting the importance of not relying solely on maximum
detection. In zones B and C, there is a better correspondence. The direction of the main
peak in S6-MF is around 137◦ (or 317◦), which is close to the S1 values of 126° (or 306◦) and
128◦ (or 308◦) for zones B and C, respectively. In summary, the unique configuration of the
S6-MF track along the island’s coast, which eliminates the left/right ambiguity, illustrates
the potential of S6-MF to retrieve properties of swell waves. The differences observed
between S6-MF and S1 are generally small and acceptable for practical applications.

4. Discussion and Conclusions

In this paper, we demonstrate the remarkable capability of FF-SAR to observe small-
scale patterns with a level of resolution never previously achieved in altimetry. When
ideally configured, this new processing opens a multitude of possibilities for monitoring
various types of surfaces, from the traditional open ocean to hydrology and sea-ice. To
achieve this, we provide a set of parameters (integration time, Doppler bandwidth and
along-track windowing) that are specifically tuned to process both specular and non-
specular targets. Users can refer to the available surface flags to determine which set of
parameters is most appropriate for their specific application. Additionally, we have offered
recommendations concerning replica mitigation and the posting rate.

We believe that on specular targets, the windowing is an important asset to enhance
the signal-to-noise ratio, even though it comes at the cost of degrading the resolution. It
is worth noting that the resolution is already compromised on surfaces with anisotropic
scattering characteristics, which effectively act as a natural form of windowing. As detailed
in the paper, replicas are a significant concern on specular surfaces. Various strategies
can be used or have been proposed to tackle this problem, from the deconvolution [23]
to the identification of peak signature on a radargram [24]. However, these techniques
are very challenging to implement due to the complexity of the observed scenes and the
lack of information that might lead to inconsistent results. The method we have proposed,
based on the complex summation of single looks, effectively removes replicas and is
straightforward for users to implement. The downside of this approach is that it also
removes incoherent targets in the radargram, which, like replicas, result from destructive
interference between single looks.
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On non-specular targets, the key point concerns the size of the frequency domain that
is filled, which reveals the aliasing problem specific to the S6-MF mission. The Doppler
domain, as well as the integration time, should be reduced by means of the proportional
relation between time and frequency. Multilooking, which essentially reduces the speckle
noise, is another essential consideration, especially for open-ocean areas. To identify wave
modulation in an FF radargram, which is crucial for generating 2D spectra, a certain level
of multilooking is thus needed. For 80% of noise reduction, which we consider satisfactory,
we recommend to configure the posting rate between 150 Hz to 200 Hz, or equivalently in
ground sampling between 46 m and 34 m. The posting rate can be selected with a higher
value, but the user shall then expect a higher level of noise in the data.

The high-resolution along-track data provided by FF enables altimeter radargrams
to be visualized as folded images, allowing for the application of pattern recognition
techniques developed for SAR imagery. In this context, we explored the potential to
detect sea-ice leads in S6-MF FF radargrams, primarily using the coherence of single-looks.
The results indicate that S6-MF has the ability to detect thin leads, with sizes of less than
100 m, which are typically invisible to S1. Monitoring such leads is especially valuable
during the ice transition period.

In the case of sea-ice, the FF processing, specifically through the coherence of single
looks, has demonstrated the ability to identify even thinner leads than S1, which is very
important during the ice transition period. A potential approach could involve applying
the same lead detection algorithm used for S1 to the FF radargram directly. Similar to the
coherence, the trailing edge of the signal should not be significantly affected by the presence
of replicas (due to the replicas parabola shape directed towards the first range gate), allow-
ing it to be exploited safely. This is illustrated by the results presented in Section 3, which
show a good agreement between the S6-MF and S1 2D spectra, despite the extra ambiguity
inherent in the altimetry spectra. The coast can be utilized to advantageously address
S6-MF’s inherent left/right ambiguity. Given that coastal regions are often less well-known
compared to offshore regions, this opens up exciting possibilities for coastal altimetry.

Consequently, the same philosophy of analyzing radargrams as images can be applied
to sea-ice areas. Exploiting the trailing edge, which is better resolved, and treating the
cropped radargram as an image, as shown in Figure 13, can reveal various structures in
the floes and leads, providing valuable information about the surface in a complementary
manner to the waveform retracking outputs. It is important to reiterate that, like the
coherence, the trailing edge is less affected by the presence of replicas compared to the
leading edge. This opens the possibility of using S1’s lead detection method on S6-MF
radargrams to map sea-ice leads and their extent. To validate this new method, geo-
referencing of the radargram’s range gates on the ground would be necessary for direct
comparison with S1 data. This represents just one example of how altimetry can benefit
from techniques and methodologies validated on other sensors, including imagery and
optical data.

(a) S6-MF radargram with antenna compensation

Figure 13. Cont.
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(b) S1 lead detector applied on S6-MF radargram

Figure 13. FF radargram of a sea-ice scene captured on 24 June 2021 with Sentinel-6 Michael Freilich.
The radargram is compensated from antenna pattern (a) and has been transformed into (b) by the S1
lead detector providing a classification into two categories : floes in white and leads in blue.
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Appendix A. Resolution with MSS

The historical definition of resolution, in the context of radar systems, typically refers
to the width of the impulse response’s main lobe at −3 dB. This definition is based on
the characteristics of the system’s impulse response, which is used to describe how the
system responds to an idealized point target. However, when dealing with anisotropic
surfaces (surfaces with directional characteristics), such as those encountered in radar
altimetry, the resolution can be affected by these surface properties. For an anisotropic
surface, the sinus cardinal coming from the Fourier transform of a rectangle function is
replaced by the Fourier transform of (5), which gives

Fη→ fd
(σ0(η)) =

√
π

h2
s s

v2
s

exp
(
−π2 f 2

d
h2

s s
v2

s

)
.

To derive the resolution, we need to solve the following equation

10 log10

(
Fη→ fd

(σ0(η))
2
)
= −3.

By expressing the Doppler frequency into along-track spacing fd(δy) = 2 fcδyvs
chs

and by
isolating δy, we obtain the resolution (see (6)).

https://user.eumetsat.int/data-access/data-centre
https://user.eumetsat.int/data-access/data-centre
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Appendix B. Replica Mis-Focalization

In the upcoming section, we will address the issue of mis-focalization along the track
for signal replicas. Replicas are phase-corrected using the same phase compensation as the
original signal. Consider a phase signal that has shifted in slow time by ∆η, which corre-
sponds to the time position of the replicas, i.e., ∆η = n| ḟd|/BRI with n ∈ Z. As described
in [1], the phase component of a centrally located transponder will appear at the replica’s
location as follows:

ϕ(t, η + ∆η) = 2iπ
(

fcτ(η + ∆η)−
(

ατ(η + ∆η)− 2 fcvr(η + ∆η)

c

)
t
)

, (A1)

where τ(η) = 2/c(R(η)− Rtrk) is the two time delay and vr(η) = Ṙ(η) the radial velocity
(really, only the component of R(η) in the radial direction contributes to vr). For a slow
time η, the range is a distance expressed as

R(η) =
√

y(η)2 + z(η)2, (A2)

where y(η) is the along-track position of the satellite, z(η) the altitude of the satellite, and for
the across-track position, we consider x(η) = 0 for the sake of simplicity. Additionally, we
assume that the transponder used to calculate the range distance is located at the origin.

Focusing is the process of compensating for the phase term at each target position.
This is a practical approach used in the back-projection algorithm, a common method for
generating radar images. The focusing process can be typically divided into two main
components: range compression and azimuth compression, as explained in detail in [1].

Range compression (RCMC): The range cell migration term is compensated in the phase
by applying a phase with the opposite sign. Here, all the replicas are compensated with
this term centered in η and not in η + ∆η, as it should be, which gives

ϕRCMC(t, η, ∆η) = ϕ(t, η + ∆η) + 2iπ
(

ατ(η)− 2 fcvr(η)

c

)
t. (A3)

By injecting (A1) into (A3), it yields

ϕRCMC(t, η, ∆η) = 2iπ fcτ(η + ∆η)− 2iπ
(

α(τ(η + ∆η)− τ(η))− 2 fc(vr(η + ∆η)− vr(η))

c

)
t. (A4)

Considering the range expression (A2), that y(η) ≈ vη with v the satellite along-track
velocity and z(η + ∆η) ≈ (η), we can derive the following error formulation

R(η + ∆η)− R(η) =
√
(y(η) + v∆η)2 + z(η)2 −

√
y(η)2 + z(η)2

=
√

y(η)2 + z(η)2

(√
1 +

2y(η)v∆η + v2∆η2

y(η)2 + z(η)2 − 1

)

≈
√

y(η)2 + z(η)2
(

1 +
1
2

2y(η)v∆η + v2∆η2

y(η)2 + z(η)2 − 1
)

=
1
2

2y(η)v∆η + v2∆η2√
y(η)2 + z(η)2

≈ 2v2∆ηη + v2∆η2

2R(η)
.

Hence,

τ(η + ∆η)− τ(η) ≈ 2v2∆ηη + v2∆η2

cR(η)
,

vr(η + ∆η)− vr(η) ≈
v2∆η

R(η)
.
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By injecting these last two results into (A4) gives

ϕRCMC(t, η, ∆η) = 2iπ fcτ(η + ∆η)− 2iπ
(

α
2v2∆ηη + v2∆η2

cR(η)
− 2 fcv2∆η

cR(η)

)
t. (A5)

The last step of range compression consists of creating a Fourier transform in fast time
t belonging to [−Tp/2, Tp/2] the chirp duration, which results in

∫ Tp/2

−Tp/2
eϕRCMC+2iπt fr dt = sinc

(
Tp

(
fr −

(
α

2v2∆ηη + v2∆η2

cR(η)
− 2 fcv2∆η

cR(η)

)))
e2iπ fcτ(η+∆η). (A6)

A similar expression has been derived in the work presented in [15], where a model
for the range smearing of replicas is provided. Here, we find that range smearing occurs
due to a shifted sinc function (sinus cardinal) multiplied by a residual phase term. This
shift is proportional to the replica position ∆η and to the integration time in azimuth:
η ∈ [−Ti/2, Ti/2]. This second step takes place during the azimuth compression processing.

Azimuth compression (RRP): The back-projection is based on placing artificial focaliza-
tion points on the ground at different along-track positions y = ya (i.e., at the coordinates
(0, ya, 0) and slow time ηa), at which we perform the following phase compensation

ϕRRP(t, η, ∆η) = 2iπ fcτ(η + ∆η)− 2iπ fcτ(ηa). (A7)

As was the case for the range compression, an expression of the range error can
be derived

R(η + ∆η)− R(ηa) =
√
(y(η) + v∆η)2 + z(η)2 −

√
(y(η)− ya)2 + z(η)2,

=
√

y(η)2 + z(η)2

(√
1 +

2y(η)v∆η + v2∆η2

y(η)2 + z(η)2 −

√
1 +

−2y(η)ya + y2
a

y(η)2 + z(η)2

)
,

≈
√

y(η)2 + z(η)2
(

1 +
1
2

2y(η)v∆η + v2∆η2

y(η)2 + z(η)2 − 1 − 1
2
−2y(η)ya + y2

a
y(η)2 + z(η)2

)
,

=
1

2R(η)

(
2y(η)v∆η + v2∆η2 + 2y(η)ya − y2

a

)
.

Hence,

τ(η + ∆η)− τ(ηa) =
1

cR(η)

(
2y(η)v∆η + v2∆η2 + 2y(η)ya − y2

a

)
.

Then, by inserting this last result in (A7), it yields

ϕRRP(t, η, ∆η) = 2iπ
fc

cR(η)

(
2y(η)v∆η + v2∆η2 + 2y(η)ya − y2

a

)
.

Given the definition of the Doppler frequency fd(η) ≈
2 fcvy(η)

cR(0) ≈ 2 fcv2η
cR(0) [1], we obtain

ϕRRP(t, η, ∆η) = 2iπ( fd(∆η) + fd(ηa))η + 2iπ
(

∆η

2
fd(∆η)− ηa

2
fd(ηa)

)
.

Thus, through slow integration of the range compressed IRF in Equation (A6), we
perform the azimuth compression:

∫ Ti/2

−Ti/2
eϕRRP sinc

(
Tp

(
fr −

(
α

2v2∆ηη + v2∆η2

cR(η)
− 2 fcv2∆η

cR(η)

)))
dη

=
∫ Ti/2

−Ti/2
e−2iπ( fd(ηa+∆η))ηsinc(B(aη + b))dη · eiπ(∆η fd(∆η)−ηa fd(ηa)),
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thanks to the convolution theorem, with ⋆ the convolution operator, the integral is equiva-
lent to

Fη→ fd
(ΠTi (η) · sinc(B(aη + b))) = Fη→ fd

(ΠTi (η)) ⋆Fη→ fd
(sinc(B(aη + b))),

When the first Fourier transform is equal to

Fη→ fd
(ΠTi (η)) = sinc(Ti( fd)),

and the second Fourier transform is equal to

Fη→ fd
(sinc(B(aη + b))) = Fη→ fd

(F−1
fd→η(aΠaB( fd)e2iπb/a fd)) = aΠaB( fd)e2iπb/a fd .

Conclusion: To sum up, range and azimuth fully focused focalization at the replica
position leads to this final formulation

sinc(Ti fd(ηa + ∆η)) ⋆ (aΠaB( fd)e2iπb/a fd) · eiπ(∆η fd(∆η)−ηa fd(ηa)). (A8)

The overall impact of the replicas can be visualized as a convolution of the FF-SAR sinc
function with a rectangular function and an additional phase term. This effect leads to the
degradation of the along-track resolution. As expected, this degradation occurs because the
along-track focusing operator should ideally match the exact position of the target we aim
to focus on. The extent of this degradation depends on the system’s geometric parameters
and the position of the replicas and can be assessed through numerical simulations. While
the replicas may result in smeared images, they also influence the final image contrast
by creating an unfocused background. Additionally, in the case of strong point targets,
the energy associated with the replicas can be significant enough to locally interfere with
the observation of true targets.
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