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Graph Partition and Multiple Choice-UCB Based
Algorithms for Edge Server Placement in MEC

Environment
Zheyu Zhao , Graduate Student Member, IEEE, Hao Cheng , Xiaohua Xu , and Yi Pan , Senior Member, IEEE

Abstract— The deployment of edge servers make a significant
impact on the service quality of a Mobile Edge Computing (MEC)
system. This service quality relies on solving two key sub-problems:
1) interference management between servers 2) the placement of
MEC servers. To improve the Quality of Service (QoS), we propose
a method based on Graph Partition (GP) and Upper Confidence
Bound (UCB) for solving these two sub-problems. Regarding inter-
ference management, we use an undirected graph to represent the
interference between MEC servers so that the overall graph can
be divided into multiple subsets of non-interfering MEC servers.
Regarding server placement, we propose a Multiple Choice-Upper
Confidence Bound (MC-UCB) algorithm that place an collection
of interference aware edge servers in each selection. To evaluate
the performance, we define a user’s QoS function based on trans-
mission delay, throughput, and user density comprehensively and
compared with Particle Swarm Optimization (PSO) and Genetic
Algorithm (GA) from previous work. The simulation results show
that the performance of the proposed algorithms is improved by
more than 4% compared with the GA algorithm and 6% compared
with the PSO algorithm.

Index Terms—Mobile edge computing, multiple choice-upper
confidence bound, graph partition, edge server placement,
interference management.

I. INTRODUCTION

W ITH the exponential growth of smart devices and the
emergence of numerous new applications, network traf-

fic has undergone a significant surge. However, the traditional
centralized network structure struggles to meet the demands of
users due to heavy data backhaul and long delays [1], [2]. To
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address these challenges, MEC has emerged as a distributed
network architecture that leverages mobile base stations to
extend cloud computing services to the network edge [3], [4].
MEC offers the advantage of breaking the physical limitations of
mobile devices while alleviating the burden on cloud computing
resources. Its strategic positioning in proximity to mobile users
enables MEC to provide real-time access to wireless networks,
high bandwidth, high throughput, and low latency, thus further
enhancing the service experience for end-users [5].

There are two fundamental challenges that concerning user
experience in MEC environment, one is interference manage-
ment and the other is MEC server placement. In this article,
interference management means the avoiding collisions of com-
munications when multiple MEC servers broadcast simultane-
ously. When multiple users are located within the overlapping
coverage areas of several MEC servers, the communication
links requesting resources from different MEC servers can lead
to interference, thereby reducing the overall channel quality.
Notably, the probability of channel interference is particularly
high between two neighboring MEC servers.

The strategy of the MEC server placement greatly affects
the success rate of interference management. Ideally, deploying
more edge computing servers can increase coverage and allevi-
ate server resource competition. However, this approach leads to
higher hardware deployment and operational costs. Therefore, it
is crucial to strategically place a limited number of MEC servers
to optimize costs in the MEC server placement problem. In this
article, we aim to improve the user experience in the optimal way
in terms of the servers quality. The first objective is to address
the issue of interference management to optimize the quality of
service for system users and the second objective is to manage
the placement of these limited MEC servers. However, the issues
of interference management and MEC server placement face
many challenges.

1) First, many factors have an impact on system perfor-
mance such as the number of MEC servers, hardware
configuration, geographic distribution, user distribution,
and channel status in the current scenario. The complexity
of the problem grows linearly when the number of users
and the number of MEC servers in the scenario increase.

2) Second, existing work mostly use heuristic algorithms to
solve the problem of MEC server placement. However, in
complex MEC scenarios, traditional heuristic algorithms
encounter challenges such as slow search speed, high time
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complexity, and the tendency to obtain only local optimal
solutions.

3) Last, in the existing researches on the placement of
MEC servers, the interference management factor is less
considered. However, addressing the issue of interference
becomes an urgent problem that needs to be solved, partic-
ularly when multiple users simultaneously request MEC
resources.

This article proposes an algorithm based on Graph Partition
and Multiple Choice-UCB to address these challenges. For
the interference management problem, finding the maximal
independent set of undirected graphs is a feasible solution.
Specifically, in a network graph consisting of nodes representing
servers, a maximal independent set defines a set of servers which
can operate in parallel without interference [6]. In this article, we
abstract the MEC servers in a graph as vertices, and the collisions
between MEC servers as connecting edges. By identifying the
maximal independent set in this graph, we can determine a subset
of MEC servers that do not interfere with each other in the given
scenario. We posit that MEC servers corresponding to isolated
vertices in the graph do not cause interference with other MEC
servers.

The Multi-Armed Bandits (MAB) paradigm is a promising
solution for MEC server placement. In each round, the objective
is to choose a feasible action to take certain arm and gets
the corresponding reward, from the chosen arm solely without
any additional reward information for un-chosen actions (other
arms). The goal is to maximize its cumulative (total) reward
over all rounds. To achieve this goal, algorithm must balance
exploration and exploitation; that is, algorithm must make choice
between the action with the current highest average reward and
the action with the potential highest average reward [7]. One
of the most widely used strategies for stochastic multi-armed
bandits is the Upper Confidence Bound algorithm, which is
based on the optimistic principle in the face of uncertainty [8],
[9]. In this article, we take the placement scheme of the MEC
servers as the arms. If we define required number of MEC servers
from current system as M , then the decision to placement plan
of M MEC servers equals to shaking M arms.

The main contributions of this article are summarized as
follows:
� Graph Partition-based interference management: We

model the interference management problem into an undi-
rected graph problem with each MEC server as vertices and
mutual interference between paired MEC servers as edges.
An edge exists if the euclidean distance between the MECs
is less than the sum of the coverage radii of each other. For
each component of the overall undirected graph, we obtain
subsets of MEC servers that do not interfere each other.

� Multiple Choice-UCB (MC-UCB) algorithm: A multiple
choice-UCB algorithm is proposed to solve the problem
that multiple arms need to be selected in one round. In this
article, we consider the servers placement in the paradigm
of stochastic MAB. Instead of shaking one arm in each
round, we shake M arms in each selection, i.e., deciding
the placement scheme of M edge computing servers. To
speed up the selection, we prune one arm with the lowest

current UCB value after a certain number of rounds. If the
arm is more likely to be smaller than the arm with the M th
highest UCB value, we prune the arm from the candidate
set early.

� QoS evaluation indicators and simulation results: Trans-
mission delay, throughput, and user density are compre-
hensively considered in the evaluation of system service
quality. For the problem of MEC server placement, we
comprehensively consider the location, bandwidth, trans-
mission rate, coverage radius of the MEC servers in the
scenario. Then we use the average transmission delay, total
throughput and average reward as indicators to compare
and evaluate the proposed algorithms with the baseline
algorithms. The simulation results demonstrate the superi-
ority of the proposed algorithms.

The rest of the article is organized as follows: Section II
summarizes the related work. Section III presents the system
model and further defining performance indicators of multi-user
and multi-MEC server. Section IV presents the flow of Graph
Partition algorithm and MC-UCB algorithms. Section V sim-
ulates the proposed algorithm and baseline algorithms under
different performance indicators. Section VI summarizes our
work and draw the conclusion.

II. RELATED WORK

In this section, we study previous related work on interference
management and MEC server placement, while we analyze the
limitations of existing work.

Related Work on Interference Management: For the problem
of interference management in MEC environment, Xiao et al.
used secure reinforcement learning to avoid choosing a risk
offloading strategy that could not meet the task computing
delay requirement [10]. Sha et al. modeled the entire network
as a graph. Based on graph theory, they proposed a minimum
beam collision algorithm and proved that the algorithm could
obtain the global minimum beam collision solution [11]. For
multi-cell multi-user channel allocation, Quan et al. obtained an
optimization problem with controllable complexity by grouping
weakly interfering units and assigning resources among these
possible interference patterns in the network [12]. Yan et al.
proposed an adaptive interference management method based
on three redesigned techniques, which can be applied to sparse
rural and dense urban networks, according to the location of the
terminal, interference type, QoS requirements, and processing
capability [13].

In addition, the interference management between MEC
servers can be abstract as solving the problem of maximal
independent sets in an undirected graph. The algorithms for
finding maximal independent sets can be classified into two main
categories: distributed algorithms and centralized algorithms.
Regarding distributed algorithms, Moscibroda et al. studied
the distributed complexity of computing maximum indepen-
dent sets (MIS) in wireless networks with completely unknown
topology, asynchronous wake-up, and no collision detection
mechanism [14]. In another study [15], the authors addressed
the resource allocation problem for device-to-device (D2D)
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communication in cellular systems. However, in the aforemen-
tioned distributed algorithms, the authors only identified a single
maximal independent set.

As for centralized algorithms, Johnson et al. proposed an
algorithm that generates all the maximal independent sets of
graphs in lexicographic order, with only a polynomial delay
between the outputs of two consecutive independent sets [16].
Tsukiyama et al. introduced an effective algorithm for generating
all the maximal independent sets using a depth-first search in a
”dynamic” binary tree [17]. Leung et al. provided efficient algo-
rithms for generating all maximal independent sets in interval
graphs, circular-arc graphs, and chordal graphs. However, these
algorithms are not applicable for solving maximal independent
set problems in general graphs [18].

Related Work on Placement of MEC Servers: The placement
of edge computing servers had also attracted widespread at-
tention from researchers. Li et al. proposed an adaptive clus-
tering algorithm based on AP suitability evaluation to solve
the problem of edge server placement, which minimized the
task cost of computing tasks [19]. In another article [20], the
authors formulated the MEC server placement problem as a
multi-objective optimization problem and designed a particle
swarm optimization-based energy-aware edge server layout al-
gorithm. Kasi et al. formulated the low latency and workload
balancing requirements in edge server placement strategies as a
multi-objective constrained optimization problem, using genetic
programming and local optimization algorithms (hill climbing
and simulated annealing) to solve the optimal solution [21].
Zhang et al. proposed a comprehensive process that combines
edge server and service placement. They presented a two-step
method involving a clustering algorithm and nonlinear program-
ming to tackle this problem [22]. Cui et al. formally modeled
the robust edge server location problem and proposed an integer
programming-based optimization method to find the optimal
solution [23]. Also for the robust edge server location problem,
Qu et al. mathematically formulated the RSP problem as a robust
max-min optimization form, and proposed a polynomial-time
algorithm with a better approximation ratio [24]. In addition, the
combinatorial multi-armed bandit algorithm offers a promising
approach for addressing MEC server deployment decisions.
Chen et al. established a comprehensive framework for a spe-
cific category of large-scale Combinatorial Multi-Armed Bandit
(CMAB) problems, which involves grouping simple arms with
unknown distributions into super arms [25]. Meanwhile, Gai et
al. simultaneously monitor all selected random variables and
generate a reward by forming a linear weighted combination
of these variables [26]. However, these methods cannot be
directly applied to interference-avoidance-based MEC server
deployment problems.

Limitations of Previous Researches: While previous studies
have demonstrated the superiority of their proposed algorithms,
there are still limitations in the existing work: 1) Insufficient con-
sideration of interference management factors in the deployment
of MEC: Although there have been numerous research efforts
discussing the problem of interference management and MEC
server placement, the consideration of interference management
factors in the deployment of MEC is still inadequate. 2) Neglect

Fig. 1. System model.

of hardware configuration and other factors in MEC server
deployment: Previous research on MEC server deployment has
predominantly focused on the geographical distribution of MEC
servers, while overlooking the influence of MEC server hard-
ware configuration (such as bandwidth and transmit power) and
other pertinent factors on the MEC server deployment problem.
In this article, our objective is to improve the quality of service in
the MEC system by addressing both interference management
and edge server placement problems. We take into account the
hardware configuration, geographic distribution, and surround-
ing user density of each MEC server. Through simulation results,
we validate the feasibility of our proposed algorithm in scenarios
where these factors vary.

III. SYSTEM MODEL

In this section, we first analyze the system model of multi-
user multi-MEC server, and then we comprehensively consider
transmission delay, throughput, and user density to define the
quality of service of the system.

A. Multi-User Multi-MEC Server Model

As shown in Fig. 1, we define a multi-user multi-MEC server
communication system. The set of users in this scenario is
defined as I = {1, 2, . . . , I}. The set of MEC server candi-
dates is defined as N = {1, 2, . . . , N}. For each MEC server
n ∈ N in the candidate set, we denote the MEC server n by a
quadruple (Pn

ser, L
n
ser, B

n
ser, D

n
ser). Where, Pn

ser represents the
transmit power of MEC server n, Ln

ser represents the location
coordinates of MEC server n, Bn

ser represents the bandwidth
of MEC server n, and Dn

ser represents the maximum coverage
radius of MEC server n. In this scenario, the hardware con-
figuration and geographic coordinates of each MEC server in
the candidate set are different. We assume that users in the
scenario have similar service requirements, such as watching
sports videos. At the beginning of each time slot, the cloud server
sends multiple video resources to the MEC server, which then
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Fig. 2. Model of interference from transmission link collision.

TABLE I
SYSTEM PARAMETERS

caches the received content. The cached content is subsequently
broadcasted to the surrounding users. As shown in Fig. 1, colored
entities are cached content. When multiple users request cache
resources from the same MEC server simultaneously, the MEC
server broadcasts its cached content to all users requesting
its services. As a result, there is no interference among users
requesting cache resources from the same MEC server. How-
ever, when two MEC servers with overlapping coverage areas
(distance(MECi,MECj) < (Di

ser +Dj
ser)) transmit video

resource simultaneously. Users in overlapping areas may ex-
perience transmission link collisions, thus causing interference.

As shown in Fig. 2, user 1 requests cache resources of MEC
server 1, and meanwhile user 2 requests cache resources of MEC
server 2. Due to their proximity, the communication link between
User 1 and User 2 becomes interfered, resulting in a degradation
of communication quality for both users. To maximize the
service quality for users in the system, at the beginning of each
time slot, we aim to select several MEC servers that do not
interfere with each other to cache video resources.

The system parameters are shown in Table I.

B. Assessment of Quality of Service

In this section, we evaluate the quality of service of the
system from three aspects of video resource transmission delay,
throughput, and user density. At the end of this section, the
definition formula of the quality of service of the system is given.

1) Transmission Delay: Let T k,tran
n,i,t denote the transmission

delay of the cache resource k from MEC n to user i at time
t. T k,tran

n,i,t = Datak

Rn,i
, where Datak is the data size of the video

resource, Rn,i is the sending rate of MEC server n sending tasks

to user i, which is defined as:

Rn,i = Bn
ser log2

(
1 +

h2Pn
serd

−θ
i,n

N0

)
(1)

In the above formula,Bn
ser is the bandwidth of the MEC servern,

h is the fading factor of the signal,Pn
ser is the transmission power

of the MEC server n, and di,n is the transmission distance of the
video resource transmitted by the MEC server n to the user i. θ
is a constant, N0 is Gaussian white noise, and N0 satisfies the

normal distribution. Let di,n =
√
(Ln

x − Li
x)

2 + (Ln
y − Li

y)
2,

indicating the transmission distance from MEC server n to user
i. Wherein, Ln

x and Ln
y represent the abscissa and ordinate of

MEC servern, andLi
x andLi

y represent the abscissa and ordinate
of user i. At the same time, we define a threshold τ for the upper
limit of the transmission delay of video resources. When the
user’s transmission delay is greater than the threshold τ , we
consider the video transmission to fail.

Assuming that at time t, Ntotal video task requests are gen-
erated in the coverage of MEC server n, we define the average
transmission delay of all video resources within the coverage of

MEC server n as Tn =
∑Ntotal

k=1 Tk,tran
n,i,t

Ntotal
.

2) Throughput: We define throughput as the number of video
tasks successfully transmitted by MEC server n per unit time,
namely: Thrn = Nsucc

t . Where, Nsucc (Nsucc ≤ Ntotal ) is the
number of successfully transmitted video tasks, and t is the size
of the unit time slot. The level of the throughput is closely related
to the calculation rate and service range of MEC server, and at
the same time, throughput reflects the workload and resource
utilization of the MEC server n.

3) User Density: Define user density as Densn =
Npeople

π(Dn
ser )

2

where Npeople is the number of users within the coverage of
MEC server n, and π(Dn

ser )
2 is the MEC server coverage of n.

When the density of users around the MEC server n is large,
it means that the MEC server n can provide services for more
users in the system, so the existence of the MEC server is of
great significance.

4) Quality of Service: Suppose that at time t, there are
Npeople users within the coverage of MEC server n who have
generated Ntotal tasks. Among them, Nsucc tasks are suc-
cessfully transferred. The calculation formula of the service
quality of users within the coverage of MEC server n is:
QoSn = αTn + βThrn + γDensn. Where, α, β, γ are weight
factors, which represent the proportion of transmission delay,
throughput, and user density in the service quality evaluation
of MEC server n, respectively. Among them, Tn is negatively
correlated with QoSn, the greater the transmission delay, the
worse the service quality of the MEC server n is. Also we
need to notice that the QoSn fluctuates in a small range due
to the uncertainty of the channel state. In other words, QoSn is
randomly generated within a reward distribution when testing
the service quality of MEC server n. In addition, we map QoSn

to between 0 ∼ 1 for better data normalization.
In this article, we define the reward of the system as R =∑N
n=1 QoSnIn, where In is the indicator vector, when the MEC

server is selected, In returns 1, otherwise it returns 0. Taking the

Authorized licensed use limited to: TU Delft Library. Downloaded on April 18,2024 at 08:20:52 UTC from IEEE Xplore.  Restrictions apply. 



4054 IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 5, MAY 2024

Fig. 3. Flow of GP-MCUCB algorithm.

service quality (reward) of the system as the goal, we formulate
the objective function as:

maxE

[
N∑

n=1

QoSnIn

]

s.t. C1 : In ∈ {0, 1}

C2 :

N∑
n=1

In = M

C3 : di,j <
(
Di

ser +Dj
ser

)
di,j = distance (MECi,MECj) IiIj (2)

The constraint condition C1 indicates the value of the indicator
vector, C2 indicates that only M MEC servers can be selected
from the candidate set N to deploy in the current scene, and C3

indicates that there is no interference between the selected MEC
servers.

The objective function is a nonlinear integer programming
problem. The main difficulties in solving this problem are: 1)
The channel quality in the MEC scenario changes dynamically,
and the return value of QoSn has volatility. Dynamic system
scenarios place higher demands on decision-making algorithms.
2) As the number of MECs deployed in the scenario increases,
the decision space increases linearly, and the computational
complexity of constraint C3 increases exponentially.

IV. GRAPH PARTITION AND MC-UCB ALGORITHM

In this article, our objective is to maximize the quality of
service (QoS) of the system by selecting an optimal subset of
non-interfering MEC servers to cache video resources at the
beginning of each time slot. However, the selection process
becomes challenging due to the varying hardware configurations
and locations of the MEC servers. To address this problem,
we propose the Graph Partition and MC-UCB (GP-MCUCB)
algorithm. The overall flow of the algorithm is depicted in
Fig. 3. First, we employ the Graph Partition algorithm to identify
all sets of non-interfering MEC servers in the current scenario.

Fig. 4. Undirected graph G.

This step ensures that the MEC servers deployed in the scenario
do not interfere with each other, providing a foundation for sub-
sequent decision-making. Next, these non-interfering subsets
of MEC servers are passed as input variables to the Multiple
Choice-UCB (MC-UCB) algorithm. The MC-UCB algorithm is
responsible for selecting the optimal deployment decision within
each non-interfering subset and generating the corresponding
output. Finally, the algorithm selects the deployment decision
with the highest reward value as the final deployment solution.

Next, we will introduce the Graph Partition and Multiple
Choice-UCB algorithms respectively.

A. Graph Partition-Based Interference Management
Algorithm

First, we solve the problem of interference avoidance between
MEC servers, which means we need to find all non-interfering
subsets among the N MEC servers in the scenario.

We traverse the MEC servers in the scenario and build an
N ×N adjacency matrix A. If there is an intersection between
the coverage areas of MEC server i and MEC server j, there
is interference, then the element of the matrix A at < i, j >
is 1, otherwise it is 0. We define that there is no interference
between the servers themselves, so the elements on the diagonal
are 0. Next, we use the MEC servers as vertices, and the conflict
relationships between the MEC servers as edges. Then we obtain
the interference model graph G according to the adjacency
matrix A. As shown in Fig. 4, MEC servers that do not interfere
with other MEC servers are isolated vertices. MEC servers with
the interference relationship form the connected component.
This graph representation helps us identify the groups of MEC
servers that cannot be placed together due to interference.

Then, we need to find all components in the undirected graph
G corresponding to the adjacency matrix A. Suppose that the
undirected graph G contains K components. We perform the
graph partition algorithm on them in turn.

The core idea of graph partition algorithm is to construct a
spanning tree based on the adjacency list of the complement
graph, and traverse all paths from the root node to the leaf nodes,
outputting all independent sets. From these independent sets, we
select all maximal independent sets as the final results. The over-
all process of the algorithm is a backtracking algorithm based
on pruning. Specifically, to minimize the search time, we made
improvements to the backtracking algorithm based on two key
intuitions: First, we can quickly prune nodes that are more likely
to cause interference with other nodes, reducing unnecessary
search efforts. Second, based on the content of the complement
graph’s adjacency list, we narrow down the range of successor
nodes for each node. Specifically, each node’s successor nodes
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TABLE II
EDGE SETS AND COMPLEMENTARY EDGE SET OF COMPONENT 1

TABLE III
EDGE SETS AND COMPLEMENTARY EDGE SET OF COMPONENT 2

include the empty node and nodes that do not conflict with it.
This approach significantly speeds up the search process and
improves the success rate of finding maximal independent sets.
The adjacency list of complement graph and the details of the
algortithm are are defined as follows:

To obtain the adjacency list of the complement graph, we first
find all the edge (u, v) in the undirected graphG, which is called
Edge set. The set of edges that exist in the complement graph
but not in Edge set is called the complementary edge set (CES).
Based on CES, we can easily generate the adjacency list of the
complement graph in lexicographic order.

Next, we will construct a spanning tree based on the adjacency
list of the complement graph. We define the successor nodes of
the initial node as all the nodes in the graph. The successor nodes
of non-root nodes are empty nodes and other nodes that are not
interfering with them. Empty nodes have no successor nodes.
This step can be easily determined by querying the adjacency
list of the complement graph.

Once the spanning tree is constructed, we search for all paths
from the root node to the leaf nodes. If all nodes in a path do
not have interference, we consider it a valid path and store all
the nodes in that path into an independent set. For a maximal
independent set, adding any vertex that is not already included
would make it no longer an independent set. Therefore, we need
to remove any subsets that exist in the obtained independent sets
to obtain the maximal independent sets as output.

In order to explain the Graph Partition algorithm more clearly,
we introduce an example to describe the process of the algorithm.
Suppose that the undirected graph G is shown as Fig. 4. We can
see that there are 2 components.

We process each component in Fig. 4 in turn. For component
1 that contains three nodes numbered 0, 1, and 2. There is an
interference relationship between any two nodes, as shown in
Table II. Therefore, the CES table of component 1 is an empty
set, all nodes have only empty node as their successor node,
and they form a maximal independent set that contains only
themselves.

For component 2 that contains five nodes numbered 3, 4, 5,
6, and 7, the corresponding CES table is shown in Table III.
The successor nodes of the initial node S are [5, 4, 7, 3, 6]. The
successor nodes of node 3 are [4, 7, 6, ∅]. The successor nodes
of node 4 are [6, ∅]. The successor node of node 5 is [∅]. The

Fig. 5. Graph partition algorithm.

Fig. 6. Sets of non-interfering MEC servers.

successor nodes of node 6 are [7, ∅]. The successor node of node
7 is [∅]. The path from the root node to the leaf node will form
an independent set, so we get independent sets [5], [4, 6], [4],
[7], [3, 4, 6], [3, 4], [3, 6, 7], [3, 6], [3, 7], [3], [6, 7], [6]. Among
them, the maximal independent sets are [5], [3, 4, 6], [3, 6, 7].
The process of constructing the spanning tree is shown in Fig.
5.

Combine the maximal independent set obtained by compo-
nent 1 and component 2. Finally, as shown in Fig. 6, the maximal
independent set corresponding to the undirected graph G is
obtained [0,3,4,6], [0,3,6,7], [0,3,7], [1,3,4,6], [1,3,6,7], [1,3,7],
[2,3,4,6], [2,3,6,7], [2,3,7].

B. MC-UCB Based MEC Server Placement Algorithm

After obtaining the subsets of non-interfering MEC servers,
for each subset, we need to select M MEC servers that provide
the highest reward in terms of quality of service. If the number of
MEC servers that do not interfere with each other in the subset
is less than M , we will skip the subset. Finally, we select a
set of MEC servers with the highest reward from the results
of all subsets. We analyze this problem from the perspective
of MAB. Assuming that there is a global agent in the system
as a gambler, and N MEC servers in the subset that do not
interfere with each other are N arms, the gambler shakes M
arms in each round, and the gambler’s overall goal is to minimize
accumulated regret in a limited number of rounds. ”Regret” is
defined as the difference between the reward of continuously
selecting the optimal arm and the reward obtained in the actual
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algorithm [27], [28]. Formally, the regret of the previous round
can be obtained as:

R(T ) = u∗ · T −
T∑

t=1

u (at) (3)

Wherein, u(a) = E[Da] = E[ut(a)] represents the expected
reward of the arm under the reward distribution Da, u∗ =
maxa∈A u(a), represents the best average reward among the
average rewards generated by all arms.

We let A denote the set of all arms, A = {1, 2, . . . , N}, a ∈
A.Nt(a) represents the number of times arm a is selected by the
algorithm in rounds 1 ∼ t, ut(a) represents the average reward
of arm a estimated by the previous t rounds. The reward of arm
a is defined as: R(a) = QoSa = αTa + βThra + γDensa,
QoSa ∈ [0, 1], according to Hoeffding’s inequality [29]:

Pr
[
| ut(a)− u(a) |≤ rt(a)

]
≥ 1− 2

T 4

rt(a) =
√

2 log(T )
Nt(a)

(4)

whereT is a fixed parameter representing the entire time domain
in which the algorithm runs. Because 1− 2

T 4 is a large number,
it can be considered that | ut(a)− u(a) |≤ rt(a) is a high prob-
ability event, namely ut(a) has a greater probability of being
within the confidence interval [u(a)− rt(a), u(a) + rt(a)], and
similarly u(a) has a greater probability of being within the
confidence interval [ut(a)− rt(a), ut(a) + rt(a)].

The algorithm flow of MC-UCB is is shown in Algorithm 1.
In the initialization phase, the algorithm shakes each arm once,

and gets the random reward Ra fed back by the arm a. Then the
algorithm enters T round loop.

In each round, the MC-UCB algorithm selects the arm with
the highest M value of UCBt(a). Gambler execute these arms
in turn, get corresponding rewards and update these arms. When
the current round t is greater than the threshold Tmax, before the
end of round t, we judge whether the arm N with the lowest
current UCBt(N) value is smaller than the lower limit of the
confidence interval of the arm with the M -th highest value of
UCBt(M). If it is, there is a high possibility that the arm N is
not among the arms with the highest M in the UCBt(N) value,
and the arm will be deleted from the candidate set.

Next, we analyze the regret upper bound of the MC-UCB
algorithm: Suppose that the arms with the top M highest UCBt

form a setM. If the arm ai /∈ M, aM ∈ M and the current time
t gets UCBt(ai) > UCBt(aM ), then regret occurs. According
to the above analysis of the high probability situation, we can
infer: u(ai) + rt(ai) ≥ ut(ai), ut(aM ) + rt(aM ) ≥ u(aM ).
At the same time, since UCBt(ai) > UCBt(aM ), it can be
deduced that ut(ai) + rt(ai) > ut(aM ) + rt(aM ). Arranging
the above formula can get:

u (ai) + 2rt (ai)

≥ ut (ai) + rt (ai)

> ut (aM ) + rt (aM )

≥ u (aM ) (5)

Algorithm 1: MC-UCB Algorithm.
Input: Number of rounds T
Output: Accumulated rewards
1: for a = 1, 2, . . . N do
2: N0(a) = 1
3: u0(a) = Ra

4: end for
5: for t = 1, 2, . . . T do
6: for a = 1, 2, . . . N do
7: Compute upper-confidence bound of arm a

8: UCBt(a) = ut(a) +
√

2 log(t)
Nt(a)

9: end for
10: Sort N arms in descending order by UCBt(a) value
11: for i = 1, 2, . . .M do
12: Choose the action ai=the arm with the i-th largest

UCBt

13: Observe reward Ri,t ∼ v(ai)
14: Update statistics for action ai:
15: Nt(ai) = Nt−1(ai) + 1,
16: ut(ai) =

ut−1(ai)×Nt−1(ai)+Ri,t

Nt(ai)
17: end for
18: if t > Tmax and N > M then

19: if UCBt(N) < ut(M)−
√

2 log(t)
Nt(M) then

20: Abandon arm N , N = N − 1
21: if N == M then
22: break
23: end if
24: end if
25: end if
26: end for

From this we can deduce:

Δ(ai) = u (aM )− u (ai)

≤ 2rt (ai)

= 2

√
2 log(T )

Nt(a)
(6)

The cumulative regret obtained by taking action ai in the first
t rounds is the product of Δ(ai) and the number of times ai is
selected in the first t rounds, namely:

R (t; ai) = Nt (ai)×Δ(ai)

≤ Nt (ai) ·O
(√

2 log(T )

Nt (ai)

)

= O
(√

Nt (ai) · log(T )
)

(7)

The cumulative regret R(t) for the first t rounds is the cumu-
lative sum of regrets arising from taking all non-optimal actions,
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Fig. 7. Cumulative regret comparison under different MEC servers.

namely:

R(t) =
∑

a∈A∧a/∈M
R(t; a)

≤
∑

a∈A∧a/∈M

√
Nt(a) ·O(

√
log(T )) (8)

By analyzing the above formula, it is known that the max-
imum number of regrets in each round is min{M,K −M},
and the maximum number of regrets in the previous t rounds is
t×min{M,K −M}. When we consider Nt(a) as a variable,√

Nt(a) is a convex function, which can be obtained according
to JenSen’s inequality:

1

k

∑
a∈K∧a/∈M

√
Nt(a) ≤

√
1

k

∑
a∈K∧a/∈M

Nt(a)

≤
√

t×min{M,K −M}
k

(9)

Bring it into Formula 8 to get: R(t) ≤ O(
√

log(T ))×√
t× k ×min{M,K −M} ≤ O(

√
t log(T )). Let “hp”

means the event of high probability, “lp” means the event of

TABLE IV
SIMULATION PARAMETERS

low probability. The expectation of R(t) is:

E[R(t)] = E[R(t) | hp]× pr × [hp]

+ E[R(t) | lp]× pr × [lp]

≤ O(
√
t log(T ))× 1 + 1×O

(
T−4

)
= O(

√
t log(T )) (10)

In summary, the logarithmicity of the upper bound of regret
for the MC-UCB algorithm has been proved.

V. SIMULATION RESULTS

In this section, we compare the proposed GP-MCUCB algo-
rithm with the baseline algorithms. We deployed 50 MEC servers
in the scenario, and each MEC server varies in bandwidth,
coverage radius, and geographic location. 1000 terminal users
are discretely distributed around the 50 MEC servers, and the
user density around each MEC server varies. We set the baseline
algorithms as Particle Swarm Optimization (PSO) [20] and Ge-
netic Algorithm (GA) [21]. In PSO algorithm, all particles have a
fitness value determined by a reward function and determine the
direction and distance of exploration through their speed. The
particles determine the global optimum by searching in parallel.
Genetic algorithm is a method of searching for the optimal
solution by simulating the natural evolution process. With the
help of the genetic operators of natural genetics, crossover and
mutation to generate a population representing a new solution
set. In order to adapt to the scenario of this article, we set
the search dimension of the PSO and GA algorithms to be 50,
and return a negative reward to suppress the occurrence of the
situation when the selected result does not satisfy the constraints
of (2). The simulation parameters are shown in Table IV.

A. Evaluation of Cumulative Regret

We first analyze the GP-MCUCB algorithm and the baseline
algorithms with cumulative regret as the evaluation indicator.
As mentioned in (3), cumulative regret is the difference be-
tween the reward value of continuously selecting the optimal
decision and the reward value actually obtained by the current
algorithm. The numerical size and upward trend of cumulative
regret reflect the performance of the algorithm. In Section IV-B,
we established the logarithmic upper bound for the regret of the
proposed GP-MCUCB algorithm. Now, we aim to validate this
bound through simulations. By conducting simulations, we can
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TABLE V
IDS OF THE DEPLOYED MEC SERVERS UNDER DIFFERENT MEC SERVERS

TABLE VI
DATA OF EXPERIMENT UNDER DIFFERENT USERS

observe the behavior of the algorithms in practice and verify
their performance.

It can be seen from Fig. 7 that the cumulative regret of the
GP-MCUCB algorithm rises more slowly than the baseline algo-
rithms. In most cases, the cumulative regret of the GA algorithm
rises the fastest, followed by the PSO algorithm. We can see that
the cumulative regret of the GA algorithm rises almost linearly.
This is because the GA algorithm tends to get stuck in a local
optimum, making the same decisions in subsequent iterations.
Thus, each cumulative regret increases at a near constant rate.

Moreover, it is evident that the cumulative regret values of
the GA and PSO algorithms increase noticeably as the number
of deployed MEC servers in the scenario grows. This phe-
nomenon can be attributed to the exponential growth in the
search dimension of the GA and PSO algorithms, which occurs
with the increasing number of MEC servers. Consequently, this
exacerbates the limitations of traditional heuristic algorithms
when dealing with larger-scale MEC server deployment scenar-
ios. In contrast, the GP-MCUCB algorithm exhibits superior
performance. Based on the simulation results mentioned above,
it is apparent that the upper bound of cumulative regret remains
below 15.

B. Performance Comparison With Different MEC Servers

In this section, we compare the performance of the GP-
MCUCB algorithm with the PSO and GA algorithms using the
average transmission delay, total throughput, and average reward
as indicators. The numerical results of the simulation are shown
in Tables V and VI.

We conducted an analysis comparing the GP-MCUCB algo-
rithm with baseline algorithms using the average transmission
delay as the metric. The results, depicted in Fig. 8, indicate

Fig. 8. Average transmission delay under different MEC servers.

that all three algorithms exhibit a decreasing trend as the num-
ber of deployed MEC servers in the scenario increases. The
reason behind this trend is that with a greater number of MEC
servers, users have more opportunities to request cache resources
from servers that are in closer proximity to them. This shorter
transmission distance between users and MEC servers leads
to reduced transmission delays for video resources. From the
Fig. 8, we can see that as the number of MEC servers increases,
the average processing delay decreases from fast to slow. Com-
pared with the baseline algorithm, the GP-MCUCB algorithm
has obvious advantages.

As depicted in Fig. 9, both the GP-MCUCB algorithm and the
baseline algorithm show a significant increase in throughput as
the number of deployed MEC servers in the scenario increases.
This phenomenon can be attributed to the fact that a larger
number of MEC servers in the scenario provides users with more
choices for selecting servers. Consequently, users have a higher
probability of requesting services from MEC servers that are
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Fig. 9. Total throughput delay under different MEC servers.

Fig. 10. Average reward under different MEC servers.

in closer proximity to them, resulting in reduced transmission
time for video resources. This, in turn, enables more video tasks
to be completed within the minimum time threshold, thereby
improving system throughput.

The simulation results clearly demonstrate that the GP-
MCUCB algorithm outperforms both the PSO algorithm and
the GA algorithm.

As depicted in Fig. 10, there is a noticeable increase in
the average reward of tasks as the number of deployed MEC
servers in the scenario increases. This can be attributed to the
comprehensive consideration of various factors in our design of
the average reward metric, including the average transmission
delay of tasks, throughput of video tasks, and the user density
around MEC servers. User density serves as a crucial criterion
for evaluating the effectiveness of MEC server placement, but
its value is solely determined by the coordinates of the current
user and the coverage range of MEC servers. It does not undergo
significant changes with variations in the number of deployed
MEC servers in the scenario.

Based on the preceding analysis, we can conclude that as
the number of MEC servers increases, the average transmission
delay of tasks decreases, and the overall throughput improves,
leading to an increase in the average reward of tasks. Fig. 10
illustrates that the GP-MCUCB algorithm outperforms the PSO

Fig. 11. Average transmission delay under different data size.

Fig. 12. Total throughput under different data size.

algorithm by more than 6%, while the GA algorithm demon-
strates an improvement of over 4% in performance.

C. Performance Comparison With Different Data Size

Next, we analyze the difference between the performance of
the GP-MCUCB algorithm and the baseline algorithms under
different data sizes. The numerical results of the simulation are
shown in Table VII.

As shown in Fig. 11, as the amount of video resource data
in the scenario increases, the average transmission delay of
video resources increases. From the figure, it is evident that the
GP-MCUCB algorithm consistently outperforms both the PSO
algorithm and the GA algorithm. Notably, the advantage of the
GP-MCUCB algorithm becomes more pronounced as the data
volume of the video resources increases. These findings high-
light the superior performance of the GP-MCUCB algorithm in
effectively managing and allocating resources, particularly in
scenarios with larger data volumes.

As depicted in Fig. 12, both the GP-MCUCB algorithm
and the baseline algorithm exhibit a downward trend in total
throughput as the amount of video resource data in the scenario
increases. This is primarily attributed to the increase in average
transmission delay, which leads to a higher number of video
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TABLE VII
DATA OF EXPERIMENT UNDER DIFFERENT DATA SIZE

Fig. 13. Average reward under different data size.

tasks failing to meet the delay threshold, consequently reducing
the overall throughput. Moreover, the figure highlights that as the
amount of video resource data increases, the decline rate of total
throughput in the scenario becomes more prominent. Overall,
when compared to the baseline algorithms, the GP-MCUCB
algorithm demonstrates superior performance.

As shown in Fig. 13, as the amount of video resource data in
the scenario increases, under all algorithms, the average reward
shows a downward trend. This is because the user density around
the MEC server does not change much when the number of MEC
servers deployed in the scenario remains the same. However,
the average transmission delay tends to increase and the total
throughput tends to decrease as the volume of video resource
data grows. Consequently, the average reward experiences a
downward shift. In comparison to the GA and PSO algorithms,
the GP-MCUCB algorithm demonstrates clear advantages.

VI. CONCLUSION

In this article, we propose an algorithm that combines Graph
Partition and MC-UCB to address the challenge of managing
edge server interference and optimizing their placement in a
multi-user multi-MEC server scenario, aiming to enhance the
overall service quality of the system. The interference between
MEC servers is represented using an undirected graph in the
graph partition algorithm, which allows us to obtain several
candidate sets of MEC servers with no interference among them.
Subsequently, the MC-UCB algorithm is employed to make

optimal decisions regarding the placement of a fixed number
of MEC servers.

To evaluate the performance of our proposed algorithm, we
compare it with existing PSO and GA algorithms in terms of av-
erage reward, average transmission delay, and total throughput.
The simulation results clearly demonstrate that our GP-MCUCB
algorithm outperforms the other approaches in all evaluated
metrics. As part of our future work, we intend to further optimize
the algorithm’s performance by exploring the impact of the
number of MEC servers and other time-varying factors. This
will enable us to enhance the overall efficiency and effectiveness
of the algorithm in real-world scenarios.
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