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Abstract  

The observation of surface water bodies in all weather conditions and better 
knowledge about inundation patterns are important for water resource management and 
flood early warning. Microwave radiometers at 37 GHz were applied to observe and study 
the inundation pattern in large subtropical floodplains in China, i.e. the Poyang Lake and 
Dongting Lake floodplains, due to the trade-off between the capability to penetrate 
hydrometeors and vegetation, revisiting time, and spatial coverage and resolution. Taking 
the shallow sensing depth at 37 GHz into account, open water, inundated area and water 
saturated soil surface all determine the surface emittance measured by the radiometer. Thus, 
Water Saturated Surface (WSS) is defined as the combination of these three land surface 
elements.    

In subtropical regions, seasonal changes in vegetation cover and various surface 
roughness conditions are the major challenges for the observation of surface water bodies 
with microwave radiometers. Atmospheric attenuation, observation gaps and errors in the 
microwave observations reduce the quality of daily radiometric observations. To deal with 
the attenuation due to vegetation and surface roughness, a two-step model was developed: 
the first step is to retrieve the polarization difference emissivity from Polarization 
Difference Brightness Temperature (PDBT) at 37 GHz with the simplified radiative transfer 
model and the vegetation optical thickness at 37 GHz parameterized from Normalized 
Difference Vegetation Index (NDVI) ; the second step is to retrieve the fractional area of 
WSS from the emissivity difference with a linear model, which can be parameterized 
according to the Qp surface roughness model. To remove the noise and extract the surface 
signal (including surface emittance and vegetation attenuation) from the daily PDBT time 
series, the Time Series Analysis Procedure (TSAP) was developed to identify the spectral 
features of noisy components in the frequency domain and remove them with a proper filter. 
The overall method combined the TSAP and the two-step model to derive daily observation 
of WSS area. The retrieved WSS area in the Poyang Lake floodplain was in a good 
agreement with the lake area observed from MODerate-resolution Imaging 
Spectroradiometer (MODIS) and Advanced Synthetic Aperture Radar (ASAR). The 
observations and analysis of the inundation patterns in the Poyang Lake and Dongting Lake 
floodplains with this method illustrated the close relationship between inundated area, 
precipitation and stream flow. 

Furthermore, a lumped hydrological model, named the discrete rainfall-runoff model, 
was developed to fully use the retrieved WSS area and to study the role of inundated area in 
stream flow production. This model simulates stream flow as the integration of 
contributions of antecedent precipitation in a certain period. Three implementations of the 
model were developed with the help of ground water table depth and the retrieved WSS 
area. The case study in the Xiangjiang River basin (upstream catchment of the Dongting 
Lake floodplain), China, illustrated that: 1) the longest duration of antecedent precipitation 



  

 

is a key parameter to determine model performance; 2) long duration would increase the 
model uncertainty and lead to overfitting; 3) the application of the WSS area can reduce the 
duration required to achieve a reasonable accuracy. The model parameters indicated the 
interaction between stream flow and various water storages, and the calibration results of 
three implementations implied the recharge period of ground water.  
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Summary  

Fresh water is one of the key elements required by human life. Among the various 
types of fresh water on Earth, surface water is the major resource that human can fully 
utilize but also risks human life and properties frequently. Thus, the observation of surface 
water propagation in time and space is one of the essential topics of Earth Observation. 
Remote sensing technologies have been used to monitor surface water bodies in large and 
remoted area, with spatial resolutions in a wide range, from less than 30 m to more than 25 
km. Satellite data with high spatial resolutions, e.g. acquired by optical and thermal sensors 
and Synthetic Aperture Radar (SAR), is definitely preferred to monitor surface features. 
Surface observations with optical and thermal sensors, however, is frequently hampered by 
aerosol, clouds and precipitation. Before sentinel 1 and COSMO, surface water observation 
with SAR images was limited by the slow revisiting time and small spatial coverage. Even 
now, satellite data with both high spatial and temporal resolutions is seldom used to observe 
daily surface water propagation, especially in a large floodplain and for a long period of 
time, mainly due to the huge requirement on data storage and the large computational cost. 
On the other hand, passive microwave data at 37 GHz, though has coarse spatial resolution, 
is efficient and convenient to monitor the daily dynamics of large-size surface water bodies, 
due to the capability to penetrate clouds, the large spatial coverage and daily revisiting. In 
this thesis, we develop the two-step model to retrieve the fractional area of Water Saturated 
Surface (WSS) from Polarization Difference Brightness Temperature (PDBT) at 37GHz, 
the Time Series Analysis Procedure (TSAP) to remove the observation gaps, errors and 
atmosphere attenuation from the PDBT time series and a discrete rainfall-runoff model to 
fully use the retrieval of WSS to model stream flow. 

         To monitor surface water bodies with passive microwave data, a radiative 
transfer model or an empirical model is needed to retrieve surface wetness index from 
surface brightness temperature measured by microwave radiometers. The main challenge in 
the model development is to take seasonal changed vegetation and various surface 
roughness conditions into account. The two-step model, developed for those purposes, 
includes: 1) the model to retrieve Polarization Difference Effective Emissivity (PDEE) 
from PDBT;2) the model to retrieve fractional area of WSS from PDEE. The 1st sub-model 
is derived from the zero-order radiative transfer model by neglecting the radiation that is 
scattered by vegetation canopy. Vegetation attenuation is described by the vegetation 
optical thickness, which can be identified through regressing the vegetation transmission 
function with NDVI and PDBT pairs in the flooded paddy fields. The 2nd sub-model is 
developed from the numerical analysis for the PDEE and soil moisture, with two dielectric 
mixing models, i.e. Wang-Schumgger Model and Dobson Model, and one surface 
roughness model, i.e. Qp model. We found that no matter which dielectric model is applied 
and what the surface roughness condition is, the fractional area of WSS is linearly related to 
the PDEE at 37 GHz. 



  

 

PDBT time series at 37 GHz needs to be pre-processed before any implementation on 
retrieving surface features, due to that atmosphere attenuation, observation gaps and errors 
frequently reduce the data quality. Atmosphere attenuation at 37 GHz is due to the 
absorption and scattering of radiation by various hydrometeors, e.g. water vapor, cloud 
drops, rain drops and ice crystals. Observation gaps and errors are due to the configuration 
of satellites, radiometer designs and the uncertainty in the registration method. The Time 
Series Analysis Procedure is developed to filter out these negative influences, which 
includes the method to identify the spectral features of noisy components in the frequency 
domain, a boxcar-filter to remove observation gaps and errors and the Harmonic ANalysis 
of Time Series (HANTS) algorithm to filter out atmospheric components. The overall 
procedure to retrieve WSS area is the combination of the TSAP and the two-step model. 
The WSS area retrieved from 37 GHz data using the overall procedure was in a good 
agreement with the area of Poyang Lake observed from MODerate-resolution Imaging 
Spectroradiometer (MODIS) and Advance Synthetic Aperture Radar (ASAR) data. We 
applied the overall procedure to the whole Poyang Lake flood plain and found that the lake 
area was strongly influenced by the upstream WSS area with a 3 – 5 day time lag. This 
relationship was strengthened when the Three George Dam stopped stream flow in the 
upstream of the Yangtze River. 

Surface water propagation is the result of the complicated hydrological processes in a 
catchment and also reflects the regional water storage capacity. The discrete rainfall-runoff 
model is developed to fully utilize the satellite observation of surface water propagation, 
based on the conceptual water balance model. Hydrological processes are typical Markov 
chain process in other hydrological models. The discrete rainfall-runoff model, however, 
assumes that the stream flow production by a catchment is determined by antecedent 
precipitations in a certain period of time. The term “discrete” means that contribution of 
precipitation is associated with the time interval of several days and the duration of 
antecedent precipitation is equally spaced by the time interval. This model mainly considers 
the fact that precipitation is redistributed into different component flows and is collected by 
river channels with different time lags. According to the complexity in input data, the three 
implementations of the discrete rainfall-runoff model are developed: 1) precipitation and 
base flow; 2) overland flow, infiltrated flow and base flow; 3) overland flow, potential 
subsurface flow and base flow. The base flow is estimated from observed ground water 
table depth with a linear model, while overland and infiltrated flows are estimated from 
precipitation and the WSS according to the water balance at top surface.  

The three model implementations are calibrated and validate with the gauge 
measurements of 10-day averaged river discharge in 2001, 2002 and 2005 respectively at 
Changsha station, downstream of Xiangjiang river basin, China. The duration of antecedent 
precipitation is the key model parameter varying between 10 and 150 days. The calibration 
and validation processes proved that using the retrievals of WSS area can significantly 
reduce the duration of antecedent precipitation required in the model and thus solve the 
overfitting problem in the model. The set of parameters driving each implementation is an 
indication of dominant hydrological processes, particularly water storage, in determining 
the catchment response to rainfall. Significant differences in the annual water yield have 
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been observed across the three implementations. The Relative Root Mean Squared Error 
(RRMSE) in each season demonstrates the possible recharge period of the ground water in 
Xiangjiang river basin. The model validation also shows that the parameters averaged 
between dry and wet years are good candidates for model prediction.   

Above all, we developed a complicated method to derive surface signals from the 
microwave radiometer data and to retrieve surface water wetness condition from the 
processed data. The retrieved WSS area can be used to monitor surface water propagation, 
to study the relationship of water propagation between up and down streams, and to 
understand and model the stream flow production in a catchment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  

 

Samenvatting 

Zoetwater is een van de primaire menselijke levensbehoeftes. Onder de 
verschillende vormen van zoetwater op aarde, is oppervlaktewater een belangrijk 
bestaansmiddel dat echter ook menselijke levens en infrastructuur bedreigt. Hierom is 
observatie van veranderingen van oppervlaktewater in ruimte en tijd een essentieel 
onderdeel van aardobservatie. Remote sensing technieken worden al langere tijd gebruikt 
voor het observeren van waterlichamen in grote en afgelegen gebieden, met spatiële 
resoluties in een groot bereik van minder dan 30 meter tot meer dan 25 km.  

Satellietdata met hoge spatiële resolutie, bijvoorbeeld van optische- en 
warmtesensoren en Synthetic Apeture Radar (SAR) verdient de voorkeur bij het observeren 
van oppervlaktekenmerken. Dit wordt vaak bemoeilijkt door de aanwezigheid van aerosols, 
wolken en neerslag. Voordat Sentinel 1 en COSMO beschikbaar waren, werd 
oppervlaktewaterobservatie met SAR afbeeldingen beperkt door de lange tijd tussen twee 
opnamen en het beperkte spatiële bereik. Zelfs nu wordt satellietdata met hoge spatiële en 
temporale resolutie weinig gebruikt voor dagelijkse observatie. Zeker voor grote 
overstromingsvlaktes over langere periodes zijn dataopslag en de grote computationele 
kosten een limiterende factor. Een alternatief is passieve 37GHz microgolf. Ook al heeft dit 
een grove spatiële resolutie, is het effectief voor het monitoren van de dagelijkse dynamica 
van grote oppervlaktewaterlichamen door de eigenschap dat het wolken penetreert en de 
dagelijkse metingen. In deze thesis, hebben we een 2-staps model ontwikkeld om het 
fractionele oppervlak van Water Saturated Surface (WSS) te bepalen met behulp van 
Polarization Difference Brightness Temperature (PDBT) op 37GHz. En vervolgens de 
Time Series Analysis Procedure (TSAP) om gaten in observatie, fouten en atmosferische 
demping uit de PDBT te halen. En een discreet oppervlakte-afvoermodel om het bepaalde 
WSS volledig te kunnen gebruiken om rivierstroom te kunnen simuleren. 

Om oppervlaktewater met passieve microgolfdata te kunnen observeren is een 
radiative transfer model of een empirisch model nodig om de surface wetness index te 
kunnen bepalen uit de helderheidtemperatuur zoals gemeten door een microgolfradiometer. 
De grootste uitdaging in de ontwikkeling van het model is om de seizoensvariatie van 
vegetatie en verschillende oppervlakteruwheden te vatten. Het 2-staps model dat hiervoor 
ontwikkeld is bevat: 1) het model om de Polarization Difference Effective Emissivity 
(PDEE) te bepalen uit PDBT; 2) een model om het fractionele oppervlak van WSS te 
bepalen uit PDEE. Het eerste submodel is afgeleid van het nulde orde radiative transfer 
model door de verstrooiing van de vegetatie te verwaarlozen. Demping door vegetatie is 
beschreven door de optische dikte van de vegetatie, wat bepaald kan worden door regressie 
van de vegetatie-transmissiefunctie met NDVI en PDBT paren in de overstroomde 
rijstvelden. Het tweede submodel is ontwikkeld met behulp van numerieke analyse van de 
PDEE en bodemvochtigheid, met 2 diëlektrische constante modellen van het bodem-
watermengsel, i.e. het Wang-Schumgger Model en het Dobson Model en één 
oppervlakteruwheidsmodel, i.e. het Qp model. Het bleek dat voor beide diëlektrische 
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modellen en alle oppervlakteruwheden, het fractionele oppervlak van WSS altijd lineair 
afhangt van de PDEE bij 37GHz. 

PDBT tijdreeksen op 37GHz moeten voorbewerkt worden voordat ze geanalyseerd 
kunnen worden. Atmosferische demping, gaten in observatie en fouten verslechteren vaan 
de kwaliteit van de data. Atmosferische demping op 37GHz is door de absorptie en 
verstrooiing aan waterdamp, regendruppels en ijskristallen. Gaten in de observatie worden 
veroorzaakt door de configuratie van satellieten, ontwerp van radiometers en fouten in de 
registratie van pixels. De ‘Time Series Analysis Procedure’ (TSAP), is ontwikkeld om deze 
negatieve invloeden uit data te filteren. Hierbij wordt gebruik gemaakt van een spectraal 
filter om ruis te verwijderen en een boxcar filter om fouten en gaten in de observatie te 
verwijderen. Het ‘Harmonic Analysis of Time Series’ (HANTS) algoritme wordt gebruikt 
om atmosferische componenten uit te filteren. De uiteindelijke procedure om het WSS 
oppervlak te bepalen is de combinatie van TSAP en het 2-staps model. Het WSS oppervlak 
dat op deze manier bepaald was is in goede overeenstemming het oppervlak van de 
overstromingsvlakte van het Poy ang meer  als geobserveerd met MODerate-resolution 
Imaging Spectroradiometer (MODIS) en Advance Synthetic Apeture Radar (ASAR). De 
uiteindelijke procedure is toegepast op de hele overstromingsvlakte van het Poyang meer. 
Hieruit bleek dat het gebied sterk beïnvloed wordt door het WSS gebied stroomopwaarts 
met een tijdverschil van 3 tot 5 dagen. Dit effect werd versterkt toen de Jangtsekiang 
stroomopwaarts werd afgesloten door de Drieklovendam. 

Oppervlaktewaterpropagatie is het resultaat van ingewikkelde hydrologische 
processen in een stroomgebied en de regionale wateropslagcapaciteit. Het discrete 
oppervlakte-afvoermodel is ontwikkeld om de satellietobservaties van oppervlaktewater 
volledig te kunnen gebruiken en is gebaseerd op een conceptueel waterbalansmodel. 
Hydrologische processen zijn meestal Markovkettingprocessen in andere hydrologische 
modellen. Het discrete oppervlakte-afvoermodel neemt echter aan dat de rivierstroom in 
een stroomgebied bepaald wordt door antecedentneerslag van een bepaalde periode. De 
term “discreet” betekent dat de neerslag als constant beschouwd wordt binnen een vast 
tijdsinterval van een aantal dagen. Dit model beschouwt het feit dat neerslag herverdeeld 
wordt in verschillende stromen en met verschillende vertraging opgevangen wordt door 
rivieren. Aan de hand van de complexiteit van de input data zijn er drie verschillende 
implementaties van het oppervlakte-afvoermodel ontwikkeld. : 1) neerslag en base flow; 2) 
overland flow, infiltrated flow en base flow; 3) overland flow, potential subsurface flow en 
base flow. De base flow wordt bepaald aan de hand van het gemeten grondwaterpeil 
gecombineerd met een lineair model. Overland en infiltrated flow worden geschat aan  de 
hand van neerslag en het WSS met de waterbalans aan het oppervlak. 

De drie verschillende implementaties van het model zijn gekalibreerd en gevalideerd 
met over 10 dagen gemiddelde metingen van het rivierpeilmetingen van het debiet in 2001, 
2002 en 2005 bij het Changsha station, stroomafwaarts van de Xiangjiang in China. De 
periode van de antecedentneerslag is de belangrijkste modelparameter en varieert tussen 10 
en 150 dagen. De kalibratie- en validatieprocessen hebben bewezen dat met het gebruik van 
WSS gebied, bepaald aan de hand van de 37GHz data, de duur van de antecedentneerslag 
sterk verkort kan worden. En hiermee overfitting van het model kan verhelpen. De set van 



  

 

parameters die in de verschillende implementaties gebruikt worden is een indicatie van de 
dominante hydrologische processen, in het bijzonder wateropslag bij het bepalen van de 
reactie van het stroomgebied op neerslag. Er zijn significante verschillen in jaarlijks debiet 
tussen de drie verschillende implementaties. De Relative Root Mean Squared Error 
(RRMSE) in elk seizoen laat de mogelijke oplaadperiode van het grondwater in het 
stroomgebied van de Xiangjiang zien. De validatie van het model laat ook zien dat de 
parameters gemiddeld over droge en natte jaren een goede kandidaten zijn voor 
modelvoorspelling. 

Bovenal hebben we een complexe methode ontwikkeld om oppervlaktesignalen uit 
de microgolf radiometerdata te kunnen bepalen en om de surface water wetness conditie te 
kunnen achterhalen uit de verwerkte data. Het bepaalde WSS gebied kan gebruikt worden 
voor het monitoren van oppervlaktewaterpropagatie; het bestuderen van de relatie tussen 
waterpropagatie stroomopwaarts en afwaarts; en om het debiet van een stroomgebied te 
begrijpen en te modelleren. 
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Chapter 1 

Introduction 

1.1  Background on remote sensing observations of surface 

water bodies 

Surface water bodies only cover a small fraction of the land surface, but they play an 
important role in water resource management (e.g. Asdorf, 2003; Alsdorf et al., 2007; 
Frappart et al., 2005). The water level of lakes and reservoirs, river stage, and river 
discharge can be empirically related to the extension of surface water in a lake, reservoir or 
river (e.g. Alsdorf, 2007; Bates et al., 2014; Bjerklie et al., 2003; Brakenridge et al., 2005; 
Brakenridge et al., 2007; Hostache et al., 2009; Pan et al., 2013; Peng et al., 2006; Sippel et 
al., 1998; Smith et al., 1996; Smith and Pavelsky, 2008). Floods in a river basin damage 
properties and life. Inundated area caused by floods leads to soil erosion (e.g. Smith et al., 
2000; Vinnikov et al., 1999), transports sediment (e.g. Goel et al., Goel et al., 2002; Jain et 
al., 2002), but also brings nutrition and creates habitats for wildlife (e.g. Sakamoto et al., 
2007; Sippel et al., 1994; Sippel et al., 1998). Wetlands and paddy fields are important 
forms of inundated area, which influence climate as major sources of methane (Houweling 
et al., 1999; Matthews and Fung, 1987; Matthews et al., 1991; Mialon et al., 2005; Papa et 
al., 2006; Prigent et al., 2001b; Prigent et al., 2007; Walter et al., 2001). Thus, mapping and 
monitoring surface water bodies is also relevant for disaster management, ecosystem 
research, and climate change studies.   

In mid- and large- size river basins, however, it is difficult to delineate the water area 
by ground survey (Smith, 1997; Usachev, 1983). There are many forms of surface water 
bodies, such as permeant water in lake, river and permanent ponds, ephemeral standing 
water in ponds, seasonal wetlands, inundated areas caused by floods, and flooded paddy 
fields. Moreover, the boundary of a surface water body changes due to precipitation and 
water recession, such as monsoon lakes and seasonal wetlands (Dronova et al., 2011). Thus, 
it is impossible to cover all of these remote areas in a large river basin through field surveys. 
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On the other hand, remote sensing provides many ways to delineate the boundary of surface 
water bodies and to study their evolution. Optical and thermal sensors, active and passive 
microwave systems have been used for this purpose. To monitor surface water bodies in a 
floodplain, remote sensing data with high temporal and spatial resolutions have a clear 
potential. On the other hand, the analysis of a large volume of high resolution data may 
come at significant computational cost, increasing rapidly with the floodplain size and the 
temporal coverage of the analysis. In this study, we are not only interested in the 
observation of surface water bodies, but also the role that they play in stream flow 
production. The latter requires extended time series of high temporal resolution data. We 
used coarse spatial resolution data (i.e. tens of kilometer) to study surface water bodies in a 
large floodplain, while ensuring high temporal resolution and lower computational costs. 

In the following three sections, the physical principles and limitations of each type of 
observations will be reviewed. The techniques and methods used for detecting and 
delineating a surface water body are summarized for each sensor type.  The challenges in 
the observation of surface water bodies with space-borne sensors, i.e. the influence of 
vegetation and various atmospheric conditions, spatial and temporal resolutions, and the 
spatial coverage, will be detailed. Through this short review, it can be concluded that 
passive microwave radiometers can provide the data required for the long-term observation 
of flooded areas in large floodplains with dense vegetation coverage and various 
atmospheric conditions. 

1.1.1 Optical and thermal sensors 

Open water can be clearly observed in the images acquired by optical and thermal 
sensors (Table 1.1, in page 8) (e.g. Rasid and Pramanik, 1990), due to its much lower 
reflectance and radiometric temperature than other land cover types. This visual 
interpretation of open water is always used as reference for surface water body observations 
with other remote sensing data (e.g. Tanaka et al., 2000; Tanaka et al., 2003; Temimi et al., 
2005). Water surface may be mixed with other land cover types in image pixels (Sheng et 
al., 2001). For example, the boundary of a surface water body may be partially covered by 
vegetation. Spectral features of a shadowed water surface may be different from that of a 
sunlit water surface (Sheng et al., 1998). In order to delineate a water body notwithstanding 
these mixed pixels, several methods have been proposed: a) single band model (e.g. Barton 
and Bathols, 1989; Sheng et al., 1998; Verdin, 1996); b) multi-band linear model (Xiao and 
Chen, 1987); c) band ratio model (Sheng et al., 1998); d) water index model (e.g. 
McFeeters, 1996; Xu, 2006) and e) linear mixing model (Sheng et al., 2001) to fully use the 
spectral features of a water surface in visible and infra-red bands.  

Supervised or un-supervised classification methods may be applied to derive the 
threshold values implemented in these models to delineate a surface water body. The 
accuracy of these models highly depends on the training data, the complexity of mixed 
pixels and the spectral contrast between the water surface and other land covers. The Open 
Water Likelihood (OWL) algorithm combines multiple indices to deal with the spatial 
complexity (Guerschman et al., 2011).  It is found that the threshold value for the OWL 
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index is very region specific, due to various surface conditions in different regions (Chen et 
al., 2013).  For images acquired in the same region but at different times, changes in the 
spectral features of the water surface may be due to variable atmospheric conditions, 
occurrence of emerging vegetation and changes in the inundation boundary after water 
recession (Feng et al., 2012a). Thus for the long-term observation of water bodies, multiple 
models are combined by the decision tree to deal with the variability in surface and 
atmospheric conditions (see e.g. Islam et al., 2010; Sakamoto et al., 2007). Optical and 
thermal sensors, however, cannot penetrate cloud and vegetation to observe a water body 
underneath. This major drawback led to observe surface water bodies using active and 
passive microwave instruments. 

1.1.2 Active microwave systems 

 Active microwave remote sensing can image the Earth  surface nearly in all weather 
conditions (Smith, 1997). At most frequencies used in space-borne Synthetic Aperture 
Radar (SAR) systems (Table 1.2, in page 9), open water surface, in the absence of waves, 
yields much lower back-scatter than other targets. However, turbulence, wind, building 
corners, emergent vegetation and trees can all cause significant increases in radar back-
scatter, making it difficult to delineate the boundary of a water surface (Schumann and 
Moller, 2015; Smith, 1997). For example, flooded forest area will have higher echo than 
unflooded forest, due to the double-bounce reflection on water surface (Alsdorf et al., 2001; 
Wang et al., 1995). Several image processing techniques have been developed to map 
inundated area, such as visual interpretation (e.g. Biggin, 1996; Oberstadler et al., 1997), 
histogram threshold method (e.g. Deschmukh and Shinde, 2005; Otsu, 1975), texture 
method (e.g. Irons and Petersen, 1981; Podest and Saatchi, 2002), and active contour model 
(e.g. Horritt2001). Except the visual interpretation, few methods can reach a classification 
accuracy (i.e. the ratio of the observed inundated area to its actual total area) above 90%, 
due to backscattering from multiple objects, remaining speckle, geometric distortions, and 
errors in geocoding (Schumann et al., 2009). Besides these practical problems, back 
scattering of surface objects also depends on the incidence angle (Schumann and Moller, 
2015), while the incidence angle of each pixel changes due to the scan geometry of SAR 
and water waves, in the case of a water surface. Thus, multiple algorithms are combined to 
improve the classification accuracy of the inundated area (Schumann et al., 2009). 
Moreover, multi-frequencies and multi-polarizations SAR images can be used by the 
decision tree model to solve the above problems in dense forest regions (Hess et al., 1995).  

The backscattering of surface objects changes due to the temporal variability in 
surface conditions like the seasonality of vegetation and to the different incidence angles 
for different scans. To some extent, these effects can be corrected by processing each SAR 
image independently, but this makes the processing complex to monitor water bodies (e.g. 
Townsend, 2001). Alternatively, the Probability Distribution Function (PDF) of the back-
scatter of the targets is derived from a training data set with various incidence angles and 
surface conditions. The confidence level of attributing observed back-scatter to a certain 
surface type can be obtained according to the PDFs. This method has been used for dual-
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season observation of wetlands in Amazon (Hess et al., 2003) and global observation of 
inundated area (Westerhoff et al., 2013). Differential interferometry can be further used to 
detect both water depth changes and inundated area, even under dense forest (Alsdorf et al., 
2007; Alsdorf et al., 2001). L-band Interferometric SAR (InSAR) is not sensitive to the 
seasonal changes of vegetation canopy (Schumann and Moller, 2015), thus vegetation 
influences can be mitigated. The long revisiting period of most SAR system (Table 1.2), 
however, still limits application of SAR image data for long-term observation of inundated 
areas, especially if daily or weekly observations are required to capture water extent 
dynamics. The COSMO-SkyMed SAR constellation (Table 1.2) can acquire images with 
both high spatial and temporal resolutions for flood monitoring (Pulvirenti et al., 2011), but 
the cost is unacceptable for research purpose in a large floodplain and for a long period of 
time, due to its small spatial coverage. Moreover, SAR images acquired on rainy days 
cannot be used for the observation of surface water body due to the noise introduced by the 
scattering of rain drops.  

1.1.3 Microwave radiometers 

Passive microwave remote sensing is very suitable for the long-term observation of 
surface water bodies in large floodplains (e.g. Choudhury, 1989, 1991; Choudhury et al., 
1990; Giddings and Choudhury, 1989), due to the fast revisiting and large spatial coverage 
of microwave radiometers (Table 1.3, in page 10). Microwave radiometers measure the 
intensity of radiation emitted by the atmosphere and the surface (Choudhury, 1991; 
Giddings and Choudhury, 1989). The surface emittance is determined by the surface 
temperature and emissivity, of which the latter is controlled by surface wetness condition 
(Ulaby et al., 1981). Surface wetness conditions can be roughly assessed by observed 
polarization difference brightness temperature (PDBT)  (e.g. Jin, 1999; Tanaka et al., 2000; 
Tanaka et al., 2003) or be retrieved from surface emissivity by various radiative transfer 
models (e.g. Prigent et al., 2001b; Prigent et al., 2007; Prigent et al., 1997). Spatial 
resolution of radiometers (Table 1.3) increases and the sensing depth decreases with 
increasing microwave frequencies, thus higher frequencies, e.g. 19 GHz, 37 GHz and 85 
GHz, have been used to monitor the Water Saturated Surface (WSS), i.e. the sum of open 
water, inundated area and water saturated soil surface. For example, the fractional 
abundance of WSS can be retrieved from PDBT at 37 GHz by a linear un-mixture model 
(e.g. Sippel et al., 1994). In the pathway from the surface to a space-borne radiometer, 
besides the influence of atmosphere emittance, surface emittance is also absorbed and 
scattered by the vegetation cover (Choudhury et al., 1992; Ulaby et al., 1981). To derive 
surface emittance from radiometer measurements by a space-borne radiometer, atmospheric 
emittance and vegetation attenuation needs to be accounted  for by ancillary data and a 
(simple) radiative transfer model(Choudhury, 1989). Scattering by hydrometeors will be 
significant at 85 GHz, thus microwave emittance at 37 GHz is mainly used to retrieve WSS 
area, as a trade-off between spatial resolution and atmospheric influence. Several methods 
have been developed to observe inundated area from passive microwave observations: 
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➢ Brightness temperature difference. Both the brightness temperature difference 
between various frequencies or the Polarization Difference Brightness 
Temperature (PDBT) at the same frequency, e.g. 37 GHz, may be applied. The 
brightness temperature difference increases with surface wetness, filters out the 
up-welling atmospheric emittance and reduces the vegetation influence. 37 GHz is 
the key frequency when applying this method. For example, the brightness 
temperature difference between 19 GHz and 37 GHz was linearly related to the 
fractional abundance of surface water as shown in China by Tanaka et al. (2000). 
Total flooded area was retrieved from the brightness temperature difference 
between 37 GHz and 85 GHz, i.e. the flood index of Jin (1999), which takes the 
scattering of precipitation at 85 GHz into account. In a densely vegetated area, 
such as tropical forests, the fraction of inundated area can be retrieved from the 
PDBT at 37 GHz by a linear un-mixing model  (Sippel et al., 1994), since the 
vegetation influence on PDBT at 37 GHz can be assumed to be uniform 
(Choudhury, 1989; Choudhury and Tucker, 1987; Choudhury et al., 1990; 
Giddings and Choudhury, 1989). The inundated area retrieved from  PDBT at 37 
GHz in the Amazon River basin was in a good agreement with the observation 
from SAR data (Sippel et al., 1994) and in the Mekong Delta was in a good 
agreement with the observations from AVHRR images (Tanaka et al., 2003). This 
PDBT method has been extended for inundation pattern studies in the savanna 
flood plains of South America (Hamilton et al., 2002, 1996, 2004).  

➢ Surface Emissivity.  Surface emissivity declines and the polarization difference of 
surface emissivity increases with increasing surface wetness (Basist et al., 2001; 
Jin, 1999; Prigent et al., 2001b; Prigent et al., 2007). The fractional abundance of 
surface water bodies can be linearly related to both at e.g. 37 GHz. To derive 
surface emissivity or its polarization difference at 37 GHz, atmosphere emittance 
and vegetation attenuation needs to be estimated by a radiative transfer model. 
Atmospheric emittance can be empirically related to atmospheric water content 
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2001b) and thus can be removed with ancillary data. Vegetation influence on 
surface emittance is complicated, due to the different vegetation types and 
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from NDVI or backscattering of SAR (Prigent et al., 2001a; Prigent et al., 2001b; 
Prigent et al., 2007). The polarization difference of surface emissivity, i.e. the 
Basist index, can be retrieved from the weighted average of the brightness 
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Basist et al., 2001). The atmospheric and vegetation conditions were considered by 
calibrating the weight parameters in the Basist index.  

Above all, the influence of dense vegetation, which produces many problems in the 
observation of inundated area with other remote sensing techniques, can be alleviated in 
passive microwave observations by the brightness temperature difference. The methods 
using surface emissivity can take the seasonal changes in vegetation conditions into account. 
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very suitable to observe surface water bodies covered by dense or seasonal changed 
vegetation in almost all weather conditions. The fast revisiting time of radiometers (Table 
1.3) is very useful to observe inundation pattern in floodplains. The major limitation of 
microwave radiometers is their coarse spatial resolution (Table 1.3) and thus these 
observations are normally applied to observe inundated area in large river basin or globally 
(e.g. Basist et al., 2001; Choudhury, 1989; Hamilton et al., 2002, 2004; Prigent et al., 2001b; 
Prigent et al., 2007; Tanaka et al., 2003). 
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1.2  Problems in space-borne microwave radiometer data  

Besides the attenuation due to vegetation and atmosphere, there are other problems 
with passive microwave observations of surface water bodies, i.e. observation gaps and 
errors. Microwave radiometers are on-board sun-synchronous satellites, which are designed 
with constant viewing angle and to pass the same region twice each day (Hollinger et al., 
1990). To monitor surface water bodies underneath vegetation canopies, observations 
during night or early morning are used, so that the canopy temperature is almost the same 
as surface temperature (Choudhury, 1989; Choudhury et al., 1990). This restriction on 
observation time implies that only ascending or descending orbit data (depending on the 
orbit configuration of satellites) can be used. Due to the limited swath of radiometers (for 
example around 1400km of SSM/I (Hollinger et al., 1990)), observations of one orbit data 
cannot cover the whole Earth within one day, which means gaps always occur in the time 
series of daily microwave observation, in particular for low latitude regions. Due to the 
orbit configuration of sun-synchronous satellites and earth rotation (Poe, 1990), consecutive 
gaps occur after each period of observations. Thus the time series of daily observation 
observed by space-borne radiometers with only one orbit direction is split into segments, i.e. 
gap segments and observation segments.  

Due to the scan configuration of space-borne radiometers, the Instantaneous Field Of 
View (IFOV) of each scan cell does not cover exactly the same target during repeated scans, 
thus the orbit radiometer data needs to be registered into a grid system to make sure that the 
same target is consistently observed in the time series. The commonly used grid system for 
passive microwave data is the EASE-Grid (Brodzik and Knowles, 2002). During this 
registration, observation errors arise due to three factors: 1) geolocation uncertainty of the 
center of IFOV (around 6km according to Poe and Conway (1990)); 2) the spatial 
difference between IFOV of radiometers and grid cell, for example, the footprint of the 
SSM/I IFOV at 37 GHz is 37km×28km, while they are all registered into the 25km×25km 
EASE-Grid (Brodzik and Knowles, 2002) ; 3) resampling method, for example, weighted 
average for SSM/I orbit observations(Armstrong et al., 1998; Poe, 1990) and nearest 
neighbor method for AMSR-E orbit observations (Knowles et al., 2006). The first two 
factors are due to the configuration of space-borne radiometers and the last one is 
commonly defined as the registration and resampling error. Hereinafter, the errors from the 
three factors will be referred to as the observation error in daily pixel-wise radiometer 
observations. This error will be very large and cannot be neglected in inhomogeneous 
regions, such as coastal region and mountain area (Ferraro and Marks, 1995; Kummerow et 
al., 1996; Wentz, 2013).   

So the raw time series of daily radiometer data is full of gaps and observation errors. 
In other cases (Hamilton et al., 2002, 1996, 2004; Sippel et al., 1994; Sippel et al., 1998), 
these two problems were solved by aggregating raw daily data over time and space: gap 
pieces can be filtered out by monthly compositing and observation errors can be mitigated 
by spatial averaging (Hamilton et al., 1996; Sippel et al., 1994). The detailed spatial and 
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temporal information about atmospheric and surface water content, however, is also filtered 
out by temporal compositing and spatial averaging 

1.3  Relationship between inundated area and river 

discharge 

Inundation patterns in space and time indicates changes in surface water storage, as a 
result of hydrological processes in a river basin. Long-term observations of surface water 
bodies derived from passive microwave observations can be used to study such patterns and 
understand better the hydrological processes in a river basin. For example, river stage is 
highly related to the total inundated area of the Amazon floodplain, thus it was possible to 
estimate the historical flooded area from river stage data since 1903 (Sippel et al., 1998). It 
has been shown that in the Mackenzie River basin, Canada, river discharge can be 
estimated from the fractional surface water area in the whole river basin by modifying the 
rating curve at the reference river section (Temimi et al., 2005).  

Passive microwave observations are closely related to surface wetness conditions, 
thus they can be also directly used to estimate river discharge. For example, river discharge 
in Amazon floodplain was linearly estimated from the resampled and upstream-integrated 
PDBT at 37 GHz, which was obtained by calculating the weighted moving average of 
previous, current and lagged PDBT observations (Vörösmarty et al., 1996). After removing 
the influence of vegetation and the atmosphere by re-calibrating the 37 GHz brightness 
temperature of a river crossing pixel using a local land pixel away from the river as a 
reference (Brakenridge et al., 2007), the recalibrated pixels were used to estimate the river 
discharge with a certain rating curve.   

The above studies clearly documented a time lag between inundated area and river 
discharge or stage-height, and this time lag changes in different catchments. The cross-
correlation analysis between the 37 GHz PDBT and river stage-height in several 
catchments of the Amazon floodplain showed that the time lag between peaks of inundated 
area and river stages varied between 0 and 2 months, depending on the location of the 
catchment (Sippel et al., 1998). The modified PDBT by Vörösmarty et al. (1996) considers 
the temporal influence of inundated area on river discharge for  the Amazon floodplain. In 
the study by Brakenridge et al. (2007), a time lag of 2 days occurred in the Wabash River, 
but no time lag was observed in the Red River. To take this time lag into account, a time 
factor was used to modify the rating curve and to estimate river discharge from inundated 
area retrieved from microwave observations in the Mackenzie River basin (Temimi et al., 
2005).  

These statistical analyses lead to the question how inundated area influences stream 
flow production in a river basin. As documented by Miller and Nudds (1996), changes of 
wetland area (i.e. the major form of inundated area in the studied floodplain) are closely 
related to changes of stream flow in the Mississippi River basin. It remains a challenge 
however, to relate quantitatively wetland changes, to stream flow variation, due to the 
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complicated processes involved in wetland hydrology and the difficulty to obtain detailed 
spatial data for whole river basin, such as soil properties. On the other hand, inundated area 
indicates water saturation conditions at top surface. In some conceptual hydrological 
models, such as the Xinganjiang model(Zhao, 1977, 1984), the Probability Distributed 
Model (PDM) rainfall-runoff model (Moore, 2007, 1985), the TOPMODEL (Beven and 
Kirkby, 1979; Beven et al., 1984), the Variable Infiltration Capacity (VIC) model (Liang et 
al., 1994; Wood et al., 1992) and the ARNO model (Todini, 1996),  water saturated soil is 
the key parameter to estimate streamflow from precipitation. In a catchment, the depth of 
saturated soil varies with topography and water storage (Beven and Kirkby, 1979; Wood et 
al., 1992), while inundated area derived from passive microwave observation at 37 GHz is a 
surface feature. This difference implies that a new model needs to be developed to account 
for the role that inundated area plays in stream flow production, based on these current 
hydrological models. This new model (Chapter 5) aims at better understanding the 
influence of inundated area on the mechanism of stream flow in a river basin. 

1.4  Problem statement 

Our area of interest is large floodplains in the subtropical zone of China, i.e. the 
Poyang Lake floodplain and the Dongting Lake floodplain (Fig. 1.1), where dense 
population is threatened by frequent floods. The analysis articulated in the previous section 
leads to conclude that long-term daily or weekly observations of surface water body are 
very useful to study inundation patterns and to understand the hydrologic processes which 
determine such patterns. Observations of surface water bodies using optical and thermal 
sensors are limited by frequent clouds and precipitation and dense vegetation cover in our 
study area. Active microwave sensors, however, cannot supply daily or weekly 
observations covering such large floodplains. Microwave radiometers at 37 GHz are very 
suitable to observe inundation pattern in this subtropical zone, due to the capability to 
penetrate clouds and vegetation canopy, to the fast revisiting and to the large spatial 
coverage. Long-term data records at frequencies around 37 GHz and their free accessibility 
are also attractive (Table 1.3), especially to study the inundation pattern for a long period of 
time. Since microwave at 37 GHz senses a depth of roughly 0.8mm (Ulaby et al., 1981), it 
detects open water, inundated area and water saturated soil surface, i.e. the Water Saturated 
Surface (WSS).  

The methods mentioned above for passive microwave observations of surface water 
bodies cannot be directly applied to observe daily inundated area in a subtropical zone, 
mainly due to the seasonality of vegetation and surface roughness. The method that uses the 
brightness temperature difference was developed by assuming that vegetation attenuation is 
constant in time and space at 37 GHz (Choudhury, 1989, 1991; Giddings and Choudhury, 
1989). This assumption, however, does not hold for areas covered by seasonal vegetation. 
The clustering method used by Prigent et al. (2001b); and Prigent et al. (2007) can be only 
applied to a smooth surface. Within the same cluster of NDVI or backscatter values, surface 
emissivity and its polarization difference depend on both surface wetness and roughness. 
Variable surface roughness will change the emissivity and the polarization difference 
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emissivity of the water saturated and dry targets that are used to relate the retrieved 
emissivity to surface wetness, so this will enlarge the uncertainty in the clustering method 
(e.g. Prigent et al., 2001a; Prigent et al., 2001b; Prigent et al., 2007) and the linear models 
(e.g. Basist et al., 1998; Basist et al., 2001; Fily et al., 2003; Tanaka et al., 2003; Temimi et 
al., 2005). The effect of the variability in surface roughness on the linear relationship 
between surface wetness and emissivity has not been well studied in previous studies. 
Above all, a new method needs to be developed to retrieve surface emissivity underneath 
seasonal vegetation cover and to take variable surface roughness conditions into account for 
estimating surface wetness condition from the retrieved surface emissivity. 

 

Figure 1.1: The land cover map of the Poyang Lake and Dongting Lake floodplains. The red 
rectangle in right-down map is the location of these two floodplains in China.  
 

To observe surface water bodies with microwave radiometers, atmospheric influence, 
observation gaps and observation errors in passive microwave data need to be removed. 
Ancillary data on atmospheric water content, e.g. TIROS Operational Vertical Sounder 
(TOVS) products (Prigent et al., 1997; Rossow and Schiffer, 1999)), is needed to account 
for daily atmospheric water content, when to retrieve surface emissivity  (e.g. Prigent, 
2001b; Prigent et al., 2007).  It is difficult, however, to obtain ancillary data simultaneously 
with the passing time of microwave radiometers (Prigent et al., 1997). Moreover, ancillary 
data has insufficient accuracy in the presence of clouds or rain (e.g. Behrangi et al., 2016; 
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Boukabara et al., 2010; Prigent et al., 1997; Reale et al., 2003). Besides the influence from 
atmospheric water content, observation gaps and geolocation errors are additional 
difficulties when analyzing consistent changes in surface conditions from microwave 
radiometer observations. The methods mentioned above, i.e. temporal compositing and 
space averaging, however, filter out detailed information on space and time variability 
captured by the original observations, and are not suitable to process daily observations. 
Thus a new method needs to be developed to solve these problems with less dependence on 
ancillary data and retaining the spatial and temporal resolution of the original microwave 
radiometer data.   

The inundation pattern in the subtropical zones of this study, i.e. the evolution of WSS 
area in space and time, is closely related to monsoon and irrigation plans. Human impacts 
on inundation pattern are much more significant in the Poyang Lake and Donging Lake 
floodplains than those in the tropical forest regions. The rating curve or regression method 
between inundated area and river discharge that were applied in previous studies in the 
Amazon River basin (Sippel et al., 1998) and the Mackenzie river Basin (Temimi et al., 
2005) may not be appropriate for the floodplains in our study area with extensive irrigation. 
Moreover, the WSS area cannot be directly used by the current hydrological models to 
study the relationship between WSS area and streamflow, due to the difference in the very 
shallow depth associated with WSS and the depth of water saturated soil as applied in 
hydrological models. To understand how inundation pattern influences stream flow 
production, a new model needs to be developed based on the mechanisms that are used in 
current conceptual hydrological models. 

1.5  Research questions and objectives 

To solve the problems outlined above, the research questions leading to this thesis are 
detailed as follow: 

1. Is there a method to retrieve Water Saturated Surface from PDBT at 37 GHz 

taking the seasonality of vegetation cover and surface roughness into account? 

In the studies by Hamilton et al. (2002, 1996, 2004); Sippel et al. (1994); Sippel 
et al. (1998); Tanaka et al. (2003), PDBT at 37 GHz filtered out the up-welling 
atmospheric emittance but did not take seasonal vegetation, e.g. in a subtropical zone, 
into account. A radiative transfer model that includes a scatter model to simulate 
vegetation attenuation can be applied to retrieve Polarization Difference Effective 
Emissivity (PDEE) from the PDBT at 37 GHz. For example, in the zero-order 
radiative transfer model of (Choudhury, 1989, 1991), vegetation attenuation is 
quantified by vegetation optical thickness. There has been a lot of work on the 
parameterization of this optical thickness from satellite observations, such as 
Microwave Vegetation Index (MVI) (Shi et al., 2008), Leaf Area Index (LAI) (Wen et 
al., 2003) and Normalized Difference Vegetation Index (NDVI) (Gao et al., 2004). 
Previous work assumed that the observed area is fully covered by vegetation. 
Vegetation fractional cover, however, is variable in our study area, but can be 
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estimated from NDVI using a linear function. This parameter needs to be accounted 
for in the radiative transfer model. The relationship between monthly NDVI and 
PDBT at 37 GHz has been studied extensively for semi-arid vegetation, forest and 
grasslands (Choudhury, 1989, 1991; Choudhury and Tucker, 1987; Choudhury et al., 
1990; Giddings and Choudhury, 1989). In semi-arid areas, the PDBT is negatively 
correlated with NDVI. This suggests that when soil moisture is rather stable, 
attenuation by vegetation can be obtained from NDVI. This idea will be extended in 
Chapter 2.  

The relationship between PDEE and degree of soil water saturation at the sensed 
depth of microwave radiometers is the bridge connecting satellite observations with 
the regional soil water saturation condition at that depth. Taking the shallow sensed 
depth at 37 GHz and the spatial heterogeneity of soil water saturation conditions into 
account, the regional soil water saturation condition can be expressed as the fractional 
area of WSS (see section 2.3.4). The PDEE measured by a microwave radiometer is 
determined by the dielectric constant of a soil-water mixture and the surface 
roughness. The quasi-linear relationship between degree of soil water saturation and 
PDEE was first studied by De Ridder (2000) at 19 GHz by simulating soil emissivity 
of a smooth surface with a dielectric mixture model, i.e. Wang-Schmugge model 
(Wang and Schmugge, 1980). The dielectric constant of a soil-water mixture is, 
however, frequency dependent. Two types of dielectric mixture models, i.e. physical 
(e.g. Dobson model (Dobson et al., 1985)) and empirical (e.g. Wang-Schmugge model 
(Wang and Schmugge, 1980)) models, have been developed to relate the dielectric 
constant of soil-water mixture to soil properties. But their parameters are calibrated 
against the measurements at various frequencies, i.e. Wang-Schmugge model at 1.4 
GHz and 5 GHz and Dobson model from 1.4 GHz to 19 GHz. At 37 GHz, the 
uncertainty in simulated PDEE by both Wang-Schmugge model and Dobson model is 
large, according to the measurements by Calvet et al. (1995). There is, however, no 
other study about the soil-water mixture model at 37 GHz, currently. Thus both 
Wang-Schmugge model and Dobson model will be applied to evaluate whether the 
linear relationship between PDEE and soil moisture still holds at 37 GHz. The 
influence of surface roughness on this linear relationship can be analyzed by 
introducing various surface roughness models, e.g. the Qh roughness model 
(Choudhury et al., 1979; Mo and Schmugge, 1987; Wang and Choudhury, 1981)  or 
the Qp roughness model (Shi et al., 2005). Thus the possible linear relationship at 37 
GHz for various rough surface can be evaluated by combining a soil-water mixture 
model and a surface roughness model.  

2. Is it possible to design a method to remove the atmospheric influence, 

observation gaps and errors in time series of microwave observations? 

As mentioned above, a time series of microwave observations  includes four 
component signals: the surface signal including surface emittance and vegetation 
attenuation, the atmospheric signal including the emittance and attenuation of 
atmospheric water content, observation gaps and observation errors (Shang et al., 
2016). To derive the surface signal from the time series of microwave observations, 
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the Discrete Fourier Transform (DFT) (Agrawal et al., 1993; Keogh et al., 2001; Lin 
et al., 1995; Mörchen, 2003; Wu et al., 2000) can be used to identify the spectral 
features of component signals. Given its linear and multiplicative properties, the DFT 
of a time series of gappy-and-noisy microwave observations can be modeled as a 
weighted linear combination of the DFT of its component signals. Taking the PDBT 
observations at 37 GHz as an example, the spectral features of observation gaps and 
errors can be identified in the power spectrum of the PDBT time series, by properly 
modelling the time series of observation gaps and errors.  

It is often assumed that the changes in atmospheric conditions are much faster 
than in  surface conditions (see e.g. Prigent et al. (1997)), which gives the opportunity 
to separate the spectral features of atmospheric and surface signals. The spectral 
features of the atmospheric signal can be revealed by the time series of rain-gauge 
data, since the emittance and scattering of atmospheric water content at 37 GHz is 
mainly due to the hydrometeors (Choudhury et al., 1992). The surface emittance, 
however, is also influenced by precipitation. Studies on field-measured soil moisture 
show that the soil moisture signal is dominated by seasonal changes (see e.g. Entin et 
al. (2000); Skøien et al. (2003); Vachaud et al. (1985); Vinnikov et al. (1996); Wilson 
et al. (2004)), i.e. the characteristic time scale of soil moisture in top 10 cm is 1 to 2.4 
months. On the other hand, ground-measured precipitation time series do show an 
annual component but no significant seasonal changes (Skøien et al., 2003), with 
much larger short-term periodic variations than soil moisture (D'Odorico and 
Rodrı́guez-Iturbe, 2000), i.e. closer to a random process. Thus, the power spectrum of 
precipitation time series can be used to identify the frequency range associated with 
the large but short-term periodic variations in the atmospheric signal. 

According to the spectral range of each component signal, various filter designs, 
e.g. boxcar filter (Lee et al., 1998; Nerem et al., 1999), can be applied to remove the 
spectral features in a specific frequency range. The spectral features of some 
component signals may be located in a similar frequency range. For example, the 
spectral features of the atmospheric signal may be located in a frequency range that 
also includes spectral features of the surface signal. If the spectral features of these 
two signals overlap (i.e. have same frequencies), we cannot separate the amplitude 
contribution of these signals. Thus, we assume that in the frequency rang where the 
atmospheric and surface signals overlap, the spectral features derived from the rain-
gauge time series are all associated to the atmospheric signal and the remaining 
spectral features to the surface signal. The Harmonic ANalysis of Time Series 
(HANTS) algorithm (Menenti et al., 1993; Verhoef, 1996) can model the time series 
according to the user-defined harmonic components. Thus, the identified spectral 
features of the surface signal can be used by HANTS algorithm to reconstruct the 
surface signal from PDBT time series and remove the influence of the atmospheric 
signal in the PDBT time series. Above all, with a new hybrid method, named as Time 
Series Analysis Procedure (TSAP), the noisy component signals in the PDBT time 
series can be removed and the surface signal can be extracted. 
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3. Is it possible to build up a new rainfall-runoff model that applies the retrieved 

WSS to model the surface water balance? 

The WSS area is the result of processes at the surface including precipitation, 
evapotranspiration, regional water storage and drainage. It determines the partition of 
precipitation into overland and infiltrated flows at the surface (Beven and Kirkby, 
1979; Liang et al., 1994; Sivapalan et al., 1987; Wood et al., 1992). Overland flow 
reaches directly channels and rivers, while infiltrated flow is stored by soil layers and 
gradually released into channels and rivers. The VIC model simulates stream flow as 
the sum of direct runoff (i.e. overland and fast subsurface flow) and base flow (i.e. 
slow water flow released by soil layers and ground water) (Wood et al., 1992). The 
infiltration capacity parameter and regional water storage, which are used by the VIC 
model to identify the fast and slow water flows, are difficult to be estimated or 
calibrated. On the other hand, the daily WSS retrieved from PDBT at 37 GHz is an 
indicator of the changes of regional water storage and evapotranspiration and 
determines the partition of each antecedent precipitation at the surface. It is possible to 
modify the structure of VIC model to use the WSS area.  

The catchment response to rainfall includes the partition of precipitation into 
different water flows and the drainage of precipitation into rivers and channel. 
Conceptual hydrological models, e.g. VIC, simplified the quantification of 
precipitation contribution to stream flow. Some statistical models, e.g. the two 
component linear model by Jakeman and Hornberger (1993); Jakeman et al. (1990), 
show that this quantification can also be estimated by a time series method, e.g. a 
recursive linear regression, according to the relationship between the time series of 
stream flow and precipitation. To fully use the high frequency and long-term 
observations of WSS, the physical basis of the VIC model is combined with the time 
series method, to simulate stream flow and understand the role that the WSS plays in 
the catchment response to rainfall.    

Accordingly, the research objectives of this thesis are: 

1. To retrieve the daily fractional area of Water Saturated Surface in large 

floodplains from PDBT at 37 GHz  

2. To extract the surface signal from PDBT time series by removing the 

atmospheric influence, observation errors and gaps 

3. To develop a new rainfall-runoff model to simulate stream flow with the 

retrieved WSS 

1.6  Thesis outline 

There are other six chapters besides Chapter 1 Introduction. Their contents are 
summarized below. 
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Chapter 2 introduces the two-step model to retrieve the fractional WSS area from 
PDBT at 37 GHz: 1) the radiative transfer model to retrieve the PDEE from PDBT at 37 
GHz; 2) the linear model to derive the fractional WSS area from the retrieved PDEE. The 
1st research question will be addressed through the development of the simplified radiative 
transfer model that takes the fractional vegetation cover into account and is used to 
parameterize vegetation optical thickness based on the studies on PDBT and NDVI in 
flooded paddy fields. The relationship between WSS and PDEE is determined by numerical 
analysis combining soil-water-mixture models and a surface roughness model. Both 
physical and empirical models, i.e. the Dobson model (Dobson et al., 1985) and the Wang-
Schmugge model (Wang and Schmugge, 1980), will be applied to evaluate the impact of 
model uncertainty on estimated dielectric constant of a soil-water mixture at 1.4 GHz, 19 
GHz and 37 GHz (Calvet et al., 1995) and more specifically whether the linear relationship 
between soil moisture and PDEE depends on different models and frequencies. A surface-
roughness model, i.e. Qp model (Shi et al., 2005), is used to analysis the influence of 
surface roughness on the linear relationship. The linear model to retrieve the fractional 
WSS area from PDEE is then derived based on the above analyses.  

Chapter 3 addresses the 2nd research question by using Discrete Fourier Transform 
(DFT) and harmonic analysis. A numerical model is developed to mimic a time series of 
gappy-and-noisy PDBT observations. The spectral features of the PDBT time series are 
analyzed for each component signal, given the linear and multiplicative properties of DFT. 
Based on that, a hybrid method, the Time Series Analysis Procedure (TSAP), was 
developed and  includes two steps: 1) identify the spectral ranges of observation gaps and 
errors according to the spectral analysis of the numerical model and filter them out by a 
modified boxcar filter; 2) identify the spectral features of the atmospheric signal according 
to the spectral analysis of rain-gauge time series and remove them by the Harmonic 
ANalysis of Time Series (HANTS) algorithm. The spectral features of the surface signal 
can be identified by excluding the spectral features of the atmospheric signal in the power 
spectrum of PDBT time series.  We then applied the HANTS algorithm to reconstruct the 
surface signal, using these spectral features to remove the atmospheric signal. The 
statistical evaluation of this hybrid method is also demonstrated.  

Chapter 4 presents a case study on inundation patterns in the Poyang Lake and 
Dongting Lake floodplains using the methods described above. The overall method to 
retrieve WSS from PDBT combines the TSAP and the two-step model and is evaluated by 
comparing the retrieved WSS area in Poyang Lake with the lake area observed by 
MODerate-resolution Imaging Spectroradiometer (MODIS) and Advanced Synthetic 
Aperture Radar (ASAR). This overall method will be applied to the whole Poyang Lake 
floodplain to study the relationship between the lake extension and WSS area in upstream. 
The evolution of WSS area in the Poyang Lake and Dingting Lake floodplains will be 
demonstrated in a dry and wet year respectively, in order to study the relationship between 
WSS area, precipitation and stream flow and the possibility of using WSS area for flood 
early warning.  

Chapter 5 addresses the 3rd research question. A discrete rainfall-runoff model was 
developed to fully use the retrievals of WSS from 37 GHz PDBT. This model is based on 
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the redistribution of antecedent precipitation in a certain period and the water balance 
equation. Three implementations of the model are developed with increasing complexity, 
using the retrievals and the observed ground water table depth to reduce the duration 
required to achieve a reasonable performance. The three levels are defined by the key-
variables as: 1) precipitation and base flow; 2) overland, infiltrated and base flows; 3) 
overland, potential subsurface and base flows. The set of model parameters can be 
calibrated with a linear regression method and metrics for model performance are 
illustrated. 

Chapter 6 introduces a case study on modelling stream flow with the three 
implementations of the discrete rainfall-runoff model and the retrieved WSS in Xiangjiang 
River basin. The three implementations of the discrete rainfall-runoff are calibrated for dry 
(2005) and wet (2002) years and validate in a relative wet year (2001). Cross validation 
method is applied in the calibration period to evaluate whether over-fitting occurs when the 
duration is increased step-wisely. The application of this model is also aimed to study how 
WSS influences the catchment response to precipitation. 

Chapter 7 summarizes the major developments and results in the thesis and outlines 
the perspectives.  
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Chapter 2 

The two-step model  

2.1  Introduction  

The brightness temperature measured by microwave radiometers can be modeled as a 
linear combination of emittance and scattering from surface, vegetation, and atmosphere on 
the basis of radiative transfer theory (Mätzler, 2006). Surface emittance is determined by 
surface effective emissivity and temperature, of which the former is related to soil moisture 
and surface roughness. In wet areas the surface emittance is dominated by the, Water 
Saturated Surface (WSS), i.e. the sum of open water, inundated area and water saturated 
soil surface, due to the shallow detected depth at 37 GHz (0.08mm - 8mm). To retrieve the 
WSS fractional area from microwave observation, vegetation and atmospheric influence 
needs to be estimated or removed. The influence from atmospheric water content will be 
dealt with in Chapter 3, thus this chapter focuses on quantifying vegetation scattering and 
attenuation, especially for a water surface under seasonal vegetation cover. The relationship 
between soil moisture and surface emissivity can be expressed by a linear model (see e.g. 
Basist et al., 1998; Choudhury, 1991; Fily et al., 2003; Prigent et al., 2001b; Prigent et al., 
2007; Sippel et al., 1994; Temimi et al., 2005). The linear relationship at 37 GHz and at 
rough surface, however, has not been well studied yet. This chapter will evaluate the linear 
relationship at 37 GHz under various surface roughness conditions.  

The influence of vegetation canopy on the radiation emitted or reflected by the surface 
may be simulated with various scattering models, such as the zero-order scattering model 
(Kirdiashev et al., 1979; Wigneron et al., 1993), the single-scattering model (Tsang et al., 
1982) and the multi-scattering model (Wiesmann and Mätzler, 1999).The differences 
among these models lie in the complexity in the radiation scattering by vegetation canopy. 
In many studies on the observation of inundated area with microwave radiometers, a zero-
order scattering model was applied (e.g. Basist et al., 1998; Choudhury, 1989). In this 
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chapter, the zero-order radiative transfer model is simplified to retrieve the Polarization 
Difference Effective Emissivity (PDEE) from microwave observations at 37 GHz. In areas 
partially covered by vegetation, it is difficult to quantify the absorption and scattering of 
vegetation layers, which may change seasonally in subtropical zones. The Polarization 
Difference Brightness Temperature (PDBT) at 37 GHz shows an opposite trend to the 
Normalized Difference Vegetation Index (NDVI) on surface wetness and vegetation 
conditions in semi-arid regions (Choudhury, 1989, 1991). This implies that the vegetation 
influence, i.e. vegetation coverage and optical thickness, on PDBT at 37 GHz can be related 
to NDVI. If vegetation would be the only factor to determine changes in PDBT, paired 
observations of PDBT and NDVI could be used with a zero-order radiative transfer model 
to estimate the vegetation influence.  

The retrieved surface effective emissivity or its polarization difference is assumed to 
be linearly related to the wetness or water saturated soil surface (see e.g. Basist et al., 1998; 
Choudhury, 1991; Fily et al., 2003; Prigent et al., 2001b; Prigent et al., 2007; Sippel et al., 
1994; Temimi et al., 2005). Polarization Difference Emissivity (PDE), i.e. the difference 
between horizontally and vertically polarized emissivity, was preferred in many cases (e.g. 
Choudhury (1991); Fily et al. (2003); Prigent et al. (2001b); Prigent et al. (2007); Tanaka et 
al. (2003); Temimi et al. (2005)), since it filters out the up-welling atmosphere emittance. 
Owe et al. (2001) proved that the PDE at 19 GHz is quasi-linearly related to degree of soil 
water saturation, using the Wang-Schmugge model (Wang and Schmugge, 1980) to 
simulate the dielectric constant of a soil-water mixture. The dielectric constant of a soil-
water mixture, however, depends on frequency, while there is no numerical model 
developed for 37 GHz yet. The Wang-Schmugge model is an empirical dielectric mixture 
model developed for L and C bands. On the other hand, the Dobson model (Dobson et al., 
1985), as a semi-physical model, developed and validated for 1.4 GHz – 18 GHz, thus 
possibly applicable at higher frequencies, e.g. 19 GHz. The experiment by Calvet et al. 
(1995), however, shows that the uncertainty of both the Dobson model and the recalibrated 
Wang-Schmugge model is large at 37 GHz. It needs to be evaluated whether the linear 
relationship between degree of soil water saturation and PDE still holds at 37 GHz or at 
least whether is model dependent. To mitigate the impact of these uncertainties in the soil-
water mixture models at 37 GHz, we applied both the Wang-Schmugge model and the 
Dobson model at 1.4 GHz, 19 GHz and 37 GHz. The trend in the simulated PDE vs. soil 
water saturation at these frequencies, may help us determine which model may be applied 
at 37 GHz and whether the linear relationship still holds at 37 GHz.  

In previous studies (see e.g. Owe et al. (2001); Prigent et al. (1997)), the surface was 
assumed to be smooth. In reality, at the same surface water content, the emissivity of a 
rough surface is lower than the one of a smooth surface. The surface property retrieved 
from microwave radiometric data is the effective emissivity, i.e. the emissivity attenuated 
by surface roughness. It is not clear yet whether the linear relationship between degree of 
soil water saturation and surface emissivity still holds when surface roughness is taken into 
account. There are many surface roughness models developed, such as Qh model 
(Choudhury et al., 1979; Mo and Schmugge, 1987; Wang and Choudhury, 1981), Qp model 
(Shi et al., 2005) and so on. Among them, the Qp roughness model can simulate the 
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effective emissivity at 37 GHz (Shi et al., 2005) and is applied to evaluate the influence of 
surface roughness on the linear relationship in this chapter. Based on this relationship, a 
linear model to retrieve fractional area of WSS from the Polarization Difference Effective 
Emissivity (PDEE) will be derived, which takes the shallow sensed depth at 37 GHz and 
the spatial heterogeneity of soil water saturation conditions into account. 

A two-step model is developed in this chapter, to retrieve the fractional area of WSS 
from PDBT at 37 GHz in a region covered by seasonal vegetation and with various surface 
roughness conditions. The model includes two steps: the 1st step to retrieve PDEE from 
PDBT using a simplified radiative transfer model; the 2nd step to retrieve the fractional area 
of WSS from the PDEE with a linear model. In section 2.2, the zero-order radiative transfer 
model was simplified to apply to PDBT observations at 37 GHz. The methods to determine 
model parameters, especially those related to the vegetation influence, are also described. In 
section 2.3, the linear model is derived from the numerical analysis of the relationship 
between soil moisture and surface emissivity. The Dobson model and Wang-Schumgge 
model were applied to a smooth surface to study the relationship between the PDEE at 1.4 
GHz, 19 GHz and 37 GHz, and degree of soil water saturation. PDEE at 37 GHz was 
calculated with the Qp roughness model to evaluate the relationship for a rough surface. In 
section 2.4, the parametrization of the two-step model for the area with seasonal vegetation 
and given surface roughness conditions is explained and a case study on the Poyang Lake 
floodplain is developed. Vegetation types, the irrigation schedule applied to paddy fields 
and surface roughness of the study area are illustrated. The data set, i.e. microwave 
brightness temperature and NDVI, are described, including the procedure to bin each set of 
observations into the same grid system to parameterize the vegetation influence. The 
conclusions are summarized in section 2.5   

2.2  Retrieving the Polarization Difference Effective 

Emissivity  

2.2.1 The zero-order radiative transfer model 

The zero-order radiative transfer model assumes that the total polarized scattered 
radiation through a vegetation canopy is zero along the direction of wave propagation, and 
only single interactions between vegetation and the soil surface are taken into account. This 
model was first derived by Kirdiashev et al. (1979), and was also called the ‘ω-τ’ model  by 
Wigneron et al. (1995). According to the Rayleigh-Jeans approximation, radiation 
measured by a microwave radiometer can be linearly related to the brightness temperature. 
Neglecting the atmospheric radiation scattered by vegetation in the zero-order model, 
Choudhury (1989) modeled the brightness temperature at the top of vegetation canopy, i.e. 
TBS, as: 
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          21 1 1BS v s v p v v v dT p p t T t p t T p t T                            (2.1) 

where p is the polarization, θ is the incidence angle, Ts and Tv are the temperature of the soil 
surface and vegetation respectively, Td is the down-welling brightness temperature of 
atmosphere; ϵ(p,θ) is the surface emissivity at polarization p and with incidence angle θ,  
Γ(p,θ) is the surface reflectivity at polarization p with incidence angel θ, according to the 
Kirchhoff’s law:  

   , + , 1p p     (2.2) 

ωp is the single scattering albedo at polarization p 

s

p

e





  ,    e a s     (2.3) 

where γa is the absorption, γs the scattering and γe the extinction coefficient of the layer 
between the soil surface and vegetation respectively, and tv is the transmission function of 
the vegetation canopy 

exp
cos

v

vt




 
  

 
 (2.4) 

where τv is the optical depth (also called optical thickness) of the vegetation canopy.  

The measured brightness temperature by space-borne microwave radiometers at the 
top of atmosphere, i.e. TB, is 

   , ,
B BS a u

T p T p t T     (2.5) 

where Tu is the up-welling brightness temperature of atmosphere and ta is the transmission 
function of atmosphere 

exp
cos

a

at




 
  

 
 (2.6) 

where τa is the optical depth of atmosphere. The influence of the atmosphere will be 
explained in Chapter 3. In the following text, atmosphere is assumed to be transparent, i.e. 
ta=1. 

2.2.2 The simplified radiative transfer model  

The brightness temperature for horizontal or vertical polarization measured by 
microwave radiometers includes the emittance from vegetation canopy and atmosphere, 
besides the surface emittance. The zero-order radiative transfer model can be simplified for 
observations at 37 GHz. Atmospheric emittance is not the signal we are targeting for land 
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surface studies and we assumed is un-polarized, i.e. the same magnitude for horizontal and 
vertical polarization. Under this assumption, the up-welling atmospheric brightness 
temperature is filtered out by using the difference between the vertically and horizontally 
polarized brightness temperature, i.e. PDBT. In the night or early morning it can be 
assumed that surface temperature is the same as vegetation temperature, i.e. Tv = Ts, and the 
reflected fraction of vegetation brightness temperature (emittance) scattered by the surface 
is very small, i.e. Γ(p,θ) ×ωp <<0 (Choudhury, 1989). Thus, according to Eq. (2.1), Eq. (2.2) 
and Eq. (2.5), PDBT, i.e. ∆T, at 37 GHz can be written as: 

   

         2 2
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1 , ,
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 (2.7) 

where Tsv is the temperature of the soil-vegetation system. The above equation expresses 
the PDBT from an area fully covered by vegetation. For areas with partial vegetation cover, 
the PDBT can be expressed as: 
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 (2.8) 

where fv is the fractional area of vegetation and Tsb is the temperature of bare soil. If only 
the microwave observation during night or early morning is used, it can be assumed that 
Tsb=Tsv. According to the field measurements by Pampaloni and Paloscia (1985), the 
difference of vertically and horizontally polarized single scattering albedos is very small. 
Thus ωH – ωV can be neglected in Eq. (2.8). The down-welling atmospheric emittance, i.e. 
Td, can be removed through the methods described in Chapter 3. Eq. (2.8) can then be 
simplified as: 

 1v v v sT f t f T 
         (2.9) 

where Ts is the surface temperature, Δϵ is the difference of vertical and horizontally 
polarized emissivity  

       , , , ,V H H V           (2.10) 

If the surface is smooth, Δϵ is the PDE; if the surface is rough, Δϵ is the PDEE. 
Equation (2.10) is derived according to Eq. (2.2).  

2.2.3 Parameter derivation  

To calculate PDEE from PDBT at 37 GHz with Eq. (2.9), surface temperature, 
fractional area of vegetation and vegetation transmission function need to be estimated. Ts 
can be obtained from the vertically polarized brightness temperature TB,37V at 37 GHz 
(Holmes et al., 2009): 
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,371.11 15.2s B VT T    (2.11) 

According to Gutman and Ignatov (1998), the fractional area of vegetation, i.e. fv, can 
be estimated from the observed NDVI:  

   v soil veg soilf NDVI NDVI NDVI NDVI    (2.12) 

where NDVIsoil is the NDVI value of bare soil, and NDVIveg is the value of full vegetation 
cover. We assumed NDVIsoil = 0, since water saturated surface is observed. The NDVIveg is 
set as 0.60, the same as that of shrub land (Montandon and Small, 2008).   

The vegetation transmission function, i.e. tv, is determined by the vegetation optical 
thickness τv in Eq. (2.4). τv may be a linear function of NDVI (Vandegriend and Owe, 1993). 
Thus, Eq. (2.4) can be modified as: 

 expvt NDVI    (2.13) 

where σ is the coefficient to relate vegetation optical thickness to NDVI at incidence angle 
θ.  

The opposite fluctuations of the time series of NDVI and PDBT in arid areas 
(Choudhury and Tucker, 1987) suggest that when surface temperature and wetness are 
constant, the ΔT changes only due to vegetation influences, i.e. fractional vegetation  cover 
and optical thickness. To derive vegetation optical thickness, Eq. (2.9) is modified as:  

    1 exps v vT T f f NDVI          (2.14) 

where ΔTs=Ts×Δϵ, which is the PDBT of surface. The coefficient “σ” in Eq. (2.14) can be 
determined with a set of observations where ΔTs is constant and ΔT changes only with fv. 
Because fv can be estimated from NDVI by Eq. (2.12), the only undetermined parameters in 
Eq. (2.14) are two constants: ΔTs, and coefficient “σ”. Thus by regressing the variable 
NDVI with its dependent variable ΔT using Eq. (2.14), the coefficient “σ” can be estimated. 
Paddy fields in flooding periods fit our assumptions and are used to determine this 
coefficient (see Sect. 2.4.2). 

2.3  Relationship between WSS and surface emissivity   

2.3.1 Dielectric constant of a soil-water mixture 

Surface emissivity is determined by the dielectric constant of a soil-water mixture, i.e. 
ε, which depends on soil moisture and frequency. Both empirical and physical models, e.g. 
Wang-Schmugge model  (Wang and Schmugge, 1980) and the Dobson model (Dobson et 
al., 1985), have been developed to simulate the dielectric constant of a soil-water mixture, 
but for frequencies not higher than 18 GHz. Currently, there is no soil-water mixture model 
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developed at 37 GHz yet, and both physical and empirical models lead to large uncertainty 
in the simulation of soil emissivity at 37 GHz (Calvet et al., 1995). To mitigate the impact 
of model uncertainty, in this study, both the Wang-Schmugge model  (Wang and Schmugge, 
1980) and the Dobson model (Dobson et al., 1985) were used to estimate the PDE at 1.4 
GHz, 19 GHz and 37 GHz.  

2.3.1.1 Wang-Schmugge model 

In the Wang-Schmugge model, the dielectric constant of a soil-water mixture, i.e. ε, is 
parameterized as: 
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 (2.15) 

where PS is porosity of dry soil, εa, εw, εr, and εi, are the dielectric constants of air, fresh 
water, rock and ice respectively. γ is the parameter used to fit the equation with 
experimental data; Wc is the soil moisture content (cm3 cm-3); Wt is the transition moisture 
(cm3 cm-3), before and after which, the dielectric constants of a soil-water mixture is 
increasing. 

Table 2.1: The dielectric constant of ice, air and rock used by the Wang-Schmugge model 

 
ε' ε" 

ice 3.2 0.1 

air 1 0 

rock 5.5 0.2 

 

Table 2.2: The dielectric constant of fresh water at three frequencies 

Frequency 1.4 GHz 19 GHz 37 GHz 

ε 'w= 79.3 39.2 18.8 

ε "w= 6.0 37.1 28.7 

 

According to the measurements by Calvet et al. (1995), γ = 0.81, and Wt =0.17 at 36.5 
GHz, which are used at 37 GHz. PS of dry soil was assumed to be 0.5. The dielectric 
constants of ice, air and rock are given in Table 2.1. The dielectric constant of fresh water, 
i.e. εw, changes with frequency (Table 2.2), and is determined by the model developed by 
Liebe et al. (1991); Manabe et al. (1987).  
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2.3.1.2 Dobson model 

In Dobson model, the dielectric constant of a soil-water mixture is parameterized as: 

  1 1 1s c w cPS W W            (2.16) 

where Wc is the soil moisture content (cm3 cm-3); α = 0.65 is the shape factor; β is a 
coefficient depending on the soil-texture 

 
'

127.48 0.519 0.152
100

S C


 
  (2.17) 

 
"

133.797 0.603 0.166
100

S C


 
  (2.18) 

where S and C is the percentage of sand and clay respectively; εw is the dielectric constant 
of fresh water calculated from a modified Debye equation (Lane and Saxton, 1952) under 
different frequencies (also applicable at 37 GHz), which can be referred to Dobson et al. 
(1985); εs is the dielectric constant of dry soil and is set as 4.5 at frequencies between 1.4 
GHz and 18 GHz, according to Dobson et al. (1985), which does not change with frequency 
and thus can be used at 37 GHz. A silt loam soil is used in this numerical analysis with 13.5% 
clay and 30.6% sand, thus β can be determined through Eq. (2.17) and Eq. (2.18). The 
major uncertainty in the Dobson model at 37 GHz lies in the parameters α and β according 
to Calvet et al. (1995). In this case, we need to verify whether α and β calibrated against the 
measurements from 1.4 GHz to 18 GHz can be applicable to estimate the PDE at 37 GHz. 
Thus, PDE at 1.4 GHz and 19 GHz, which is assumed to be reliable with Dobson model, is 
also calculated and helps us interpret the model performance at 37 GHz. 

The difference between the Wang-Schmugge and the Dobson model lies in the 
theoretical basis. The Wang-Schmugge model is a linear mixture of the soil components’ 
dielectric constants. It uses the wilting point to describe maximum bound water fraction, 
while the Dobson model used the double-layer model (Dobson et al., 1985) to describe the 
Debye type relaxation of a soil-water mixture. The Dobson model, however, is a linear 
mixture of the components’ dielectric constants to the power α, which is obtained from 
field measurements. From a theoretical point of view, the Dobson model describes better 
the dielectric constant at higher frequencies, e.g. 19 GHz, because it accounts for the 
imaginary loss of microwave radiance at higher frequencies.  

2.3.2 The linear relationship at a smooth surface  

The difference of vertical and horizontal polarized emissivity (i.e. PDE) can be 
calculated from surface reflectivity (Eq. (2.10)). Reflectivity of a smooth surface is derived 
from the Fresnel Equation: 
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where ευ is the dielectric constant of a soil-water mixture at frequency υ; Γs,s(H,θ,υ) and 
Γs,s(V,θ,υ) is horizontally (H) and vertically (V) polarized reflectivity respectively at smooth 
surface, with the incidence angel θ at frequency υ.  

PDE at 1.4 GHz, 19 GHz and 37 GHz is modelled with Eq. (2.10) where the polarized 
reflectivity is calculated with Eq. (2.19) and Eq. (2.20). The dielectric constant at the 
corresponding frequency is calculated from the Wang-Schmugge model (Eq. (2.15)) and 
the Dobson model (Eq. (2.16)) respectively. A silt loam soil is used in this numerical 
analysis with 13.5% clay and 30.6% sand, since it is the major soil type in the middle 
stream of the Yangtze River basin. Simulations by both models show (Fig. 2.1) that a quasi-
linear relationship exits at all frequencies, but with different slopes and intercepts. The 
Wang-Schmugge model gave a very similar slope at different frequencies: the PDE 
increased from 0.17 with volumetric soil moisture, reaching a plateau at ϵ = 0.3, when the 
volumetric soil moisture was close to 0.255 cm3 cm-3 (Fig. 2.1a), which is the field capacity 
of the silt loam soil according to De Ridder (2000). The simulations with the Dobson model 
show that the parameters of the quasi-linear relationship depend on frequency: The plateau 
ϵ had a very similar value around 0.3, at all three frequencies (Fig. 2.1b); at 1.4 GHz ϵ 
increased from 0.16 and reached the plateau ϵ when soil volumetric moisture close to 0.14 
cm3 cm-3. At 19 GHz  ϵ starts to increase from 0.15 and reaches the same plateau when 
soil volumetric moisture is around 0.26 cm3 cm-3, wetter than that at 1.4 GHz; At 37 GHz, 
ϵ around 0.14, lower than other two frequencies, and reaches  the plateau when soil 
moisture is close to 0.5 cm3 cm-3, i.e. totally water saturated.  

(a) (b) 
Figure 2.1: The simulated Polarization Difference Emissivity (PDE) vs. volumetric soil 
moisture for silt loam soil. Simulations by Wang-Schmugge model (a) and by Dobson 
model (b) 
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The Dobson model suggests that only at higher frequencies the relationship is close to 
a linear model, while Wang-Schmugge model gives similar quasi-linear relationships at all 
frequencies. It is interesting that linear or quasi-linear relationships occur at all frequencies 
in both model simulations and the plateau ϵ is almost constant for different frequencies, 
though Dobson model gives a frequency dependent slope and intercept ϵ.  

The difference between the Wang-Schmugge model and Dobson model is due not 
only to their physics basis, as explained in the previous section, but also to different 
calibration schemes. The parameters in the Wang-Schmugge model were calibrated against 
measurements of soil-water mixtures at 1.4 GHz, 5 GHz and at 36.5 GHz by (Calvet et al., 
1995), while the parameters in the Dobson model were calibrated against measurements at 
frequencies from 1.4 GHz to 18 GHz. The Dobson model overestimated the surface 
emissivity for both polarizations at 37 GHz, which leads to a maximum bias of 0.09 in the 
PDE, while, the maximum bias in the PDE at 37 GHz using the Wang-Schmugge model is 
around 0.05 (Calvet et al., 1995). The experiment done by Sippel et al. (1994), however, 
illustrates that the PDBT at 37 GHz is sensitive to the area of water saturated surface (i.e. 
volumetric soil moisture ≥ 0.5 cm3 cm-3),  not to the area of soil surface with moisture 
beyond the field capacity (i.e. volumetric soil moisture ≥ 0.26 cm3 cm-3). This indicates that 
the linear relationship in the Dobson model is closer to reality than the Wang-Schmugge 
model. Besides that, the simulation with Dobson model at 1.4 GHz and 19 GHz, of which 
the parameters are calibrated from measurements and thus are assumed to be reliable, 
strongly indicates that the slope of the linear relationship decreases with increasing 
frequencies. At 37 GHz, only the simulation with Dobson model fit this trend. Thus, in the 
next section, we used the Dobson model to estimate the PDEE of a rough surface.      

2.3.3 The linear relationship at a rough surface 

PDEE is calculated from PDE by taking the surface roughness into account. The Qp 
roughness model calculates the effective reflectivity as: 

         , ,, , , , 1 , ,p s s p s sp Q q Q p                 (2.21) 

where Γ*(p,θ,υ) is the effective reflectivity at frequency υ at p polarization and incidence 
angle θ; Qp(υ) is a roughness parameter. According to (Shi et al., 2005), for υ=37 GHz, 
Qp(37 GHz) is calculated from Qp(10.65 GHz) as 

   37 10.65
p p p p

Q GHz Q GHz     (2.22) 

where αp and βp are the coefficients obtained by applying the Advanced Integral Equation 
Model (AIEM). The surface roughness parameter at 10.65 GHz, i.e. Qp(10.65 GHz), is 
calculated as:  

     ln 10.65 lnp p p pQ GH z a b s l c s l         (2.23) 
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where ap, bp and cp are coefficients estimated from AIEM simulations at 10.65 GHz (Shi et 
al., 2005) and s/l is the ratio of r.m.s.1 height to correlation length, which is the roughness 
property of surface. 

According to Eq. (2.10) and Eq. (2.21), PDEE, i.e. ϵ*, is then calculated: 

 1 H VQ Q        (2.24) 

The ϵ given by Dobson model should be reliable at higher frequencies, because the model 
parameters are derived from field measurements at 19 GHz. Thus, the Dobson model is 
used to calculate ϵ in Eq. (2.24). The linear relationship between Δϵ* and soil moisture 
still occurs as shown in Fig. 2.2, though the intercept Δϵ* and the plateau Δϵ* are roughness 
dependent. The s/l value represents the surface roughness: smaller s/l value means a 
smoother surface.  The slope decreases with increasing roughness. This suggests that the 
linear model to retrieve WSS from PDEE needs to take surface roughness into account.  

 
Figure 2.2: Polarization Difference Effective Emissivity (PDEE) vs. volumetric soil 
moisture at 37 GHz 

2.3.4 The linear model to retrieve fractional area of WSS  

Through the numerical analysis in the above subsections, it can be concluded that soil 
moisture, i.e. Wc, is quasi-linearly related to PDEE at 37 GHz. According to the linear 
relationship shown in Fig. 2.2, the water saturation condition at surface can be linearly 
related to PDEE as: 
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1 r.m.s: root mean square 
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where Wsat (cm3 cm-3) is the volumetric soil moisture when it is totally water saturated, 
normally as 0.5 cm3 cm-3; Δϵdry

* and Δϵsat
* are the PDEE of a completely dry and water 

saturated soils respectively.  

Water Saturated Surface (WSS) is the area where the soil moisture exceeds the field 
capacity. Taking the spatial heterogeneity into account, the fractional abundance of WSS in 
the whole pixel, i.e. fss, can be expressed as: 

1
= =i ns i c

ss sii
sat sat

W W
f f

W W




  (2.26) 

where fsi is the fractional area of a sub-pixel with a volumetric soil moisture Wi (cm3 cm-3); 
ns is the number of sub-pixel areas. 

In Eq. (2.26), spatial heterogeneity of soil water saturation condition in one pixel 
region is represented by the various soil moistures in the subpixels. The regional water 
saturation condition is calculated as the sum of the saturation conditions in each sub-pixel 
fraction with the same soil moisture (Eq. (2.26)). The fractional area and the degree of soil 
water saturation of each sub-pixel in Eq. (2.26) can be exchanged with each other, since 
both can be taken as a weight factor of the other (both range from 0 to 1). Thus in Eq. 
(2.26), the fractional area of WSS has the same meaning as the regional water saturation 
condition. Inserting Eq. (2.25) into Eq. (2.26), the fractional area of WSS can be derived 
from PDEE as: 

dry

ss

sat dry

f

 

 

 

 

 (2.27) 

This linear model also holds when lower frequencies are used to retrieve PDEE, such as at 
19 GHz.  

2.4  Parameterization of the two-step model 

To apply the two-step model to retrieve the fractional area of WSS, the vegetation 
transmission function (Eq. (2.13) and in Eq. (2.14)) and the PDEE of a completely dry and 
water saturated soils in Eq. (2.27) needs to be estimated first. Our study area in this thesis is 
the Dongting Lake and the Poyang Lake floodplains, located in the middle reach of the 
Yangtze River basin. These two floodplains are in the subtropical zone and influenced by 
the same monsoon system, thus the vegetation types and their phenology in these two 
floodplains are similar. The Poyang Lake floodplain is used as an example to explain the 
parameterization of the two-step model in this section. The results will be used for further 
applications of the two-step model in both floodplains, as shown in Chapter 4 and Chapter 
6.  
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2.4.1 Vegetation and roughness conditions  

2.4.1.1 Vegetation condition 

The Poaceae are the major vegetation type in the Dongting Lake and Poyang Lake 
floodplains, including rice, Phragmites and other grasses. It can be assumed that the 
vegetation influence in these two floodplains can be derived from the flooded paddy fields, 
due to the similar structure of the Poaceae. Rice is the major crop in the region and paddy 
fields are planted with double-cycle rice in these two flood plains. About 73% of annual 
water consumption is used for irrigation (Ye et al., 2013). Paddy fields are flooded in 
specific periods of the rice growing season (Table 2.3 and Li et al. (2012)). Normally, 
between two subsequent flooding periods, there is a long dry period. Thus, the irrigated 
paddy fields can be taken as flooded or water-saturated area and the un-irrigated paddy 
fields can be taken as dry soil. The fractional area of paddy fields does not change year by 
year due to the control of rice production according to local statistical records2, and rice 
growth demands for a precise irrigation schedule. This implies that PDEE will be 
approximately constant during the flooding periods. The land surface temperature Ts will 
change in a small range in the early morning or night of the flooding periods (since only 
early morning and night observations are used), because of the relative high thermal 
capacity of water. Thus we assume that ΔTs averaged over flooding periods of paddy fields 
does not change in Eq. (2.16), and the only factor that change PDBT is the vegetation 
influence, i.e. the fractional vegetation abundance and vegetation optical thickness.  

 

 

 

 

                                                             

2 Statistical yearbook of Jiangxi Province, China 
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2.4.1.2 Roughness condition in the Poyang Lake  

The PDEE of dry and water saturated surface is influenced by surface roughness. This 
roughness may be due to topography, human activities (e.g. cultivation and land 
management), and wind. The first two factors are assumed to yield time-invariant surface 
roughness. The geomorphy of the Poyang Lake floodplain (Fig. 2.3) is introduced first to 
understand the historical records of wind speeds around the lake area. Poyang Lake and its 
flood plain are surrounded by mountains. The shape of the Poyang Lake floodplain looks 
like a quadrangle, with its northern edge facing to the North-West and southern edge facing 
to the South-East. The east and west edges are almost parallel (Fig. 2.3).  The mean north-
south distance is about 140 km and mean east-west distance is about 120 km. The lake has 
an irregular shape — it is located in the central floodplain and its East boundary is 
elongated in the same way as the East edge of the floodplain, with an N–S distance of about 
100 km and E – W distance of about 80 km. The lake connects to the Yangtze River to the 
North through a funnel shape area, with wide mouth to the South and narrow head to the 
North. Thus, in lake area, a North – South wind blows on most days. Only in July and 
August, the monsoon from the Indian Ocean forces a South – North wind. The connecting 
funnel area yields a higher wind speed in the narrow head to the North and the wind speed 
will decrease from North to South over the floodplain, after passing through this connecting 
area. 

Thus, the highest mean wind speed occurs in the northern Poyang Lake, with annual 
mean wind speed between 3.0 m s-1 and 4.0 m s-1 from 1998 to 2007. In the center of lake 
area, the mean wind speed is reduced to 2.0 – 3.0 m s-1. In the southern Poyang Lake 58% 
of the wind speeds measured at the Boyang weather station is less than 2.0 m s-1 and 97% is 
less than 4.0 m s-1. According to the polarimetric sea surface emissivity model developed 
by Wentz (1992), the difference between PDDE retrieved from flat open water surface and 
from open water surface with the wind speed ≤ 4.0 m s-1 is ≤ 0.017, much less than the 
reduction in PDEE induced by the roughness in soil (Fig. 2.2). Thus, we assume that in the 
driest condition of a pixel area including open water surface and land surface, the roughness 
of open water surface in Poyang Lake is almost constant and the overall roughness of the 
pixel area is due to the roughness of land surface. At the Nanchang meteorology station, in 
the South of the lake, the mean wind speed is only 1.7 m s-1. So, in this study, the impact of 
wind on land surface roughness has been assumed negligible, and the major determinants of 
surface roughness are topography and human activities.   
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Figure 2.3: DEM map of the Poyang Lake floodplain. The red rectangle in the right-down 
map is the location of the Poyang Lake floodplain in China. 

2.4.2 Data set 

To parameterize the vegetation transmission function with Eq. (2.14), PDBT 
observations at 37 GHz are needed and both fractional vegetation abundance and vegetation 
optical thickness are estimated from NDVI in Eq. (2.14). Currently, there are two sensors 
providing measurements around 37 GHz with dual polarization: the Special Sensor 
Microwave Imager (SSM/I) and The Advanced Microwave Scanning Radiometer for EOS 
(AMSR-E). In this case the SSM/I on board the Defence Meteorological Satellite Program 
(DMSP) F13 satellites was used. Detailed information about the sensor is given in Chapter 
4. The SSM/I brightness temperature has been inter-calibrated with that of AMSR-E and 
both are registered into the EASE-Grid system. NDVI was aggregated from MODIS 
data. In order to choose a reliable data set, two MODIS datasets were compared first: the 
MOD09A1 8-day composite surface reflectance data of bands 1 – 7, and the MOD13A2 16-
day composite NDVI data. The spatial resolution of the reflectance dataset is 500 m, while 
the NDVI dataset is 1 km. Because of the non-linear dependence of NDVI on red and near-
infrared reflectance, the surface reflectance was averaged first over a 25 km×25 km EASE-
Grid (a common grid system used for microwave radiometer data) and then used to 
calculate the NDVI. On the other hand, MOD13A2 was directly aggregated to the 25 
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km×25 km NDVI. The aggregation from NDVI (i.e. MOD13A2) and from the aggregated 
reflectance (i.e. MOD09A1 with the spatial resolution of 500 m) does not show large 
difference for the paddy fields, when cloud influence is small (Fig. 2.4). This only applies 
to crop land. For other land types with large spatial heterogeneity, the NDVI for the EASE-
Grid needs to be aggregated from MOD09A1. The data quality of MOD13A2 is much 
better than MOD09A1, i.e. without sudden low values (cloud contaminated samples) in Fig. 
2.4. MOD13A2 data has been corrected for differences in the satellite view angle based on 
MOD09A1, thus large off-nadir and forward-scattering view angle and large solar zenith 
angles are avoided in MOD13A2. To guarantee the observation quality, MOD13A2 is used 
to parameterize the vegetation transmission function.   

 
Figure 2.4: Time series of spatially aggregated NDVI of paddy fields from MOD09A1, 
MOD09GA and MOD13A2, respectively, in 2001. The paddy fields are located within the 
pixel numbered as 1 in Fig. 3.2 

2.4.3 Parameterization of the vegetation transmission function  

Large paddy fields are located downstream of the Ganjiang River basin near the 
Poyang Lake (Li et al., 2012; Torbick et al., 2011). Pixels with a large fraction of flooded 
paddy fields fit the assumptions to derive the coefficient of vegetation transmission 
function using NDVI and PDBT observations. During each rice cropping season in 2001 
(one from March to July and the other from July to October according to the NDVI time 
series of Fig. 2.5), there was a large peak in the PDBT time series in the early stage. This 
indicates the sowing time and the start of irrigation of the paddy fields, since the PDBT 
increase with WSS. The flood duration is about 50 days according to the irrigation schedule 
in Table 2.3. It covers several stages of rice phenology and includes 3 or 4 observations of 
the 16-day composites NDVI data. Since the irrigation schedule is similar across fields, the 
surface temperature and PDEE can be taken as constant during these 50 days at the 
observation time (early morning). Thus, the measured PDBT is only affected by the 
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vegetation fractional abundance and the optical thickness. The vegetation fractional area 
can be calculated from NDVI by Eq. (2.12). The vegetation optical thickness, which 
determines the scattering and absorption of the surface emittance by vegetation, can be 
parameterized by NDVI using the vegetation transmission function Eq. (2.13). The 
simplified radiative transfer model Eq. (2.14) was developed to account for this.  

 
Figure 2.5: Time series of original PDBT, boxcar filtered PDBT and NDVI at paddy fields in 
2001. The paddy fields are located within the pixel numbered as 1 in Fig. 3.2 
 

To get sufficient observations to estimate the coefficients in Eq. (2.14), NDVI data 
and the corresponding boxcar-filtered PDBT data (see Chapter 3) of one EASE-Grid pixel 
area (25km×25km, with the center located at 28.3807° N and 115.8351° E) were chosen 
during the rice flooding periods from 2001 to 2003 (Fig. 2.6), since most of this area is 
covered by paddy fields and the total rice area in this region shows little variability during 
these three years. By fitting the data points with Eq. (2.14), a regression equation was 
derived as shown in Fig. 2.5: the ΔTs in Eq. (2.14) is 26.9 K and the coefficient σ is 1.23179. 
Thus, the vegetation transmission function, i.e. Eq. (2.13), is:  

 exp 1.23179
V

t NDVI    (2.28) 

In this regression, Eq. (2.11) was not used to calculate the land surface temperature, 
because the model uncertainty of Eq. (2.11) might be introduced into the derivation of the 
vegetation transmission function. The uncertainty of this regression is highly dependent on 
the model to identify vegetation fractional area from NDVI. The linear and quadratic 
models (Carlson and Ripley, 1997; Gutman and Ignatov, 1998) were compared. When the 
same setting of NDVIveg and NDVIsoil as described in section 2.2.3 was used, the Root Mean 
Square Error (RMSE) of our regression obtained with the quadratic model was 3.2 K, 
higher than the RMSE of linear model, i.e. 2.8 K in Fig. 2.6.  
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The uncertainty of vegetation fractional cover model in Eq. (2.12) has little influence 
on this regression. Different settings of NDVIsoil = -0.05, 0, and 0.05 were applied, which is 
the major uncertainty in Eq. (2.12) according to Montandon and Small (2008). The RMSE 
of the regression model varied only from 2.7 K to 2.8 K.  Because there is no field 
measurement of NDVI for flooded soil, which could have negative values close to water, 
NDVIsoil is set equal to 0. Different settings of NDVI value of full vegetation coverage, i.e. 
NDVIveg around 0.6, lead to negligible variation in RMSE of the regression model. We can 
find that when NDVI>0.6, ΔT in the regression model (Fig. 2.6) changes much smoother 
than when NDVI<0.6. This indicates that under dense vegetation coverage when NDVI is 
saturated (e.g. NDVI>0.7), vegetation attenuation can be taken as homogeneous at 37 GHz. 
This finding agrees with the previous studies of 37 GHz PDBT observations in tropical 
forest area (e.g. Choudhury, 1989, 1991).      

 

Figure 2.6: Scatter plots of ΔT and corresponding NDVI observations and the result of 
curve fitting 

2.4.4 Parameterization of the linear model  

To derive the linear model expressed by Eq. (2.27), the PDEE of dry and water-
saturated surface needs to be identified. A common method is to assume that the maximum 
value in the time series of PDEE retrieved from PDBT with Eq. (2.9) represents the total 
water-saturated surface (e.g. De Ridder, 2000). The roughness parameter, i.e. s/l, can be 
identified by optimizing Eq. (2.24) with the PDEE and PDE of a totally water-saturated 
surface. This method, however, may not be applicable to all the pixels in a floodplain, since 
large spatial heterogeneity of surface moisture in each pixel may not fit the assumption. 
Thus the PDEE of dry and water-saturated surface was estimated in the Poyang Lake area 
to derive the global optimized values for the Dongting and Poyang Lake flood plains. 
According to Choudhury (1989) the PDEE of dry soil was calculated as 0.091. Its surface 
roughness was calculated from an open water area by Choudhury (1989) with 
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corresponding s/l = 0.175. The PDEE of the flooded paddy fields in Fig. 2.6, however, was 
close to 0.1 (the land surface temperature is assumed to 270 K). This suggests that the land 
surface is much rougher than open water, thus s/l was set as 0.25, with corresponding Δϵdry

* 
= 0.068. For water totally-saturated soil, it can be assumed that Δϵsat

* is the same as 
standing water — 0.21 given by Choudhury (1989). The pixels in the floodplain contain 
both land surface and water surface, thus Eq. (2.27) is expressed as:  

   0.068 0.21 0.068ssf      (2.29) 

 

2.5  Conclusions 

This chapter introduced the two-step model to retrieve the fractional area of WSS 
from PDBT at 37 GHz for an area with seasonal vegetation cover and corresponding 
surface roughness. It includes two sub models: 1) the simplified radiative transfer model to 
retrieve PDEE from PDBT at 37 GHz; 2) the linear model to retrieve fractional abundance 
of WSS from PDEE. The zero-order radiative transfer model was simplified with the 
assumption that the scattering between vegetation and surface can be neglected. The 
fractional vegetation cover was introduced into the simplified model. The derivation of 
parameters for this model was explained in detail. For the vegetation transmission function 
of the vegetation canopy, paired observations of PDBT at 37 GHz and NDVI at the flooded 
paddy fields were used to estimate the coefficient in the function.   

The linear model to derive WSS from PDEE was built according to the numerical 
analysis of the relationship between soil moisture and PDEE. In this numerical analysis, 
two soil-water mixture models, i.e. Wang-Schmugge model and Dobson model, were used 
first to calculate PDE of a smooth surface. It is found that soil moisture was quasi-linearly 
related to PDE at frequencies between 1.4 GHz and 37 GHz, whatever soil-water mixture 
model were used. Increasing surface roughness would smooth but not change the quasi-
linear relationship between soil moisture and PDEE. Taking the spatial heterogeneity into 
account, the fractional area of WSS was derived from PDEE with the linear model. The 
PDEE of the dry and water-saturated surfaces was estimated for Poyang Lake floodplain. 
The two-step model will be evaluated as one component model in the overall method as 
shown in Chapter 4. 
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Chapter 3 

Time Series Analysis 

Procedure  

3.1  Introduction 

Microwave radiometers, e.g. Special Sensor Microwave Imager (SSM/I) and 
Advanced Microwave Scanning Radiometer for EOS (AMSR-E), are typically on-board 
sun-synchronous satellites and conically scan the surface with a swath less than 1500 km 
and a constant incidence angle (see e.g. Hollinger et al. (1990); Kawanishi et al. (2003)). 
The configuration of satellite orbit and scanning leads to observation gaps in a time series 
of daily microwave observation. Especially when daily observations in only one-orbit 
direction are used, regularly spaced gaps split the time series into segments. A continuous 
time series of daily microwave observations in a region is derived by resampling orbit data 
into a grid system (e.g. Armstrong et al. (1998); Knowles et al. (2006); Prigent et al. 
(1997)), since the Instantaneous Field Of View (IFOV) of each scan cell does not cover 
exactly the same region during subsequent scans (Poe, 1990). Observation errors will be 
introduced after resampling by the geo-location uncertainty in the center of IFOV (e.g. 
around 6km for SSM/I in Poe and Conway (1990)), by spatial difference between IFOV 
and grid cell, and by various resampling methods (e.g. Armstrong et al. (1998); Knowles et 
al. (2006)). These types of errors can have a very large impact when observing coastal 
regions, lake-land boundaries and mountain areas (Ferraro and Marks, 1995; Kummerow et 
al., 1996; Wentz, 2013). Besides these two kinds of systematic noise, a time series of 
microwave radiometer observations carries the information about surface emittance, 
vegetation attenuation, atmosphere emittance and atmospheric attenuation. The surface 
signal includes the former two items and the atmospheric signal includes the latter two. 



3.Time Series Analysis Procedure 42 

 

Surface emittance at microwave frequencies is positively related to surface wetness 
condition (Ulaby et al., 1981), e.g. the fractional area of Water Saturated Surface (WSS), i.e. 
water saturated soil and inundated area. Thus, in order to retrieve WSS from microwave 
observations, influences of vegetation and atmosphere need to be removed. Vegetation 
influence can be removed by combining data acquired by multiple satellite instruments – 
microwave radiometers, and optical and IR sensors (see e.g. Prigent et al. (2001a); Prigent 
et al. (2001b); Prigent et al. (2007); Shang et al. (2015)), as shown in Chapter 2. In this 
chapter, a hybrid method is developed to extract the surface signal, after removal of the 
atmosphere influence, observation errors and gaps from a time series of daily microwave 
observations. 

The capability in penetrating clouds and the spatial resolution of a microwave 
radiometer both depend on the frequency (Ulaby et al., 1981), but in an opposite way, i.e. 
lower frequencies have higher penetrating capability but lower spatial resolution, while 
higher frequencies have higher spatial resolution but influenced more by atmosphere and 
vegetation. Thus microwave frequencies not higher than Ka band (26.5 GHz – 40 GHz) are 
normally used to monitor surface wetness conditions (e.g. Kerr et al. (2001); Njoku et al. 
(2003); O'Neill et al. (1993); Paloscia et al. (2001); Wang and Choudhury (1981)). 
Observation at 37 GHz, is preferred to observe inundated area (e.g. Choudhury (1989); 
Giddings and Choudhury (1989); Hamilton et al. (2002, 1996, 2004); Sippel et al. (1994); 
Sippel et al. (1998); Tanaka et al. (2003)), due to its higher spatial resolution than lower 
frequencies, while retaining sufficient sensitivity to surface wetness. In our previous study 
(Shang et al., 2015) and chapter 2, the fractional area of WSS was retrieved using the 
Polarization Difference Brightness Temperature (PDBT) observations at 37 GHz, taking the 
vegetation influence and surface roughness into account. Atmosphere influence on 
observations at 37 GHz is significant, especially during rainy days (Choudhury et al., 1992; 
Shang et al., 2015). Observation errors cause a larger variability in daily PDBT at 37 GHz 
at lake-land boundaries (e.g. above 40 K in Fig. 3.1b) than that of monthly averages on 
inundated areas (e.g. 20 K in the Pantanal by Choudhury (1991)). To eliminate the 
temperature difference between surface and vegetation canopy, only night or early-morning 
data at 37 GHz, i.e. in one-orbit direction, are used to retrieve WSS, which leads to large 
amount of observation gaps (Fig. 3.1). Thus noise due to the combination of atmosphere 
influence, observation gaps and errors must be removed prior to apply 37 GHz PDBT time 
series to retrieve inundated area.   
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In other studies (Giddings and Choudhury, 1989; Hamilton et al., 2002, 1996, 2004; 
Sippel et al., 1994; Sippel et al., 1998), systematic noise was removed by aggregating raw 
daily data over time and space: gaps can be filled by monthly compositing and observation 
errors can be mitigated by spatial averaging. The detailed spatial and temporal information 
about atmospheric and surface water content, however, is also filtered out by temporal 
compositing and spatial averaging. Atmosphere influence on monthly data can be reduced 
by two different approaches. The first one is a statistical composition method, i.e. to select 
the second lowest value in each month as an indicator of the monthly surface wetness 
condition, e.g. Hamilton et al. (2002, 1996, 2004); Sippel et al. (1994). The second 
approach is to use ancillary data about atmospheric and land surface properties from other 
satellites (e.g. cloud fraction and Land Surface Temperature (LST) from International 
Satellite Cloud Climatology Project (ISCCP), and atmospheric temperature and total 
precipitable water from TIROS Operational Vertical Sounder (TOVS) products (Prigent et 
al., 1997; Rossow and Schiffer, 1999)) to parameterize the atmosphere influence on 
emittance at 37 GHz with a radiative transfer model (Prigent et al., 1997) or to apply a 
neural network inversion method (Aires et al., 2000). For daily time series, the first method 
is not applicable and the second one gives estimates of surface emittance of insufficient 
accuracy in the presence of clouds or rain (e.g. Behrangi et al. (2016); Boukabara et al. 
(2010); Prigent et al. (1997); Reale et al. (2003)).       

This chapter develops a hybrid method, named “Time Series Analysis Procedure 
(TSAP)”, to extract the surface signal from a noisy time series of daily pixel-wise PDBT 
observations at 37 GHz by filtering out atmosphere signal, observation gaps and errors. 
TSAP includes two stages: 1) to identify the spectral range related to observation errors and 
gaps and filter them out with a boxcar filter; 2) to identify the spectral features of the 
atmospheric signal by applying Discrete Fourier Transform (DFT) analysis of precipitation 
time series and filter them out with the Harmonic ANalysis of Time Series (HANTS) 
algorithm. TSAP is based on the feature extraction from time series with DFT (Agrawal et 
al., 1993; Keogh et al., 2001; Lin et al., 1995; Mörchen, 2003; Wu et al., 2000), commonly 
used in data mining. EASE-Grid SSM/I 37 GHz brightness temperature data (Armstrong et 
al., 1998) acquired in the early morning pass was used in this chapter to illustrate the 
problems, to explain the proposed method and to validate it. Section 3.2 introduced the 
theory of DFT and its properties. Section 3.3 described the study area and data set used in 
this study. Section 3.4 illustrated the implementation of TSAP in detail and analyzes the 
mitigation of the noise present in the raw (unfiltered) time series. In Section 3.5 a case 
study on Poyang Lake was presented to evaluate TSAP by analyzing the accuracy in the 
retrieval of the WSS area before and after applying TSAP. Discussion about TSAP and its 
performances was articulated in Section 3.6. Conclusions were summarized in Section 3.7. 
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3.2  Theoretical background of the Time Series Analysis 

Procedure 

3.2.1 General 

A time series of daily 37 GHz PDBT consists of observation gaps and errors, 
atmospheric and surface signals. More precisely the atmospheric signal includes 
atmosphere emittance and attenuation, while the surface signal includes surface emittance 
and vegetation attenuation. According to the linear and multiplicative properties of DFT, 
the spectral properties of component signals can be revealed in the power spectrum of the 
mixed signal, i.e. the PDBT time series. Once the spectral features of each component 
signal are identified, a proper filter method can be designed to extract the surface signal.  

The frequency range associated with observation gaps can be easily identified in the 
power spectrum of a time series of daily 37 GHz PDBT observations obtained in one-orbit 
direction. Observation errors are commonly assumed to yield a white noise (see e.g. Harris 
(1978)), while a high frequency periodic component in the DFT of the PDBT time series 
can be noted (Fig. 3.3). To evaluate these findings, a numerical model was developed (see 
sect. 3.2.4) to mimic observation gaps and errors. By analyzing the synthetic signal 
generated with the model and the PDBT time series, it was found that the signal 
components associated with observation gaps and errors are in the higher frequency region. 
Thus, A boxcar filter is applied to remove the high frequency components (see e.g. Nerem 
et al. (1999)), mainly due to its high coherent gain and narrow equivalent noise bandwidth, 
compared with other window –based filters (Harris, 1978). The high scallop loss of a 
boxcar filter is mitigated by using long-term time series of daily observations. The boxcar 
filter was modified according to the number of gaps in the PDBT time series (see Sect. 
3.4.2). The transfer function of the modified boxcar filter will be evaluated later on. 

It is often assumed that the changes in atmospheric conditions are much faster than in  
surface conditions (see e.g. Prigent et al. (1997)). This gives an opportunity to separate the 
atmospheric and surface signals by means of an appropriate filter, provided the associated 
spectral features can be identified. In our previous study (Shang et al., 2015), it is noted that 
atmosphere attenuation on PDBT time series at 37 GHz is almost synchronous with 
precipitation observed on ground, which agree with the findings in Choudhury et al. (1992), 
where it was noted that the precipitation rate is positively related to the water depth of 
hydrometeors that mainly contributes to atmosphere emittance and attenuation at 37 GH. 
This led to the idea of estimating the frequency range associated with the atmospheric 
signal by analyzing a time series of rain-gauge data. The risk of this approach is that 
precipitation also causes changes in soil moisture, which is the major factor controlling the 
surface signal (Choudhury, 1989, 1991). Studies on field-measured soil moisture in the 
extratropics, however, show that the moisture variations in top 1 meter have high auto-
correlation within a time lag between 1 to 2.5 month, which is the characteristics time scale 
of soil moisture (see e.g. Entin et al. (2000); Skøien et al. (2003); Vachaud et al. (1985); 
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Vinnikov et al. (1996); Wilson et al. (2004)). The characteristic time scale of soil moisture 
in top 10 cm is 1 to 2.4 months, slightly less than that in 1 meter (Entin et al., 2000). This 
long-memory of soil moisture is defined as time stability by Vachaud et al. (1985), which is 
determined by the field capacity of soil and evapotranspiration. Though the detected depth 
of 37 GHz (around 8.2mm) is much shallower than the depth of field measurements 
mentioned, the small difference in the characteristic time scale of soil moisture between 10 
cm and 1m indicates the time scale of soil moisture in such shallow surface layer would be 
comparable, albeit slightly shorter, with the characteristic time scale in deeper layers, due to 
the strong evapotranspiration at top surface. Based on the characteristic time scale, Wilson 
et al. (2004) found that the seasonal changes is dominant in the time series of field-
measured soil moisture. On the other hand, ground-measured precipitation time series do 
show an annual component but no significant seasonal changes (Skøien et al., 2003), with 
much larger short-term periodic variations than soil moisture (D'Odorico and Rodrı́guez-
Iturbe, 2000), i.e. closer to a random process. Thus, the power spectrum of precipitation 
time series can be used to identify the frequency range associated with the large but short-
term periodic variations of atmospheric influence and to design a filter to extract the surface 
signal in 37 GHz PDBT time series. 

The surface signal was extract by applying HANTS algorithm, first developed by 
Menenti et al. (1993)  and used to reconstruct cloud-free time series of Normalized 
Difference Vegetation Index (NDVI) and LST (Jia et al., 2011; Roerink et al., 2003; 
Roerink et al., 2000; Verhoef, 1996). This algorithm applies user-selected harmonic 
components to model a signal and algorithm parameters can be set to reconstruct the upper-
envelope of a time series of samples. The latter feature removes the atmosphere-affected 
samples as outliers, since atmospheric influence always attenuates surface PDBT (see Sect. 
3.4.3).  

3.2.2 Discrete Fourier Transform of a time series  

An uniformly sampled time series, i.e. f(ti), with sampling interval Δt and record 
length P, can be expressed with a Fourier series as: 
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where A0 is the average of whole time series, An and ϕn is the amplitude and phase 
respectively of the harmonic component with cycle number n, N is the largest cycle number 
involved and also the total sample size, i.e. N=integer of P/ΔT, and ti is the sampling time. 
The amplitude and phase of harmonic components in Eq. (3.1) are obtained by calculating 
the Discrete Fourier Transform (DFT) of f(ti). According to (Keogh et al., 2001), The DFT 
of f(ti) is denoted as x(n) and is defined as: 
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where n is the cycle number involved in Eq. (3.1), ti is sampling time. The amplitude and 
phase of each harmonic component in Eq. (3.1) can be calculated as follows: 
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where Re(xn) and Im(xn) is the real and imaginary part of x(n) respectively. The DFT can be 
calculated using many Fast Fourier Transform algorithms. More detailed information about 
FFT can be found in (Cooley et al., 1967; Cooley and Tukey, 1965; Singleton, 1969). In 
this chapter, the FFT algorithm in IDL is used. The power spectrum of a time series is the 
plot of the squared amplitude against the frequency, cycle number or period.  

3.2.3 The two properties of the Discrete Fourier Transform 

Two important properties of Fourier Transform are needed to analyze the power 
spectrum of a mixed signal and its component signals, e.g. a time series of daily PDBT 
space-borne observations: 

1) Linearity: If f(ti) is the weighted sum of two component time series, then the DFT 
of f(ti), i.e. x(n), is also the weighted sum of the DFTs of two component time series.  

2) Multiplicative:  If f(ti) is the product of two time series, i.e. g(ti) and h(ti), then the 
DFT of f(ti), i.e. x(n), is the convolution of the DFTs of two component time series as: 
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where * is the convolution operator; A0
𝑔 and A0

ℎ is the average of g(ti) and h(ti) respectively; 
xg×h(n) is the side lobes introduced by the convolution operator. This property was analyzed 
by (Project et al., 1954). 

The two properties can be easily proven by expressing both component time series 
with Fourier series. These properties are very useful to understand the contribution of each 
component signal in the DFT of PDBT time series, since both the radiative transfer model 
in Eq. (3.5), used to describe surface and atmospheric signals, and the numerical model in 
Eq. (3.7), used to describe the observation errors and gaps, only include the linear and 
product operators.  

3.2.4 Numerical model of a PDBT time series  

This section describes a simple model used to simulate how observation gaps and 
errors, atmospheric and surface signals concur to yield a time series of 37 GHz PDBT 
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observations. This model was used to explain how each component can be identified in 
actual time series and how the filters can be designed to apply in stage 1 and 2 of TSAP to 
extract the surface signal.  

A space-borne radiometer measures surface and atmospheric emittance, which are 
attenuated by atmosphere (Choudhury et al., 1992). Thus a time series of gap-and-noise-
free daily PDBT observations at bare soil includes the surface and atmospheric signals, of 
which the former is the polarization difference of surface emittance and the later includes 
the down-welling atmospheric emittance reflected and polarized by the surface and 
atmosphere attenuation (Choudhury, 1989). According to the Rayleigh-Jeans 
approximation, emittance measured by microwave radiometry can be linearly related to the 
brightness temperature. Thus, the PDBT time series at 37 GHz, i.e. ΔT(ti), can be described 
by the following radiative transfer model: 

             
i s a i d i a ii i iT t T t t T t t tt t t 

        , ti = 0, Δt, 2Δt,…, NΔt (3.5) 

Where ti is the sampling time with constant sample interval Δt; ∆ϵ*(ti) is the Polarization 
Difference Effective Emissivity (PDEE), Ts(ti) is the surface temperature, Td(ti) is the down-
welling apparent brightness temperature of the atmosphere, and ta(ti) is the atmospheric 
transmission function, at ti. Surface wetness determines the PDEE. Thus, the surface signal 
carries information on surface temperature and soil wetness, while the atmospheric signal 
carries information on down-welling atmospheric emittance and atmospheric attenuation. In 
the two-step model to retrieve the fractional area of WSS in Chapter 2, the attenuation by 
vegetation has been taken into account, while here is neglected since it is intended to 
illustrate how the signal components can be identified by time series analysis and filtered to 
extract the surface signal.  

Taking into account the two properties of DFT (Section 3.2.3), the DFT of the time 
series of gap-and-noise-free daily PDBT, i.e. xΔT(n), can be expressed as: 
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where xs(n) and xa(n) is the DFT of the surface and atmospheric signals respectively, xs×a(n) 
is the DFT of side lobes introduced by the product of surface and atmospheric signals (see 
Eq. (3.5)), a1 and a2 is half of the average of the atmospheric signal and the surface signal 
respectively.  

The radiometers on board sun-synchronous satellites introduce observation gaps and 
errors in the time series of daily PDBT space-borne observations. All gaps are set as 0 and 
occur periodically in the time series. Thus, this item can be expressed in the time series of 
daily PDBT space-borne observations, i.e. f1(ti), by adding a noise function to ΔT(ti) and 
multiplying it with a square wave as:  

        1 i w i i n i
f t S t T t t    , (3.7) 
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where Sw(ti) is the square wave, αn(ti) is the noise function, all gaps are set to 0, L1 is the 
duration of one gap segment and L is the period of the square wave. Since Sw(ti) is a piece-
wise continuous function, according to the two properties of DFT, the DFT of f1(ti), i.e. 
xf1(n), can be calculated as: 
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where xα(n) and xw(n) is the DFT of observation error and the square wave respectively, 
xΔT×w(n) and xα×w(n) is the side lobes introduced by multiplying the square wave with ΔT(ti) 
and αn(ti) respectively, a3 is half of the average of the square wave and a4 is half of the 
average of the summation of ΔT(ti) and αn(ti).  

Inserting the DFT of ΔT(ti) (Eq. (3.6)) into Eq. (3.8), the DFT of f1(ti) can be 
calculated from its component signals as: 
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Eq. (3.9) shows that the spectral features of component signals also will appear in the 
power spectrum of the time series of daily PDBT space-borne time series, i.e. f1(ti), 
although the power values will be different from the power spectrum of component signals 
alone, because the harmonic components in f1(ti) also include contributions from other 
component signals as shown in Eq. (3.9). This important property helps us to identify 
which spectral features are due to which component signals. 

3.3  Data set and study area  

To demonstrate and validate the TSAP, a case study on the Poyang Lake floodplain, 
located between 27.50° N to 29.38° N, and from 115.10° E to 117.25° E, was carried out. 
The two sample pixels in Figure 3.1 are within the Poyang Lake floodplain (Fig. 3.2). 
Poyang Lake is the largest lake in the Yangtze River basin, located between 28.05° N to 
29.38° N, and from 115.44° E to 117.00° E. There is a clear dry season from October to 
March and the flooding season is from April to September. Ten EASE-Grid pixels are 
needed to cover the whole Poyang lake area, including the 2nd sample pixel in Figure1. The 
SSM/I early morning data will be used in Chapter 4 to retrieve the WSS area of Poyang 
Lake, with the ancillary data of MOD09A1 to model the vegetation influence on 
microwave observation and the two-step model introduced in Chapter 2. Considering the 
large footprint of SSM/I (25 km × 25 km), the spatial heterogeneity is very large at the 
lake-land boundary area, i.e. a mixture of dry land surface, wetland and lake area. The 
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length of the observation period is ten years, from 1998 to 2007. The rain-gauge data at the 
two sample pixels was used to estimate the spectral features associated with the 
atmospheric signal. The Lake areas observed by (Yésou et al., 2011) from MODerate-
resolution Imaging Spectroradiometer (MODIS) and Advanced Synthetic Aperture Radar 
(ASAR) will used to validate the application of the TSAP described in this study to the 
PDBT time series in Chapter 4. 

 

Figure 3.2: Location of the first (numbered with 1) and the second (numbered with 2) 
sample pixel in the Poyang Lake floodplain, China. The EASE-Grid is plotted.  
 

 

3.4  Implementation of the Time Series Analysis Procedure  

The application of Time series Analysis Procedure (TSAP) includes the following 
steps: 

1. Identify the frequency range of observation gaps and errors 

2. Remove the observation gaps and errors with a boxcar filter 
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3. Identify the harmonic components associated with the surface signal 

4. Extract the surface signal from the filtered PDBT time series with the HANTS 
algorithm.  

In this section, the two sample pixels (their PDBT time series shown in Figure 1) are 
used to demonstrate and analyze each step of the method. Observation gaps and errors in 
PDBT time series can be identified by comparing the power spectrum of PDBT and of 
square waves (Section 3.4.1). They can be removed by a boxcar filter, designed as 
described in Section 3.4.2. The atmospheric signal is difficult to identify directly, thus the 
power spectrum of a precipitation time series is used estimate the characteristic frequency 
range (spectral features) of atmospheric signal (Section 3.4.3). The atmospheric signal is 
removed by reconstructing the surface signal in the PDBT time series by applying the 
HANTS algorithm (Section 3.4.4). Statistics are analyzed to evaluate the performance of 
the boxcar filter and of the HANTS algorithm.  

3.4.1 The frequency range of observation gaps and errors  

Almost 50% of samples in the time series of daily PDBT observations are gaps, i.e. 
𝑳𝟏 = 𝑳 𝟐⁄  in Eq. (3.7). Thus a square wave S1(t) with phase = 0 and an unit amplitude can 
be expressed with a Fourier series (Thompson et al., 2008) as: 
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where noP/L is the cycle numbers of harmonic components applied to represent S1(ti). The 
length of the observation period, i.e. P, is 10 years for the two sample pixels in Figure 3.1, 
while L is normally of the order of a few days, thus noP/L is very large, i.e. the harmonic 
components of S1(ti) lie in the high frequency range. In the power spectrum of these two 
examples (Fig. 3.3), there are two extreme high peaks in the high frequency range (i.e. short 
periods): one with a period of 7 days, and the other with a period of 8 days. When L= 8 

days, the power spectrum of Eq. (3.10) is shown in Figure 3.4a. The largest peak of this 
square wave equals to 8 days and the second largest peak equals to 8/3 days (Fig. 3.4a). 
This means that the other extreme high peak in the power spectrum of f1(ti) (Fig. 3.3) does 
not come from the square wave with L= 8 days, but comes from another square wave, i.e. 
S2(ti) with L= 7 days as Figure 3.4b shows. 

These two square waves split the whole time series into three types (Fig. 3.1): 1) gaps 
with value of 0; 2) observations with values averaging around 5 K in Figure 3.1a and 10 K 
in Figure 3.1b, i.e. extreme low observations; 3) observations with values around 15 K in 
Figure 3.1a and 25 K in Figure 3.1b. When the rain rate is around 25 mm/h, the modeled 
up-welling PDBT at 37 GHz has been shown to be around 5 K for various land cover types 
(Czekala et al., 1999). This strong attenuation by heavy precipitation leads to many 
observations with values around 5 K in Figure 3.1a and values around 10 K in Figure 3.1b. 
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These attenuated observations periodically occur in the time series of PDBT observations 
according to its DFT in Figure 3.3, but such evidence is not found in the DFT of time series 
of ground-measured precipitation. This implies that the periodic influence of precipitation 
on PDBT observations is probably due to a periodic component in the observation errors, 
e.g. the periodic scan configuration in SSM/I (Poe, 1990) may lead to these periodic 
sampling errors. Thus, it can be assumed that the observation errors consist of one non-
periodic component, i.e. white noise, and one periodic component, i.e. the square wave with 
L= 7 days or L= 8 days.  

 

(a) 

 
(b) 

Figure 3.3: Power spectrum of the space-borne Polarization Difference Brightness 
Temperature (PDBT) time series at the 1st (a) and 2nd (b) sample pixels from 1998 to 
2007. The dominant land cover of the 1st sample pixel is farm land, centered at 28.603° N and 
115.835° E. The dominant land cover of the 2nd sample pixel is open water and wetland, 
centered at 29.049° N and 116.356° E. 
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(a) 

 

(b) 
Figure 3.4: Power spectrum of the square wave in Eq. (3.10) with L= 8 days (a), and power 
spectrum of the sum of two square waves with L= 7 days and L= 8 days with unit 
amplitude (b) 
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3.4.2 The modified boxcar filter and its transfer function 

3.4.2.1 The modified boxcar filter  

The power spectrum of the PDBT time series of both sample pixels 1 and 2 (Fig. 3.3) 
shows two clear peaks with periods of 7 and 8 days. Using Eq. (3.8), a time series with two 
square-wave components with periods of 7 and 8 days was generated: the power spectrum 
of this time series (Fig. 3.4) shows that the two peaks at 7 and 8 days in Fig. 3.3 can indeed 
be explained by two square-wave components, i.e. one due to gaps and the other due to 
observation errors. To filter out the harmonic components due to observation gaps and 
errors in the raw PDBT time series, a boxcar filter is modified, by adapting the filter length 
to the gap size and location: 
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(3.11) 

where 𝑓1(𝑘) ∈ [𝑓1(𝑡𝑖 − 𝑀), 𝑓1(𝑡𝑖 − 𝑀 + 1), ⋯ , 𝑓1(𝑡𝑖 + 𝑀 − 1), 𝑓1(𝑡𝑖 + 𝑀)] , which is a 
subset symmetric with center at ti, 2×M is the filter length. [𝑓1(𝑡𝑖 − 𝑀), 𝑓1(𝑡𝑖 − 𝑀 +
1), ⋯ , 𝑓1(𝑡𝑖 + 𝑀 − 1), 𝑓1(𝑡𝑖 + 𝑀)]𝑢𝑛𝑧𝑒𝑟𝑜 means non-zero elements. In each subset, SM is 
the number of non-zero elements. SM varies through the time series, i.e. 𝑡𝑖 ∈  [0,1, ⋯ , 𝑁]. 
The minimum non-zero value in each subset is filtered out in Eq. (3.11), to reduce the 
impacts of the strong attenuation due to heavy rainfall or clouds. The maximum value is 
also filtered out, as suggested by Prigent et al. (1997).   

The minimum length of a boxcar filter depends on the lowest frequency of square 
wave components in PDBT , see e.g. Gerek and Yardimci (1997). There must be at least 1 
non-zero observation available, i.e. SM > 2 in Eq. (3.11), within the interval 2×M. The 
maximum length of gaps, i.e. numbers of samples with value of 0 in the interval 2×M, 
occurs at the beginning and end of the time series. To guarantee SM > 2, the minimum filter 
length can be calculated as: 

 min
2 2M L    (3.12) 

where L is the period of the square wave. With this minimum length = 10 days, the 
modified boxcar filter in Eq. (3.11) can filter out all frequencies higher than the lowest 
frequency associated with observation gaps and errors, i.e. with shorter periods than the 
maximum period of the two square waves, i.e. L= 8 days in Fig. 3.3. 

3.4.2.2 On the transfer function of the modified boxcar filter 

The modified boxcar filter is a low pass filter, thus it can filter out the frequencies 
with periods shorter than the maximum period of the observation gaps and errors 
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components and retain the frequencies with longer periods. The question is whether the 
modified boxcar filter modifies the lower frequency components. If the noise-and-gap-free 
PDBT time series is represented with harmonic components in Eq. (3.1), the transfer 
function of the boxcar filter can be evaluated in the frequency domain. It is assumed that 
the power due to observation errors is half of the total power in the PDBT time series 
according to the Parseval’s theorem. In this way, the processing loss of the modified boxcar 
filter can be calculated as follows.   

gn(ti) is a harmonic component in the noise-and-gap-free PDBT time series with cycle 
number n: 
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where An is the amplitude of the harmonic component in f(ti) and P is the length of 
observation period. In our experiment, P=10×365 days. Adding the white noise to gn(ti) and 
multiplying it with S1(ti) (Eq. (3.10)), a gappy-and-noisy time series can be expressed as: 
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, ti = 0, Δt, 2Δt,…, NΔt (3.14) 

where αn(ti) is the white noise due to the observation errors with the same amplitude as the 
amplitude of this component. The noise floor level in the PDBT time series is around 0.2 K 
due to calibration errors according to (Wentz, 2013), much less than the possible variation 
due to observation errors, thus it is negligible in this study. After applying the modified 
boxcar filter in Eq. (3.11), the filtered time series is expressed as: 
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where 𝐀𝑛
𝐹  is the amplitude after filtering. The normalized difference between the gap-and-

noise-free amplitude and filtered amplitude for each harmonic component, i.e. NDn, is used 
to represent the processing loss of the filter and is defined as: 
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 (3.16) 

NDn does not depend on An. To simplify our analysis, An=1.0 is set for all tested n 
belonging to [1,2,3,…,N]. Smaller ND values mean less processing loss after applying the 
modified boxcar filter.  

According to the power spectrum of PDBT observations in Fig. 3.3, the maximum 
period of the two square waves is 8 days, thus the minimum filter length (according to Eq. 
(3.11)) is 10 days and the period of the square wave introduced in this experiment is 8 days. 
The white noise is generated using the RONDOMU function in IDL. Since the FFT 
algorithm calculates frequencies with cycle number in the range [−𝑁 2⁄ , 𝑁 2⁄ ], only 𝑛 ∈
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[1,2,3, ⋯ , 𝑁 2⁄ ] was analyzed, with N= 3650. When frequency ≥ 0.05, i.e. period ≥ 20 
days , the ND values are all above 40% (Fig. 3.5), which indicates that the components with 
higher frequency have been filtered out by the modified boxcar filter.  

 
Figure 3.5: The Normalized Difference (ND) between amplitudes of harmonic components 
in Eq. (3.13) and their filtered amplitudes for 10-year time series. 

3.4.3 Identify the spectral features of the surface signal 

3.4.3.1 Identify frequency range of the atmospheric signal from 

precipitation time series 

The atmospheric attenuation and the down-welling atmospheric emittance are both 
primarily controlled by precipitable water hydrometeors (Choudhury, 1989; Choudhury et 
al., 1992). Satellite retrievals of both daily total precipitable water content and precipitation 
have large uncertainties over land (see e.g. (Behrangi et al., 2016; Boukabara et al., 2010)), 
hence it is difficult to identify spectral features related to the atmospheric signal by 
analyzing satellite data. The occurrence of precipitation correlates with large clouds 
(Richards and Arkin, 1981) and it was observed (see Fig. 3.6) that large drops in the filtered 
PDBT time series during precipitation events. Accordingly, the time series of rain-gauge 
data was used to identify the spectral features associated with the atmospheric signal.  

The cumulated power spectrum of the rain-gauge time series at two locations (Fig. 3.7) 
shows that most of the variability is associated with harmonic components at frequency > 
0.00274 day-1, i.e. periods < 73 days. Moreover, there is a jump in the cumulated power 
spectrum at a frequency of 0.0137 day-1, i.e. period = 365 days. Since components with 
periods <20 days have been filtered out by applying the boxcar filter (see Fig. 3.5), It may 
be concluded that the spectral features associated with the atmospheric signal have periods 
range of [20 days, 73 days]. 
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3.4.3.2 Identify the spectral features of the surface signal  

To identify more precisely the surface signal, the power spectrum of the rain-gauge 
time series at higher frequencies (Fig. 3.8) has been compared with the power spectrum of 
the boxcar-filtered PDBT time series (Fig. 3.9). Most of the variability in rain-gauge time 
series is accounted for by high frequency component, more precisely the ones having 
periods between say 20 and 73 days (Fig. 3.8). On the other hand, most of the variability in 
the PDBT time series is accounted for by components at lower frequencies, namely the 
components with periods > 73 days (Fig. 3.9). This confirms the conclusion that 
atmospheric signal in the PDBT time series is accounted for by components with periods in 
the range [20 days, 73 days], while the surface signal is associated with components having 
periods >73 days. 

In the main lobe peaks of the PDBT time series (Fig. 3.9), it is also noticed that 
several components are not associated with the atmospheric signals in the range [20days, 73 
days] (Table 3.1). These components may represent the short-term variations in the surface 
signal.   

Table 3.1: Surface components, i.e. the spectral features associated with the surface signal, 
with period (higher frequency) shorter than the threshold component = 73 days in the 10-
year time series. 

pixel location period of surface components (days) 

Pixel 1 64, 57, 46, 34, 31, 25, 23, 20 

Pixel 2 47, 42, 40, 31, 29, 26, 25, 23 

 

 
Figure 3.8: Harmonic components with peak power in the power spectrum of rain-gauge 
time series in the period range [20 days, 182 days] for both the 1st and the 2nd sample 
pixels 
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Figure 3.9: Harmonic components with main lobe peak in the power spectrum of the 
PDBT time series in the period range [20 days, 182 days] for both the 1st and the 2nd 
sample pixels. The main lobe peaks are defined as the peak values in the upper envelope of the 
power spectrum. 

3.4.4 Extract the surface signal by HANTS 

Having identified the spectral range associated with the surface signal, the PDBT time 
series can be expressed as: 
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where 𝑓𝑠
1(𝑡𝑖) is the surface signal and (j/N) gives periods > 20 days, i.e. it is expressed by 

the harmonic components due to the surface signal — 𝑗 ∈ 𝑅𝑠; 𝑅𝑠 is the spectral features of 
the surface signal. The threshold period, i.e. 20 days, is identified according to the transfer 
function of the modified boxcar filter in section 3.4.2. After boxcar filtering, the power of 
harmonic components with period < 20 days is very small in Fig. 3.3, i.e. the amplitude 
contributions of these components can be neglected in the filtered PDBT time series, which 
is due to the high attenuation of the modified boxcar filter (see the transfer function in Fig. 
3.5). It is reasonable to assume that the upper envelope of the filtered PDBT time series 
(Fig. 3.6) consists only of the samples without or with less atmospheric attenuations. The 
HANTS algorithm estimates the amplitudes and phases in Eq. (3.17) through an iterative 
procedure that ends when the following constraint is met: 

   1
1min s i if k f k e   (3.18) 

where ki is sampling time, 𝑓𝑠
1(𝑘𝑖) is the modeled value using HANTS algorithm with Eq. 

(3.17), e is the user-prescribed errors of reconstruction; See (Roerink et al., 2000) for a 
detailed explanation of HANTS parameter setting. If values much lower than the 
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reconstructed time series are regarded at outliers, HANTS gives a reconstruction close to 
the upper envelope as the example shown in Fig 3.6. 

3.4.5 Statistical evaluation of TSAP 

A statistical summary (Table 3.2) about raw, boxcar filtered and HANTS 
reconstructed PDBT time series shows that the averaged and non-zero minimum values of 
time series both increase after each step of TSAP. This indicates that after each step of 
TSAP, lower values, which are due to observation errors or due to atmosphere attenuation, 
have been replaced by higher values in the time series. The maximum value is assumed to 
be a correct observation in the raw data. The maximum values after HANTS reconstruction 
were closer to the raw data than those after boxcar filtering, in both samples. It means that 
HANTS improved the representation of the time series, compared with the boxcar filtering. 
After the reconstruction, the range over open water area is reduced from 43.6 K (raw data) 
to 24.8 K that is close to the expected range of PDBT over inundated areas observed by 
(Choudhury, 1991). The Root Mean Square Deviation (RMSD) was calculated between two 
time series after each step of TSAP (Table 3.3). The large decrease in standard deviations 
(Table 3.2) from the raw data to the boxcar-filtered time series comes together with large 
RMSD between them, mainly related to the power reduction in the frequency range 
associated with observation gaps and errors after filtering in Fig. 3.3. This means most of 
noise in the raw data was removed by the modified boxcar filtering. The standard 
deviations of boxcar filtered and HANTS reconstructed time series were similar, but the 
RMSD between them was not negligible, although smaller than the RMSD between the raw 
and filtered time series. The improvements in HANTS reconstructed time series were 
mainly the representation of the upper envelope and the mitigation of the impact of 
atmospheric attenuation, as shown by higher values of mean, minimum, and maximum 
compared with the boxcar filtered time series (Table 3.2).    

Table 3.2:  Statistical summary on original, boxcar filtered, and reconstructed PDBT time 
series. 

 

1st example at crop land 2nd example at lake area 

raw 

data 

boxcar 

filter 
HANTS 

raw 

data 

boxcar 

filter 
HANTS 

non-zero Minimum (K) 2.2 7.4 10.6 2.2 12.6 18.7 

Maximum (K) 41 34.3 35.1 45.8 40.8 42.5 

Mean (K) 16.1 16.2 18.9 25.9 26.4 29.8 

Std3 (K) 9.2 4.3 4.5 14 4.6 4.3 

                                                             

3 Standard Deviation 
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Table 3.3: Root Mean Square Deviation (RMSD) at each step in TSAP. 

 

1st example at crop land 2nd example at lake area 

raw -  

boxcar filter 

boxcar filter 

-  HANTS 

raw -  

boxcar filter 

boxcar filter -  

HANTS 

RMSD (K) 11.7 4.4 18.1 5.5 

 

3.5  Discussion 

TSAP requires two important assumptions. One is the physical assumption that is the 
characteristic time scales of soil moisture, hydrometeors (precipitation as an indicator in 
this case), observation gaps and errors are different and distinguishable. The other is the 
mathematical assumption that if a signal consists of component signals and can be 
represented by linear and product operations, the characteristic frequency range of 
component signals can be identified in the power spectrum of the mixed signal. Based on 
these assumptions, the component signals can be revealed in the power spectrum of 37 GHz 
PDBT time series. For example, the large peaks with periods between 6 and 9 days in the 
power spectrum at two sample pixels (Fig. 3.3) are definitely not due to atmospheric or 
surface signal. By analyzing the power spectrum of a synthetic signal (Fig. 3.4) generated 
with the numerical model (Eq. 3.9) and the square wave (Eq. 3.10), it was concluded that 
the extreme peak values are due to a linear combination of two square waves, which lead to 
these extreme-low but non-zero values in the PDBT time series (Fig. 3.1). The estimated 
duration of consecutive gaps from power spectrum analysis also agrees with the orbit and 
scanning configuration of SSM/I (Hollinger et al., 1990). This analysis clearly supports the 
mathematical assumption and helps interpret the spectral range of atmospheric signal in Fig. 
3.9. In the power spectrum at both sample pixels (Fig. 3.3), it was also noticed that many 
side lobe peaks present around the harmonic components associated with the two squares 
waves, due to the mixture of the component signals (i.e. two square waves, atmospheric and 
surface signals). Thus, to identify the spectral features of the surface signal, only the main 
lobe peaks in the power spectrum of PDBT time series were used (Fig. 3.9).     

Time series of rain-gauge data were used to reveal the characteristic frequency range 
of the atmospheric signal, since the occurrence of precipitation is related to large scale 
clouds and high water depth of hydrometeor (Richards and Arkin, 1981). It is found that 
clear spectral features in the power spectrum of a PDBT time series, which can be related to 
surface and atmospheric signals in the PDBT time series (Fig. 3.9). The seasonal changes in 
soil moisture can be clearly observed in the power spectrum of PDBT time series, 
especially for crop land (Fig. 3.3 and Fig 3.9). The shortest seasonal changes have a period 
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of 73 days, which is comparable with the time scale of field-measured soil moisture 
according to Vinnikov et al. (1996). This indicates that the long-term memory of soil 
moisture, which is determined by the field capacity and potential evapotranspiration, 
probably smooths the influence of precipitation, thus identifies the shortest seasonal 
changes in PDBT time series. The slower longer seasonal changes in soil moisture, which 
can be observed in PDBT time series, may be associated with the seasonal climate (Wilson 
et al., 2004), e.g. monsoons and solar radiation. The amplitudes of components in the 
spectral range of the atmospheric signal are much smaller than those of components 
representing the seasonal changes in soil moisture (Fig. 3.9). This means that surface signal 
mainly controls the variations in the PDBT time series, while the atmosphere signal causes 
perturbations. Soil moisture is one of the major factors that determine the surface signal, 
since the fastest seasonal changes in PDBT time series are probably due to its time scale. 
This conclusion agrees with the physical characteristics of 37 GHz microwave, which is 
sensitive to surface wetness and influenced mainly by the absorption of hydrometeors. 
Although the spatial resolution at frequencies higher than 37 GHz can be better, e.g. at 85 
GHz, the scattering of hydrometeors will be more significant (Ulaby et al., 1981), which 
causes much larger variation in the atmospheric signal. So PDBT at 37 GHz is the trade-off 
between spatial resolution and atmosphere influence to detect surface wetness. It was also 
noticed that some short-term periodic variations in Fig. 3.9 (as shown in Table 3.1), whose 
harmonic components have very small variations in the power spectrum of precipitation 
time series (Fig. 3.8). Since the PDBT time series is mainly controlled by soil moisture, 
these short-term periodic variations are classed into the surface signal. The analysis on the 
spectral features of component signals in the PDBT time series supports our physical 
assumption.     

The performance of the modified boxcar filter (Fig. 3.5) shows that the filter transfer 
function at higher frequencies is rather smooth, which may retain part of surface and 
atmospheric signal, i.e. the components in the lower frequency range. The short-term 
components are filtered out with periods less than 20 days, as shown by the transfer 
function of the modified boxcar filter. The performance of the HANTS algorithm is 
controlled by the quality of input data, i.e. the number of reliable observations in clear days. 
Gaps lead to smaller number of observations and increase the difficulty of reconstructing 
the surface signal in the presence of extensive and persistent cloud cover. As discussed in 
Shang et al. (2015), long-term high cloud cover in winter does not lead to precipitations but 
does attenuate the PDBT values. This may have an impact on the identification of 
atmospheric signal using rain-gauge data as done in our study. Thus, in the future it will be 
explored that how to reduce the gap size by merging multi-sources data, e.g. AMSR-E and 
SSM/I and to combine satellite data products on precipitable water and cloud cover. In this 
case the application of TSAP reduced the range in daily PDBT in the lake-land boundary 
region from 42 K to 25 K as expected in inundated areas according to Choudhury (1991). 
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3.6   Conclusions  

In this Chapter, a new method, named Time Series Analysis Procedure (TSAP), was 
developed to remove the daily atmospheric influence on daily 37 GHz PDBT time series 
and the occurrence of observation gaps and errors in this time series. Other than traditional 
methods, this method is based on the power spectrum analysis of daily PDBT time series 
with Discrete Fourier Transform (DFT), since the spectral features of component signals 
can be revealed in the power spectrum of a mixed time series. The daily 37 GHz PDBT 
time series consists of the surface signal (including surface emittance and vegetation 
attenuation), the atmospheric signal (including atmosphere emittance and attenuation, 
mainly from hydrometeors), observation gaps and errors. The DFT of the PDBT time series 
is the linear combination of the weighted DFT of component signals and side lobes 
introduced by mixing signals. According to the power spectrum analysis of PDBT time 
series, TSAP included two stages. In the first stage, it was found that the consecutive gaps 
and periodic components in observation errors introduced extreme peaks in the very high 
frequency spectral range. Both of them can be removed by the modified boxcar filter. The 
minimum filter length was determined by the longest period of peak harmonic components 
associated with the observation gaps and errors. In the second stage, the spectral features of 
the atmospheric signal can be revealed by the power spectrum of precipitation time series, 
due to that atmosphere emittance and attenuation at 37 GHz is mainly from hydrometeors. 
The harmonic components associated with the surface signal were mainly in the lower 
frequency domain, i.e. representing the seasonal changes of soil moisture, and have larger 
amplitudes than those associated with the atmospheric signal, due to that the microwave 
sensitivity to surface wetness is larger than to atmospheric water content at 37 GHz. Thus 
the spectral features of the surface signal can be identified and be used by the Harmonic 
ANalysis of Time Series (HANTS) algorithm to reconstruct the surface signal from the 
filtered PDBT time series. The performance of the modified boxcar filter was mainly 
controlled by the gap size according to the Nyquist theorem. Overall, the modified boxcar 
filter reduced the noise level in raw PDBT time series significantly and the HANTS 
algorithm mitigated the impact on sample largely attenuated by the atmosphere. After 
TSAP, the PDBT range of the lake-land boundary region was closer to the observed range 
in other large flooded area, i.e. Pantanal. 
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Chapter 4 

Inundation patterns in the 

Poyang Lake floodplain 

4.1  Introduction 

Poyang Lake and its floodplain is a hotspot of hydrological studies in past decades 
(Guo et al., 2008; Guo et al., 2011; Guo et al., 2012; Shankman et al., 2006; Ye et al., 2011; 
Ye et al., 2013; Zhang et al., 2012; Zhang et al., 2006; Zhang et al., 2011; Zhao et al., 2010), 
mainly due to that large floods in 1998 lead to extreme damages on life and properties in 
this area (Zong and Chen, 2000). The floodplain is located in the middle reach of the 
Yangtze River basin and on the south side of the Yangtze River. Poyang Lake, i.e. the 
largest freshwater body in China, is located at the north-eastern part of the floodplain and 
connects to the Yangtze River through the outlet area on lake’s north side. The lake 
receives water flow from five rivers in the floodplain: Ganjiang, Fuhe, Xinjiang, Raohe and 
Xiushui Rivers. The floodplain has a typical subtropical and monsoon climate, with the 
annual mean precipitation around 1680mm. 59% of annual discharge of this floodplain 
arrives in the rainy season, normally from March to June, and most runs into Poyang Lake; 
while only 14% arrives in the dry season, from October to next January (Ye et al., 2013). 
Besides receiving water from upstream, the lake area also interacts with the Yangtze River 
(Guo et al., 2011; Hu et al., 2007). So, Poyang Lake is a very important natural reservoir for 
both the floodplain and the Yangtze River basin. In the floodplain, wide alluvial plains and 
broad alluvial valleys are one of the largest rice growing regions in China. The largest 
wetland in China is also located around the lake and supplies habitat for water fowls. Water 
resource management becomes more and more important to balance the water competition 
between human activities (e.g. agriculture) and ecosystem (e.g wetland) in the Poyang Lake 
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floodplain, especially under changed climate. The closer of the Three Gorges Dam 
significantly modifies stream flow in the Yangtze River basin, and thus also influences the 
lake area and wetlands in Poyang Lake, which aggravates the water competition in the 
floodplain.     

For flood early warning and water resource management in such subtropical 
floodplain, it is necessary to monitor lake area, observe inundated area in upstream and 
study the relationship between them. Remote sensing technologies can be used to observe 
surface water bodies. There were many studies to identify the surface water body and 
wetlands in Poyang Lake with optical and thermal sensors (e.g. Dronova et al., 2011; Feng 
et al., 2012a; Feng et al., 2012b; Li et al., 2012; Zhang et al., 1998). Using optical and 
thermal sensors, however, is largely hampered by frequent clouds and precipitation. Rice, 
aquatic vegetation, and emergent vegetation complicate the spectral features of surface 
water bodies in visible and thermal bands (Dronova et al., 2011). Synthetic Aperture Radar 
(SAR) can observe surface water bodies underneath clouds and vegetation canopy, but its 
low temporal resolution and small spatial coverage makes it difficult to observe the 
evolution of a monsoon lake or the inundation pattern of a large floodplain. Yésou et al. 
(2011) combines the surface water body observations from MODerate-resolution Imaging 
Spectroradiometer (MODIS) and Advanced Synthetic Aperture Radar (ASAR), in order to 
delineate the seasonal changes of Poyang Lake.  

Microwave observations at 37 GHz have been used to observe inundated area under 
dense vegetation coverage in many tropical floodplains (e.g., Hamilton et al., 2002; 
Hamilton et al., 1996, 2004; Sippel et al., 1994; Sippel et al., 1998), thus are applied in this 
thesis to observe surface water bodies. The previous methods, however, cannot be directly 
used in the subtropical floodplains, mainly due to the seasonal changed vegetation and 
various surface roughness conditions. In Chapter 2, the two-step model has been developed 
to retrieve the fractional area of Water Saturated Surface (WSS), i.e. open water, inundated 
area and water saturated soil surface, from Polarization Difference Brightness Temperature 
(PDBT) at 37 GHz, which takes the seasonal changed vegetation and various surface 
roughness conditions into account. Time series Analysis Procedure (TSAP described in 
Chapter 3) can extract the surface signal in the time series of daily PDBT observations, so 
that remove the atmospheric influence, i.e. clouds and precipitation. With combining these 
two methods, it is possible to delineate the daily changes of surface water body in Poyang 
Lake and the floodplain, regardless of the variable conditions in vegetation and atmosphere.  

 Two problems still remain in the implementation of the combined method. The first 
one is how to evaluate or validate the retrieved WSS area. Since WSS includes water 
saturated soil and inundated, it is difficult to use field measurement to validate it. The 
second problem is that there is no rain-gauge data for all pixels covering the whole Poyang 
lake floodplain, i.e. pixels numbered from 1 to 36 in Fig. 4.1. Rain-gauge data is needed by 
TSAP to identify the spectral features of the atmospheric signal in the PDBT time series.  

During clear days, optical and thermal sensor and SAR can observe open water with 
very high accuracy. Thus open water observed by these two types of sensors were used to 
validate the inundated area retrieved from microwave radiometer data (e.g. Sippel et al., 
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1994; Tanaka et al., 2003). The lake area observed from MODIS and SAR by Yésou et al. 
(2011) can be the reference data to validate the retrieved WSS area in this case. Rain-gauge 
time series has very small correlation in space (Skøien et al., 2003) , i.e. small space scale. 
Thus, precipitation time series could be taken as a random process and may reveal large 
variations in the spectral features of the atmospheric signals between pixels. The spectral 
features of the atmospheric signal are used to identify the spectral features of the surface 
signal that is dominated by soil moisture and vegetation. The correlation of soil moisture 
time series is large in space and the space scale of field measured soil moisture could be as 
large as 500 km (Skøien et al., 2003; Vinnikov et al., 1996). Vegetation phenology is 
dominated by the climate types. Thus, in a subtropical floodplain, as the Poyang Lake 
floodplain, the spatial variation in the surface signal is much less than that in the 
atmospheric signal, i.e. uniform spectral features of the surface signal may be derived and 
applied to the whole floodplain.   

 This chapter is aimed to study inundation patters in the Poyang Lake floodplain with 
the method combining the two-step model and TSAP developed in the previous chapter. To 
solve the two problems in the implementation, the lake area observed from MODIS and 
ASAR by Yésou et al. (2011) is used as reference data and rain-gauge data in Chapter 3 is 
used to derive the uniform spectral features of the surface signal in the Poyang Lake 
floodplain. Section 4.2 described data set and the study area. Section 4.3 introduced the 
overall method and evaluates the retrieved WSS area in Poyang Lake with the observations 
from MODIS and ASAR. Section 4.4 illustrated the study on the inundation pattern in the 
Poyang Lake floodplain. The uniform spectral features of the surface signal were derived 
from rain-gauge data at two stations and were evaluated by comparing the retrieved WSS 
area and lake area observed by MODIS and ASAR. The comparison between different 
microwave radiometers was also analyzed, in order to evaluate the consistency, observation 
bias and possible noise of these two sensors, which may also lead to the model uncertainty 
of the overall method. Section 4.5 showed the inundation patterns of the Dongting Lake and 
Poyang Lake floodplains in a flooded and a normal year, in order to evaluate the possibility 
to use WSS area as an indicator of flood early warning. Section 4.6 summarized the 
conclusions.  
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Figure 4.1: The study area of Poyang Lake and its floodplain. Pixels numbered from 1 to 
10 covers the whole Poyang Lake area and those from 11 to 36 covers the floodplain.  

4.2  Data set and the study area 

The study area is the Poyang Lake floodplain (see the rectangles in Fig. 4.1, the 
rectangle area is the Equal-Area Scalable Earth Grid (EASE-Grid) with spatial resolution of 
25km (Brodzik and Knowles, 2002)), located between 28.048°N  to 29.384°N,  and from 
115.444°E  to 117.007°E. There is a clear dry season from October to next January and 
the flooding season is from March to June.  

Currently, there are two sensors providing brightness temperature measurements 
around 37 GHz with dual polarization: the Special Sensor Microwave Imager (SSM/I) and 
The Advanced Microwave Scanning Radiometer for EOS (AMSR-E). In this case the 
SSM/I on board the Defence Meteorological Satellite Program (DMSP) F13 satellites was 
used. It is a seven channel four-frequencies radiometric system providing global 
observations at a constant incidence angle of 51.2° since July 1987 (Hollinger et al., 1990). 
The period covered by our case-study is from 2001 to 2008, mainly concerning the start 
observation by the Moderate Resolution Imaging Spectroradiometer (MODIS) (in June 
2000) and the enclosure of the Three Gorge Dam (in November 2002). The footprint of the 
37 GHz observations is about 28 km by 37 km, with geo-location uncertainty of about 6 km. 
The data acquired at 05:58:00 LT was used in this case. The AMSR-E on board the Aqua 
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satellite measures radiation since May 2001 at six frequencies in the range 6.9 – 89 GHz, 
all at dual polarization, with a constant incident angle of 55˚. The 36.5 GHz data has a 
footprint of 14km by 8km and is acquired by AMSR-E at local solar time of 1:30:00 LT. 
SSM/I brightness temperature has been inter-calibrated with that of AMSR-E and both are 
registered into the EASE-Grid system. Thus, for the same pixel area, the time series of 
PDBT at similar frequencies (37 GHz for SSM/I while 36.5 GHz for AMSR-E) should have 
similar fluctuations. The PDBT time series at the same pixels are compared to validate the 
consistency, observation bias and possible noise of these two sensors. The daily SSM/I and 
AMSR-E data gridded into the EASE-Grid (Brodzik and Knowles, 2002) were downloaded 
from the National Snow & Ice Data Centre (NSIDC) (Armstrong et al., 1998). Poyang lake 
area covers 10 pixels of EASE-Grid data as indicated in Fig. 4.1 by the white numbered 
rectangles. The upstream area of Poyang Lake covers the four major tributary river systems 
coming from west, south-west, south-east and east directions, indicated in Fig. 4.1 by the 
gray shading rectangles numbered with white color.  

Normalized Difference Vegetation Index (NDVI) is needed to estimate the fractional 
area of vegetation and vegetation transmission function as Chapter 2 shows. It was derived 
from the MODIS data: the MOD09A1 8-day composite surface reflectance data of bands 1 
– 7. Because of the non-linear dependence of NDVI on red and near-infrared reflectance, 
the surface reflectance will be averaged first over each EASE-Grid and then used to 
calculate its NDVI.  

4.3  The overall method and the evaluation 

4.3.1 The overall method 

To retrieve daily fractional area of WSS with the two-step model, daily noise-free 
NDVI, PDBT and vertical Brightness Temperature (BT) need to be obtained at first. Thus 
the overall method includes three steps as: 

1. Gap fill and noise removal: TSAP was applied to both PDBT and vertical BT at 37 
GHz, in order to derive daily noise-free data as described in Chapter 3. The 
parameters of TSAP were identified in section 4.2.2. HANTS algorithm was applied 
to NDVI aggregated from MOD09A1, in order to derive daily cloud-free NDVI. 
HANTS parameters used to reconstruct NDVI was described by Shang et al. (2015). 

2. Retrieve the Polarized Difference Effective Emissivity: After identifying the land 
surface temperature using vertical BT at 37 GHz with Eq. (2.11), the vegetation 
fractional area and the vegetation transmission function using NDVI data with Eq. 
(2.12) and Eq. (2.28) respectively, daily Polarization Difference Effective Emissivity 
(PDEE) can be retrieved using the simplified radiative transfer model (Eq. 2.9).  

3. Retrieve the fractional area of the WSS from PDEE: The fractional area of WSS can 
be derived from PDEE with linear model (Eq. 2.29). 
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The parameterization of the two-step model for the Poyang Lake floodplain had been 
illustrated in Chapter 2. According to Chapter 3, there are two stages in the TSAP: 1) 
boxcar filtering; 2) HANTS reconstructing. The parameters in TSAP were derived at first 
(Sect. 4.3.2). The overall method was used to retrieve the WSS area within the Poyang 
Lake and evaluated by comparing the retrieval with the lake area observed from MODIS 
and ASAR, after each step of TSAP applied to PDBT data (Sect. 4.3.3). The vertical BT 
used in this evaluation was the noise-free data processed by TSAP, so that to reduce the 
influences of atmosphere on the estimation of surface temperature.  

4.3.2 Implementation of TSAP 

The TASP method uses two filters to remove the atmosphere signal, observation gaps 
and errors in each pixel: 1) the modified boxcar filter; 2) the HANTS algorithm as Chapter 
3 shown. In the first stage of TSAP, the DFT of 37 GHz PDBT time series was used to 
identify the spectral range associated with gaps, i.e. L = 8days in our case. This value was 
rather uniform in the Poyang Lake area, which gave a minimal filter length of 10days, 
according to Eq. (3.10). In the second stage of TSAP, the DFT of the time series of rain-
gauge data was used to identify the frequency range associated with the atmospheric signal. 
It is assumed that the rain-gauge data observed in the pixel numbered with 6 in Fig. 4.1 
could represent precipitation over the whole Poyang Lake area, i.e. pixels numbered from 1 
to 10 in Fig. 4.1, so that the spectral features of PDBT time series can be identified for each 
pixel. The threshold frequency separating the surface and atmospheric signals can be 
estimated by analyzing the difference between the power spectrum of precipitation time 
series and the filtered PDBT time series. It was found that this threshold value was almost 
constant in the Poyang Lake area and it gave a period equal to 73 days. All the harmonic 
components at frequencies lower than this threshold were due to the surface signal. The 
harmonic components listed in the 2nd sample pixel (Table 3.1) were also due to the 
surface signal, but with periods < 73days. These harmonic components (Table 3.1) were 
also found in the spectral features of the surface signal in other pixels covering the lake area. 
It is reasonable, since the lake area and the vegetation types change in a similar way for 
these pixels.  Thus, the harmonic components with periods > 73 days and those associated 
with the surface signal of the 2nd sample pixel in Table 3.1 were used to extract the surface 
signal with HANTS for each pixel in the lake area. 

4.3.3 Evaluation of the overall Method  

It is difficult to validate the retrieved WSS area, since no ground measurements are 
available for an area as large as 25km ×25km. Yésou et al. (2011) combined the water body 
observation from MODIS and ASAR data to delineate the seasonal changes of Poyang 
Lake area, which can be a ruler to evaluate our retrieval. In the overall method, two aspects 
need to be evaluated: 1) the performance of TSAP; 2) the performance of the two-step 
model. To evaluate the performance, the overall method was applied to the ten pixels 
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covering the Poyang Lake to retrieve its WSS area using the PDBT observations at each 
stage of TSAP.  

The WSS area retrieved with three PDBT data sets, i.e. original PDBT observations, 
boxcar-filtered PDBT data and HANTS-reconstructed PDBT data, was compared with the 
lake area estimated with MODIS and ASAR images by (Yésou et al., 2011) ( Figure 4.2). 
Though the R2 is higher when using the original PDBT, its Relative Root Mean Squared 
Error (RRMSE) is also larger (Table 4.1) and the retrieved WSS area is much less than the 
observed lake area, while WSS area is the sum of lake area, wetland and water saturated 
soil, i.e. it should be WSS > lake area. The retrieved WSS areas with the HANTS 
reconstructed surface signal has the lowest R2 value but the best RRMSE, and samples are 
located around the 1:1 line (Figure 4.2). This indicates that TSAP gives a more accurate 
estimate of WSS area than the raw 37 GHz PDBT observations. R2 of three stages was all 
above 0.77. This proves that the two-step model can be used to retrieve the WSS area from 
PDBT observations at 37 GHz.  

 
Figure 4.2: Retrieved Water Saturates Surface at Poyang Lake from original PDBT data, 
filtered PDBT and HANTS reconstructed PDBT, compared with lake area observed from 
the MODIS and ASAR by Yésou et al. (2011). 

 

Table 4.1: Correlation of retrieved Water Saturated Surface at Poyang lake with PDBT in 
different stages of TSAP and lake area observed by Yésou et al. (2011), and their relative 
RMSE. 

 
R2 RMSE Relative RMSE 

Original Time series 0.9195 802.14 38.48% 

Moving filtered 0.7845 866.93 41.59% 

HANTS Reconstruction 0.7747 479.33 22.99% 
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4.4  Inundation pattern of the Poyang Lake floodplain 

Through the evaluation in the above section, it can be concluded that the overall 
method can be used to retrieve WSS. Another implementation problem is that the rain-
gauge data cannot cover all pixels in a floodplain. The used assumption that rain-gauge data 
at limited locations can represent precipitation over the whole study area may not be proper 
to identify the spectra features of the surface signal in the whole Poyang Lake floodplain, 
due to the large spatial variability in atmosphere conditions. On the other hand, the spectral 
features of the surface signal may be uniform over the whole floodplain, since the wetness 
in the floodplain is dominated by the same monsoon system. Under the same climate zone, 
the vegetation phenology may also be similar.  In this section, the uniform spectral features 
of the surface signal were identified (Sect. 4.4.1) and were evaluated by comparing the 
retrieved WSS area with the lake area observed from MODIS and SAR (Sect. 4.4.2). The 
observations between SSM/I and AMSR-E were compared, in order to validate the possible 
errors in the microwave radiometers (Sect. 4.4.3), which may also lead to the uncertainty in 
the overall method. After the evaluation, the overall method can be applied to retrieve daily 
WSS area in whole floodplain (Sect. 4.4.4) and to study the inundation pattern. 

4.4.1 The uniform spectral features of the surface signal  

In many floodplains, rain-gauge data cannot cover each 25km×25km pixel within the 
whole floodplain. Thus, uniform spectral features of the surface signal need to be identified 
from samples with rain-gauge data, e.g. the two sample pixels in Chapter 3 for the Poyang 
Lake floodplain. In the implementations of TSAP at crop land and lake area (Chapter 3), 
the threshold periods for the spectral features of the surface signal in the lower frequency 
are the same at these two samples, i.e. 73 days. Thus, harmonic components with period ≥ 
73 days were the uniform spectral features of the surface signal in the lower frequency 
domain. The variability in the spectral features of the surface signal lies in higher frequency 
domain, mainly due to the different spectral features of the atmosphere signal, according to 
the implementations of TSAP in Chapter 3. The significant differences in the spectral 
features of the atmospheric signal between two samples were observed in period range of 
[20 days, 30 days] (Fig. 3.8), and these spectral features of the atmosphere signal had large 
powers. This indicates that the spatial variations in the atmospheric signals are mainly in 
high frequency domain. On the other hand, the spectral features of the surface signal in this 
high frequency range had very small powers (Fig. 3.9). Thus, to eliminate the spatial 
variation due to the atmospheric signals, only the spectral features of the surface signals 
within the range of [30 days, 73days] (Table 3.1) are used to identify the uniform spectral 
features. The intersection of the spectral features of their surface signals in this range, i.e. 
period = 46 days and 31 days, was chosen as the uniform spectral features. The harmonic 
component with period of 64 days was also a member of the uniform spectral features in 
this area, since it is a very important component for crop land as Fig. 3.9 shown.  Above all, 
the uniform spectral features of the surface signal in the floodplain have periods ≥73days, 
and periods = 64days, 46days, and 31days. 
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4.4.2 Evaluate the uniform spectral features  

The uniform spectral features of the surface signal had been identified in the above 
section, according to the DFT of PDBT time series at two sample pixels, i.e. lake area and 
the crop land. In the implementation of the TSAP in Chapter 3 and section 4.3.2, the 
spectral range of observation gaps was constant for the studied samples, i.e. L=8day, thus 
the length of the modified boxcar filter was 10 days for all pixels. Using the filter length 
and the uniform spectral features, TSAP can be applied to the whole floodplain. To 
evaluate the uniform spectral features, the WSS area enclosing the Poyang Lake (rectangles 
numbered from 1 to 10 in Fig. 4.1) was retrieved from 2001 to 2003 using the overall 
method, and was compared with the Poyang Lake area observed from MODIS and ASAR 
data (Huber et al., 2012; Yésou et al., 2011; Yesou et al., 2013). The trend of our retrieved 
WSS area was close to the observed Poyang Lake area as shown in Fig. 4.3. The RMSE of 
the retrieved WSS area is 361.22 Km2 or RRMSE 17.74%. The RRMSE using the uniform 
spectral features is better than that using the derived spectral features of the surface signal 
for the lake area as shown in section 4.3.3. The uniform spectral features of the surface 
signal include longer periods than the spectral features derived from the lake area. When 
using the uniform spectral features, the overall method smooths the short-term variations in 
the retrieved WSS area. Meanwhile, most of the reference lake area is observed from 8-day 
composition of MODIS reflectance data, which also smooth the short-term variation in time. 
Thus, using the uniform spectral features has the better RRMSE.   

A wet case and dry case of the pixel region centered at 29.0485° N and 116.0954°E 
was shown in Fig. 4.4. In the ‘wet case’ of July 4th, 2002, the fractional area of WSS, which 
is calculated from SSM/I (65.28%), was close to the fractional area of open water (58.81%) 
observed from MODIS NDVI image. However, in the dry case of October 24th 2002, the 
fractional area of WSS (46.24%) was much larger than that of open water (21.85%) 
observed from NDVI. That’s because, the degraded lake area become wetland and is 
occupied by aquatic vegetation, mainly Phragmites. An optical sensor, like MODIS, cannot 
observe the standing water beneath the vegetation canopy, while a microwave radiometer 
can penetrate it. Thus, the WSS area is close to the total area of open water and the wetland 
vegetation. 

 
Figure 4.3: Scatter plot of lake area estimated with MODIS and ASAR data by Yesou et al. 
(2011) and water-saturated surface calculated from SSMI 37 GHz 
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4.4.3 Comparison between SSM/I and AMSR-E 

The difference between our retrieved WSS area and the lake area observed from 
MODIS and ASAR data is mainly caused by three factors: 1. The study area is different: 
Yesou et al. (2011) focus on the Poyang Lake area, while our study area does not only 
cover the Poyang Lake, but also the wetland and cropland adjacent to Poyang Lake as Fig. 
4.1 show; 2. The observed features are different: the MODIS and ASAR capture the open 
water, while the total area of water saturated soil at surface and inundated area is retrieved, 
i.e. open water, flooded vegetation and the water saturated soil cannot be discriminated 
using our model; 3. The temporal resolution is different: SSM/I data supplies daily 
brightness temperature data, while the MODIS data used by Yesou et al. (2011) is 8 day 
composite and ASAR has 35 days repeat orbit. Thus, near daily monitoring is one of the 
advantages of using 37 GHz microwave radiometer data. Another very important factor is 
the different impact vegetation on the three types of observation. The MODIS observations 
cannot penetrate under vegetation. In principle ASAR can capture the backscatter from the 
water surface underneath the vegetation, but the scattering by vegetation is very strong. Our 
model takes the emittance of the WSS under vegetation cover into account.  

Besides the difference between microwave radiometers and other sensor types, the 
difference between various microwave radiometers is also interesting. After inter-sensor 
calibration, the retrieved sea surface temperature from SSM/I and AMSR-E has difference 
less than 0.5 K (Wentz, 2013), i.e. the difference in radiometers is very small. Though the 
brightness temperature data of the two radiometers have been both registered into the 
EASE-Grid system, the IFOV of original data is rather different: 37km×28km for SSM/I 
while 14km×8km for AMSR-E. Thus AMSR-E observes detailed changes of lake area 
especially during the dry season. The PDBT of the SSM/I seemed to be saturated earlier 
than that of the AMSR-E as shown by e.g. the peaks during May to October in Fig. 4.5, 
probably due to that the AMSR-E observed a higher fractional WSS area in its small IFOV 
than SSM/I. Taking the peaks in March and November in Fig. 4.5 as an example, the PDBT 
of SSM/I did not increase simultaneously with the AMSR-E, but 10 days later. In the 
period of 4/11//2203 – 24/11/2003 (rectangle period in Fig. 4.5), the SSM/I PDBT was 
about 5 K lower than AMSR-E, with the retrieved WSS area 345 km2 lower than that from 
AMSR-E. The time series trend should be almost the same since two sensors both measures 
before sun rise. Over all comparison samples, our retrieved WSS from of SSM/I was closer 
to the Poyang lake area observed from MODIS and SAR than that from AMSR-E, except 
that samples in November 2003. Thus, there is need of future work on the analysis of these 
two data sets. 
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cannot penetrate under vegetation. In principle ASAR can capture the backscatter from the 
water surface underneath the vegetation, but the scattering by vegetation is very strong. Our 
model takes the emittance of the WSS under vegetation cover into account.  

Besides the difference between microwave radiometers and other sensor types, the 
difference between various microwave radiometers is also interesting. After inter-sensor 
calibration, the retrieved sea surface temperature from SSM/I and AMSR-E has difference 
less than 0.5 K (Wentz, 2013), i.e. the difference in radiometers is very small. Though the 
brightness temperature data of the two radiometers have been both registered into the 
EASE-Grid system, the IFOV of original data is rather different: 37km×28km for SSM/I 
while 14km×8km for AMSR-E. Thus AMSR-E observes detailed changes of lake area 
especially during the dry season. The PDBT of the SSM/I seemed to be saturated earlier 
than that of the AMSR-E as shown by e.g. the peaks during May to October in Fig. 4.5, 
probably due to that the AMSR-E observed a higher fractional WSS area in its small IFOV 
than SSM/I. Taking the peaks in March and November in Fig. 4.5 as an example, the PDBT 
of SSM/I did not increase simultaneously with the AMSR-E, but 10 days later. In the 
period of 4/11//2203 – 24/11/2003 (rectangle period in Fig. 4.5), the SSM/I PDBT was 
about 5 K lower than AMSR-E, with the retrieved WSS area 345 km2 lower than that from 
AMSR-E. The time series trend should be almost the same since two sensors both measures 
before sun rise. Over all comparison samples, our retrieved WSS from of SSM/I was closer 
to the Poyang lake area observed from MODIS and SAR than that from AMSR-E, except 
that samples in November 2003. Thus, there is need of future work on the analysis of these 
two data sets. 
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Figure 4.5: Boxcar filtered PDBT time series: comparison of AMSR-E and SSM/I 
measurements 

 

4.4.4 The inundation pattern in the Poyang lake floodplain  

Through the comparison between WSS area and the Poyang Lake area observed from 
higher spatial resolution data, it can be concluded that the uniform spectral features can be 
applied to the Poyang Lake floodplain. The retrievals of WSS area from SSM/I PDBT data 
had better performance than from AMSR-E data, except one samples, thus SSM/I data was 
preferred in our study. To observe the inundation pattern in the floodplain, the WSS area in 
pixles of the upstream floodplain, which were indicated in Fig. 4.1 by the EASE grid-cells 
numbered from 11 to 36, was retrieved with the overall method. This upstream area 
includes the major tributary river systems from West, South-West, South-East and East 
directions. The downstream area is the lake area indicated by the EASE grid-cells 
numbered from 1 to 10.  

The time series of the Poyang Lake area from 2001 to 2008 had similar fluctuations 
with the upstream WSS area (Fig. 4.6). For most periods, the Poyang lake area increased 
with the upstream WSS area. This is proved by the cross correlation analysis between these 
two time series (Fig. 4.7): the maximum cross correlation values from 2001 to 2008 were 
all higher than 0.5 and the time lag was no more than 5 days. The time lag indicates that the 
two time series are better correlated if shifted by this time lag relatively to the other. In this 
case, it means that the increase of WSS area at upstream catchment will come earlier than 
that of Poyang lake area.  
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Figure 4.6: Comparison in Water Saturated Surface between in upstream and at Poyang 
Lake. 

 

 
Figure 4.7: Maximum cross correlation values between time series of Water Saturated 
Surface in upstream and at Poyang Lake from 2001 to 2008, and the time-lag days of 
maximum value occurs. 
 

There were some peaks of the upstream WSS area that did not lead to the 
simultaneous increasing of lake area in Fig. 4.6. The reason is that the water source changes 
for the lake area. According to the long-term hydrological data in the Poyang Lake, before 
July of each year, the water from upstream of the Poyang Lake flood plain (it is the sub 
basin of the Yangtze River basin) is the major source of lake. During this time, the lake area 
fluctuation was close related to the upstream WSS area in most years. There were some 
spikes in upstream not leading to same response in the Poyang Lake, for example in the end 
of April of 2002 and 2003. That is because the surface runoff and stream flow had been 
consumed by irrigation and other human activities, before reaching the lake. Since August 
in each year, the Poyang lake area was supplied by water flow from both the upstream and 
the Yangtze River. Thus, the asynchronism between upstream WSS area and the lake area 
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becomes larger. For example, the spikes of lake area in September of 2001 and 2008 are 
probably caused by the water flow from the Yangtze River. 

It is also interesting to observe that since 2003, the maximum cross correlation value 
increased significantly. The major reason why the correlation coefficient changed after 
2002 is that the water supplied by the Yangtze River changed due to the building of the 
three George dam. The Three Georges dam was closed to store water from November 2002 
to 2006. Water flow from the Yangtze River to the Poyang Lake was limited in the period 
from August to September, i.e. the flooding season of the Yangtze River. Thus, the water 
source of the Poyang Lake was mainly from the upstream catchment of the Poyang Lake 
floodplain and the correlation coefficients increase from 2003 to 2006. Since 2007, the dam 
stopped storing water and released stream flow as usual. Then an obvious decrease occurs 
in the coefficients of Fig. 4.7. This again proved that the water supplement from the 
Yangtze River will significantly influence the lake changes. 

4.5  A case study of observing flood propagation  

The temporal evolution of inundated area between up and down stream in the Poyang 
Lake floodplain had been studied in the above section, using the retrievals of the WSS area 
from PDBT at 37 GHz. The spatial evolution of WSS area over the whole floodplain is also 
interesting to study the propagation of flood waves and for flood early warning. 
Considering the coarse spatial resolution of the SSM/I data, the WSS area in the Dongting 
Lake and Poyang Lake floodplains were shown in this case. The Poyang Lake and 
Dongting Lake floodplains are in subtropical climate zone and influenced by the same 
monsoon systems, thus the uniform spectral features of the surface signal that were 
identified for the Poyang Lake floodplain can be directly applied in the Dongting Lake 
floodplain. According to the local hydrologic records, During April and May 2010, heavy 
rainfall in these two floodplains led to river stages in these two floodplains higher than the 
warning level, while in normal years, there is no flooding during this period. The WSS area 
of these two floodplains in this period of 2010 (Figure 4.8) was calculated and compared 
with that in a normal year, e.g. 2011 (Figure 4.9). The extension of WSS area in these two 
floodplains shows clear difference in 2010 and 2011. Large flooded area, i.e. large WSS 
area, can be observed in 2010, which lasts almost one month from 23rd April to 25th May. In 
2011, however, large WSS area was primarily observed in the upstream of these two 
floodplains (i.e. south part of the southern floodplains) and the mountain area between these 
two floodplains, because rainy season starts in April and monsoon system brings rainfall 
from south to north. This difference agrees very well with the local hydrologic and 
meteorological records. Thus it can be concluded that the WSS area follows well with the 
propagation of flood and can be used for flood early warning 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 4.8: The Water Saturated Surface (WSS) area within each 25km × 25km pixel  on: 7 
April (a); 23 April (b); 9 May (c); and 25 May (d) of 2010 in the Dongting Lake and Poyang 
Lake floodplains; (e) the legend of images from (a) to (d). Dongting Lake is located on the 
left side and Poyang Lake is located on the right side, with their boundary lines shown in 
each image. 
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(a) (b) 

  
(c) (d) 

 
(e) 

Figure 4.9: The Water Saturated Surface area within each 25km × 25km pixel on: 7 April 
(a); 23 April (b); 9 May (c); and 25 May (d) of 2011 in the Dongting Lake and Poyang Lake 
floodplains; (e) the legend of images from (a) to (d). Dongting Lake is located on the left 
side and Poyang Lake is located on the right side, with their boundary lines shown in each 
image.   

 

4.6  Conclusions 

In this chapter, the overall method combining the TSAP and the two-step model that 
have been developed in the previous chapter was used to retrieve daily WSS area from 
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PDBT at 37 GHz, so that to study the inundation pattern in the Poyang Lake floodplain. To 
evaluate the overall method, the WSS area covering Poyang Lake was retrieved with the 
PDBT in three stages of TSAP — original PDBT, boxcar-filtered PDBT and HANTS 
reconstructed PDBT, and was compared with the lake area observed from MODIS and 
ASAR data respectively. The rain-gauge data at Boyang meteorological station was used to 
identify the spectral features of the surface signal in the lake area.  R2 between the retrievals 
and observed lake area was higher than 0.77 and RRMSE was reduced from 38.5% to 
23.0%, when using the PDBT processed by each step of the TSAP. The accuracy of the 
overall method is acceptable, taking the difference in the surface objects observed by 
microwave radiometers and other sensor types into account.     

Rain-gauge data is needed by TSAP to identify the spectral features of the surface 
signal in PDBT time series at each pixel. To solve the problems of limited rain-gauge data 
available in a large floodplain, e.g. the Poyang Lake floodplain, the uniform spectral 
features of the surface signal was identified as the intersection of the spectral features of the 
surface signal at pixels having rain-gauge data. The overall method using the uniform 
spectral features was evaluated again by comparing the retrievals of the WSS area covering 
Poyang Lake with the lake area observed by higher spatial resolution data, with R2 of 0.76 
and RRMSE of 17.7%. This method was then applied to retrieve the daily WSS area at 
upstream Poyang Lake floodplain. The WSS area at upstream catchment and the lake area 
were highly correlated with a time lag of 3 – 5 days. The correlation level was influenced 
by the water flow in the Yangtze River. The spatial evolution of the retrievals of the WSS 
area in the Dongting Lake and Poyang Lake floodplains agreed with the propagation of 
flooding in the spring of 2011. The retrieved WSS area can be an indicator of surface water 
bodies and be used for flood early warning in large floodplains.  
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Chapter 5 

The Discrete Rainfall-runoff 

Model 

5.1  Introduction 

In many conceptual hydrological models, such as Xinganjiang model (Zhao, 1977, 
1984), Probability Distributed Model (PDM) (Moore, 2007, 1985), TOPMODEL (Beven 
and Kirkby, 1979; Beven et al., 1984), Variable Infiltration Capacity (VIC) (Liang et al., 
1994; Wood et al., 1992) and ARNO (Todini, 1996) , water saturated soil  is a conceptual 
parameter that determines the fast runoff produced after a storm, i.e. overland flow and fast 
subsurface flow. Fractional area of water saturated soil can be derived from regional water 
storage with some physically parameters, such as the topography-soil index in 
TOPMODEL (Sivapalan et al., 1987) or the infiltration factor in VIC (Liang et al., 1994; 
Wood et al., 1992). It is, however, difficult to measure regional water storage precisely 
(Eagleson, 1978) and to optimize these physical parameters for various catchments. In the 
Chapter 4, it has been shown that the fraction area of Water Saturated Surface (WSS) can 
be retrieved from the Polarization Difference Brightness Temperature (PDBT) observed by 
space-borne microwave radiometers at 37 GHz, after taking the influence of the vegetation 
and the atmosphere into account (Shang et al., 2015). The WSS area is where inundated 
area or water-saturated top soil occurs, such as wetlands, ponds, lakes and rivers. WSS area 
normally occurs in the lower reach of a catchment, which may be directly connected to 
rivers by channels or on the pathway of surface runoff close to rivers. Precipitation cannot 
percolate in the WSS area, similar to water saturated soil, thus precipitation falling on WSS 
area will be drained into rivers directly or became surface runoff quickly. Meanwhile, WSS 
area also stores water flow produced upstream and by itself, leading to an increase in the 
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WSS area and modifies peaks of river discharge (e.g. Winter and Valk, 1989). So the WSS 
area indicates the regional water storage capacity and has a close relationship with stream 
flow production. The observation, e.g. the retrieval with 37 GHz PDBT, could be a 
potential input to these conceptual hydrological models towards mitigation of data 
requirement and model calibration.   

The difference between the WSS area and the conceptual water saturated soil is 
significant. The WSS area only represents the water saturation condition at top surface, 
while the depth of the conceptual water saturated soil is variable, depending on water 
storage, soil porosity and the topography (Beven and Kirkby, 1979; Wood et al., 1992). A 
possible method to bridge this difference is to model regional soil moisture using a soil-
canopy-atmosphere model and the observations from Special Sensor Microwave Imager 
(SSM/I) as shown by Lakshmi et al. (1997a, 1997b). In their studies, microwave at lower 
frequencies (e.g. 19 GHz), however, were preferred, rather than 37 GHz, because the 
penetration depth at 37 GHz is too shallow (i.e. 0.08cm – 0.8 cm). The parameterization of 
the soil-canopy-atmosphere model adds to the difficulty and uncertainty in this approach 
(see, e.g. Lakshmi et al. (1997a)). Crow and Ryu (2009) used Ensemple Kalman 
Filter/Smoother (EnKF/EnKS) to correct the prediction of soil water states with soil 
moisture retrieved from 1.4 GHz radiometer (i.e. Soil Moisture and Ocean Salinity 
(SMOS)), which together with the correction of precipitation (i.e. a data assimilation 
system with dual rainfall/state correction procedure) improves the Sacramento (SAC) 
hydrologic model. This data assimilation system mitigates the difficulty in model 
calibration, however, its accuracy heavily depends on the retrievals of soil moistures. 
Hydrological models provide reasonable accurate estimates of soil water content, while 
model estimates of spatial patterns, like the delineation of inundated areas and wetlands are 
rather challenging, because of the required hydrological processes require spatially detailed 
data on soil texture, soil porosity, vegetation and ground water table depth, according to the 
studies of wetlands in the prairies of North America (Hayashi et al., 1998; Kazezyılmaz‐
Alhan et al., 2007; Shjeflo, 1968; Su et al., 2000; Winter and Rosenberry, 1995; Winter and 
Valk, 1989; Woo and Rowsell, 1993). On the other hand, many studies show a 
straightforward but lagged relationship between the WSS area and the river discharge or 
stage. The brightness temperature observed by 37 GHz can be directly used to estimate 
river discharge with a local correction on vegetation and atmospheric influence and a 
certain time lag (Brakenridge et al., 2007).  In chapter 4, the upstream WSS areas were 
highly correlated with the downstream Poyang Lake area, with a time lag between 3 and 5 
days. Many other findings suggested that the inundated area retrieved from microwave 
observation at 37 GHz might be used directly to estimate river discharge or stage with a 
certain rating curve and a modification on time lags (e.g. Sippel et al., 1998; Temimi et al., 
2005; Vörösmarty et al., 1996). These results suggest also that conceptual hydrological 
models might be simplified significantly by using the retrievals of WSS area.  

The WSS area is the result of comprehensive processes at surface including 
precipitation, evapotranspiration, regional water storage and drainage. It determines the 
partition of precipitation into overland and infiltrated flows (Beven and Kirkby, 1979; 
Liang et al., 1994; Sivapalan et al., 1987; Wood et al., 1992), and modifies stream flow by 
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storing and gradually releasing water flows (e.g. Winter and Valk, 1989). One advantage of 
the retrievals with PDBT at 37 GHz is that it provides daily observation. To fully use such 
high frequency observations of surface wetness condition, a lumped hydrological model, i.e. 
the discrete rainfall-runoff model, is developed, based on the redistribution of antecedent 
precipitation. Many hydrological processes result in this redistribution. For example, in a 
storm event, a fraction of precipitation produces fast flow, i.e. over land flow and fast 
subsurface flow, while the remaining precipitation is stored in subsurface and ground water 
and produces subsurface and base flows, during a recession period (Beven and Kirkby, 
1979; Moore, 1985; Sivapalan et al., 1987; Sophocleous, 2002; Todini, 1996; Wood et al., 
1992; Xu and Singh, 2004). Antecedent precipitation reaches rivers and channels at 
different times. During the period when overland flow is drained by channels and rivers, a 
fraction of overland flow may percolate into the subsurface, be stored into lakes, wetlands 
and reservoirs, i.e. extends WSS area, or be used by human activities (e.g. irrigation). The 
stored or consumed overland flow will be released to stream flow with a time lag (see e.g. 
Vörösmarty et al. (1996)). The water stored in soil and ground water interacts with surface 
water and stream flow through percolation and seepage (e.g. Mertes, 1997; Sophocleous, 
2002). These processes redistribute antecedent precipitation within a catchment into its 
components over different periods of time, which results in the time lag between 
precipitation and stream flow (Gleick, 1987). The lagged release of overland flow and the 
interactions between surface and soil layers complicate the redistribution of precipitation in 
time. On the other hand, observation of WSS area reflects the redistribution of surface 
water and indicates the interaction of water flow between surface and soil layers (e.g. 
seepage of subsurface flow and infiltration of surface flow both contribute to the changes of 
WSS area).  

In VIC model, precipitation is partitioned into direct runoff (e.g. overland flow and 
fast subsurface flow) and slow runoff released from soil layers, according to the regional 
water storage and the infiltration capacity parameter (Wood et al., 1992). These two 
parameters are difficult to estimate or calibrate, however, the catchment response to rainfall 
can also be modelled by some simpler statistical approaches. For example, Jakeman and 
Hornberger (1993); Jakeman et al. (1990) developed the two component linear model, i.e. 
quick and slow flows, to simulate the time series of stream flow from the precipitation time 
series, according to their statistical relationship. The VIC model can take the interaction 
between water flows and various water storages into account by estimating the regional 
water storage from satellite observations (e.g. Lakshmi et al. (1997a)) or directly using the 
retrieved soil moisture with two-layer VIC model (e.g. Liang et al., 1994), while the two 
component linear model did not take that into account.  

The time series of daily or weekly WSS area indicates the changes of regional water 
storage and evapotranspiration and determines the production of fast and slow flow at 
surface. Our discrete rainfall-runoff model combines the physical basis of the VIC model 
with the time series method used by the statistical models, so that to reduce the 
complication in the calibration for the conceptual models and take the interaction between 
water flows and various water storages into account. Our model assumes that stream flow 
integrates the contributions of precipitation or specific component flows within a certain 
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period. The weight of each contribution to stream flow at a given time constitutes the core 
of our model and depends on the duration of antecedent precipitation. This duration can 
vary from days to months. Long duration means a large number of model parameters, 
which may lead to the problem of overfitting (see Chapter 6). Thus, a relatively short 
duration is preferred in the model implementation.  

Observed ground water table depth and the retrieved WSS area are used to develop 
the three implementations with increasing complexity. It will be evaluated whether the 
increasing complexity in the model implementations can reduce the duration of antecedent 
precipitation required to achieve a reasonable performance in Chapter 6. One advantage of 
using the retrieved WSS area is that fewer data are required for calibration, compared with 
other conceptual models, since some complicated hydrological processes, e.g. 
evapotranspiration and interaction between storage elements, are not described explicitly in 
our model, but accounted for by the retrievals and by the weights assigned to antecedent 
precipitation. Moreover, most of the data required in the three implementations can be 
derived from satellite observations, e.g. precipitation from Tropical Rainfall Measuring 
Mission (TRMM) (Huffman et al., 2007), the WSS area from SSM/I (Shang et al., 2015) 
and in the future even stream flow by the Surface Water and Ocean Topography (SWOT) 
mission (Bates et al., 2014; Gleason and Smith, 2014; Paiva et al., 2015) . 

Overall, this chapter is aimed at developing the discrete rainfall-runoff model with the 
help of the retrievals of WSS area from 37 GHz microwave observations. The discrete 
rainfall-runoff model is a lumped hydrological model, developed according to the water 
balance equation and the redistribution of antecedent precipitation in time. The term 
“discrete” means the contributions of precipitation in a certain period are assigned to time 
intervals of 10 days or longer. The method applied to retrieve the WSS from 37 GHz PDBT 
has been described in Chapter 4 and Shang et al. (2015). In this chapter, the discrete 
rainfall-runoff model was developed based on the water balance equation and the 
redistribution of precipitation in time, as descriptions in section 5.2. It was explained how 
to derive the three implementation forms of the discrete rainfall-runoff model in sequence 
in section 5.3. The calibration and validation of these three implementation forms was 
demonstrated in the next Chapter.  

5.2  The discrete rainfall-runoff model  

In the Budyko framework, the change in the regional soil water storage is the 
difference between precipitation and outflows, i.e. stream flow and evapotranspiration, 
during a certain period. The period needs to be longer than the time scale of fluctuations in 
soil water storage, thus the model describes the quasi-steady-state conditions as in Donohue 
et al. (2007); Eagleson (1978). This requirement on the duration of antecedent precipitation 
implies that only precipitations in a certain period influence stream flow. It is assumed that 
this duration is constant for observed stream flows. Taking the redistribution of 
precipitation in a catchment into account, the water balance equation of each antecedent 
precipitation can be expressed as: 
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(5.1) 

where Pi is antecedent precipitation occurring at the ith time step; t is the observation time 
step and m is the longest duration of antecedent precipitation; 𝑃𝑖,𝑡 is the Pi in a catchment at 
the tth time step;  𝑆𝑆𝑖,𝑡 and 𝑆𝐺𝑖,𝑡  are parts of Pi stored in soil and ground water respectively 
at the tth time step; 𝐹𝐸𝑖,𝑗 and 𝐹𝑄𝑖,𝑗 are parts of Pi that were used by evapotranspiration and 
as water discharge respectively at the jth time step; ∑ 𝐹𝐸𝑖,𝑗

𝑗=𝑡
𝑗=𝑖  and ∑ 𝐹𝑄𝑖,𝑗

𝑗=𝑡
𝑗=𝑖  are the 

cumulated evapotranspiration and cumulated water discharge to rivers due to Pi during the 
period [i, t]. 

The VIC model simulates stream flow as the summation of direct runoff from 
precipitation and base flow from soil layers (Wood et al., 1992). The former one is the 
contribution of precipitation occurring at the observation time step and the later one 
integrates the contribution of precipitation in a certain antecedent period. Thus, the stream 
flow observed at tth time step, i.e. 𝑄𝑡, can be calculated as the integration of released water 
flow at this time step due to precipitations in a given antecedent period, i.e. 𝐹𝑄𝑖,𝑡, as follow: 
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Using Eq. (5.1), Eq. (5.2) can be expressed as 

1

, , , ,
0

j t j ti t

t i i t i t i t i t

i j i j i

Q P SS SG FE FQ
  

  

 
     

 
   , 

for integers t, i and  j,  ,t j i t m t     

(5.3) 

where 𝑖 = 𝑡, ∑ 𝐹𝑄𝑖,𝑗
𝑗=𝑡−1
𝑗=𝑖 = 0. Since 𝑆𝑆𝑖,𝑡, 𝑆𝐺𝑖,𝑁, ∑ 𝐹𝐸𝑖,𝑗
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to estimate, the discrete rainfall-runoff model is developed to implement Eq. (5.3) with 
precipitation as the only input: 
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and wi is the weight accounting for the contributions of the ith precipitation to observed 
stream flow at the tth time step, taking into account the other terms of the catchment water 
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balance. Eq. (5.4) means that the stream flow at tth time step is due to the contributions of 
antecedent precipitations during a certain constant period, i.e. 𝑖 ∈ [𝑡 − 𝑚, 𝑡] . The 
evapotranspiration and interactions between storage elements are not represented explicitly 
by the weights, but contribute to determine the weight value. The weights as Eq. (5.5) 
shows can have positive or negative values, which indicate either water discharge (positive 
value) or recharge (negative value) to stream flow within the whole catchment. The 
negative values in Eq. (5.5) indicate the interaction between stream flow and the water 
storage in a catchment. Stream flow, which is immediately produced  by Pi (e.g. overland 
flow) and slowly produced by Pi stored in soil and ground water (e.g. subsurface and base 
flows), may recharge soil layers and ground water in the lower reach of a catchment  under 
consideration (Mertes, 1997; Sophocleous, 2002), or be stored in lakes and reservoirs and 
released later on (Vörösmarty et al., 1996). For example, in the spring, the water table depth 
is higher than river water level in the upper catchment, i.e. groundwater is released to river, 
while in the lower catchment, groundwater table depth is lower than the river water level, 
i.e. stream flow recharges soil and ground water. Human activities intensify the interaction 
between surface water and subsurface. Irrigation system allocates surface water from rivers 
and channels to crop land in the lower catchment, so that water flow released from upper 
catchment is used for evapotranspiration and recharged subsurface and ground water in the 
lower catchment. Thus, negative weight values are one of the important factors in our 
model.  

5.3  The three implementations  

5.3.1 First implementation of the discrete rainfall-runoff model  

The weights in Eq. (5.4) can be estimated by calibrating this conceptual model with 
observed stream flow and precipitation using the linear recursive regression method (Young, 
1984), if the influence period of antecedent precipitation, i.e. m, is known. In the studies of 
water balance in a catchment (see e.g. Donohue et al. (2007); Eagleson (1978)), m was 
normally set as one year. When m is so large, it might lead to the problem of overfitting in 
our model.  To avoid this problem, the duration of antecedent precipitation is reduced by 
introducing the base flow released by ground water. It is assumed that precipitation in a 
long antecedent period influences stream flow through ground water. Based on that, the 
first implementation of the discrete rainfall-runoff model is developed from Eq. (5.4) as:  
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𝑄𝑡
𝑏 is the base flow produced from the ground water and estimated using observed ground 

water table depth Gt at tth time step as a linear reservoir with a releasing factor, i.e. kb, plus a 
constant flow, i.e. B; m is a constant value that represents the longest duration of antecedent 
precipitation; t1 and t2 are the start and end time of annual time series; wi has the same 
meaning as in Eq. (5.5). For each t, the antecedent precipitation is in the time interval [t-m, 

t]. Thus, m, i.e. the duration of antecedent precipitation, is an inherent parameter of the 
model in Eq. (5.6) and needs to set before running the model. The weights set, i.e. 
[𝑤𝑡−𝑚 , 𝑤𝑡−𝑚+1, ⋯ , 𝑤𝑡], is constant for all t, once the duration of antecedent precipitation, 
i.e. m, is defined, so that Eq. (5.6) can be calibrated with an annual time series.  

As Eq. (5.6) shows, the ground water reservoir is described by using observed ground 
water table depth and is only due to precipitations older than the (t-m)th time step. In the 
case that our first assumption in the first implementation is not satisfied, the releasing factor 
and constant flow, i.e. k and B, in Eq. (5.6) needs to be calibrated to balance the proportion 
of base flow related to the precipitation events in the time interval [t-m, t] with that related 
to older precipitation events. This indicates that this model describes the fluctuations of the 
regional ground water table depth, rather than its spatial pattern. The ground water table 
depth used by Eq. (5.6) may not be an accurate spatial average over the whole catchment, 
since a limited number of field measurements of ground water table is used to estimate k 
and B in Eq. (5.6). 

5.3.2 Second implementation of the discrete rainfall-runoff model  

The first implementation was developed by taking the component flow with the 
slowest response to precipitation, i.e. base flow, into account. The WSS area describes the 
water saturation condition at the surface, which determines the partitioning of precipitation 
into overland and infiltrated flow (Beven and Kirkby, 1979; Liang et al., 1994; Moore, 
1985; Sivapalan et al., 1987; Todini, 1996). The overland flow and the infiltrated flow are 
drained by rivers and channels with a different time lag, because the water flow velocity at 
the surface is faster than that in the soil (Sophocleous, 2002). The overland flow provides a 
fast way for precipitation to reach river, while the infiltrated flow provides a slow way. The 
first implementation may be improved, when these component flows are specified, instead 
of precipitation in Eq. (5.6). Thus, in the second implementation, precipitation in Eq. (5.6) 
was replaced with the tow component flows using the fraction of WSS area as: 

21 22
i t i t

O I b

t i i i i t

i t m i t m

Q Q Q Q 
 

   

      , for integer  1 2,t t t  (5.7) 

where 
O
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 1I

i i iQ WS P     

𝑄𝑖
𝑂 and 𝑄𝑖

𝐼 are parts of precipitation (i.e. Pi), determined by the fraction of the WSS area 
(i.e. WSi);  𝛽𝑖

21
  and 𝛽𝑖

22 are the weights of overland (i.e. 𝑄𝑖
𝑂) and infiltrated flow (i.e. 𝑄𝑖

𝐼)) 
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at the ith time step, respectively. In Eq. (5.7), all precipitation falling on WSS area is 
transformed into overland flow, which will be drained into rivers quickly or be stored in 
WSS area, similar to lakes and wetlands. The stored overland flow will extend the WSS 
area observed in the next time step, i.e. reduce the water storage capacity of a river basin. 
Precipitation falling outside WSS area percolates into soil layers, which produces both fast 
and slow subsurface flow from soil layers. The interception by the vegetation canopy is not 
taken into account in Eq. (5.7).   

𝑄𝑖
𝑂 and 𝑄𝑖

𝐼 are also redistributed in time by a catchment after they are produced. The 
contribution of produced overland and infiltrated flow to stream flow is a function of time, 
which is demonstrated by the weight set, i.e. [𝛽𝑡−𝑚

21 , 𝛽𝑡−𝑚+1
21 , ⋯ , 𝛽𝑡

21]  and 
[𝛽𝑡−𝑚

22 , 𝛽𝑡−𝑚+1
22 , ⋯ , 𝛽𝑡

22] . These weight sets reflect that the storing and releasing of 
component flows from surface (i.e. lakes, wetlands and reservoirs) and soil layers. Thus, 
similar with the redistribution of precipitation in Eq. (5.1), the redistribution of overland 
flow, i.e. 𝑄𝑖,𝑡

𝑂 , over the whole catchment after a certain period of time, can be expressed as: 
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where 𝑂𝑊𝑖,𝑡, 𝑂𝑆𝑖,𝑡 , and 𝑂𝐺𝑖,𝑡 are parts of 𝑄𝑖
𝑂 stored at surface (e.g. lake and reservoir), in 

soil layers and in ground water respectively at the tth time step; ∑ 𝑂𝐸𝑖,𝑗
𝑗=𝑡
𝑗=𝑖  and ∑ 𝑂𝑄𝑖,𝑗

𝑗=𝑡
𝑗=𝑖  

are the cumulated evapotranspiration and cumulated stream flow from 𝑄𝑖
𝑂 during the period 

[i, t]. The redistribution of infiltrated flow, i.e.𝑄𝑖,𝑡
𝐼 , over the whole catchment after a certain 

period of time can be expressed as: 
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where 𝐼𝑊𝑖,𝑡, 𝐼𝑆𝑖,𝑡, and 𝐼𝐺𝑖,𝑡 are parts of  𝑄𝑖
𝐼 stored at surface (e.g. lake and reservoir), in soil 

layers and ground water respectively at the tth time step; ∑ 𝐼𝐸𝑖,𝑗
𝑗=𝑡
𝑗=𝑖  and ∑ 𝐼𝑄𝑖,𝑗

𝑗=𝑡
𝑗=𝑖  are the 

cumulated evapotranspiration and cumulated stream flow from 𝑄𝑖
𝐼 during the period [i, t].  

 According to Eq. (5.5), the weights of the overland and infiltrated flows can be 
expressed as: 
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(5.11) 

In Eq. (5.8) and Eq. (5.9), evapotranspiration consumes water from both 𝑄𝑖
𝑂  and 𝑄𝑖

𝐼 . 
Positive weights in Eq. (5.10) and Eq. (5.11) means the component flows contribute to 
stream flow, while the negative values mean that stream flow recharges water storage.   

A very important reason to apply the WSS area in Eq. (5.7) is that overland and 
infiltrated flows, which are produced from the same precipitation event, are collected into 
stream flow with different time lag, i.e.  𝛽𝑖

21 ≠ 𝛽𝑖
22. The role that WSS area plays in stream 

flow production is similar to a natural reservoir, e.g. lakes and wetlands, which store water 
and release it gradually to rivers. Precipitation falling outside the WSS area, i.e. above 
unsaturated soil layers, percolates and is assumed to be released at a different rate from that 
in WSS area, due to that water velocity at the surface is faster than that in soil layers. The 
resident time of water flow stored by artificial reservoirs may be longer than that in natural 
ones, which complicates the estimation and meaning of the weight set of overland flow. 
Accordingly, in the second implementation, the weights of precipitation, i.e. wi in Eq. (5.6), 
can be calculated as: 

 21 22 1i i i i iw WS WS     
 (5.12) 

Our second assumption is that it can be better to estimate the wi with the retrieved WSi and a 
relatively shorter duration of antecedent precipitation.  

5.3.3 Third implementation of the discrete rainfall-runoff model 

The second implementation partitions precipitation into overland and infiltrated flows. 
A fraction of the infiltrated flow will result in subsurface flow when it encounters deeper 
saturated soil layers (Beven and Kirkby, 1979; Beven et al., 1984; Sivapalan et al., 1987), 
which is define as potential subsurface flow. The rest of infiltrated flow is stored into soil 
and ground water and mainly used for evapotranspiration. Model performance might be 
improved by specifying the potential subsurface flow, instead of the infiltrated flow in the 
second implementation.  It is assumed that the fraction associated with potential subsurface 
flow can be scaled linearly with ground water table depth. This assumption implies that the 
depth of the water saturated soil is linearly related to the ground water table depth, Thus, 
the upper and lower boundary wetness conditions of the whole soil layer, i.e. the WSS and 
inundated area and the ground water table depth, can be used to model the outflow 
produced from the soil layer (i.e. overland flow and subsurface flow). Based on this 
assumption, the third implementation replaces the infiltrated flow in the second 
implementation (Eq. (5.12)) with potential subsurface flow as follows: 
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i.e. 𝑄𝑖
𝑆is the potential subsurface flow; 𝛽𝑖

31 and 𝛽𝑖
32 are the weights of overland flow and 

potential subsurface flow (i.e. 𝑄𝑖
𝑆) at i th time step respectively, which have similar meaning 

as in Eq. (5.10) and Eq. (5.11). 𝑄𝑖
𝑆 is estimated using observations of the ground water table 

depth (i.e. Gi) scaled by the range between maximum and minimum ground water table 
depth in each year (i.e. Gmax and Gmin).  

𝛽𝑖
31 will be compared with  𝛽𝑖

31
, and 𝛽𝑖

32 with 𝛽𝑖
22 respectively in chapter 6 to evaluate 

the fourth assumption. The precipitation weights can then be calculated from the weight 
spaces in the third implementation as: 

 31 32 min

max min
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 (5.14) 

In Eq. (5.14), the surface wetness conditions (i.e. WSi) and the ground water table depth (i.e. 
Gi) are the boundary conditions of water flow in the soil. In the third implementation, the 
description of complicated flow processes, such as water flow in the vadose zone and 
evapotranspiration, is not required to simulating stream flow.  

5.4  Conclusions 

To understand the role that inundated area plays in stream flow production, a discrete 
rainfall-runoff model was developed to fully use the retrievals of Water Saturated Surface 
(WSS). Based on the water balance equation and the redistribution of precipitation at a 
catchment, this model estimated the stream flow as the weighted sum of precipitations in 
certain antecedent period of time. Three implementations of this model were developed 
with increasing complexity, in order to evaluate whether the implementation of WSS area 
would reduce the required duration or not (see Chapter 7). The first implementation used 
the ground water table depth to simulate base flow. The second implementation was 
developed based on the first implementation. Considering the water balance at surface, 
retrievals of WSS area were used by the second implementation to partition precipitation 
into overland and infiltrated flows. Thus, stream flow in the second implementation is the 
sum of three components: the accumulated weighted sum of overland flows, the 
accumulated weighted sum of infiltrated flows and the base flow. The potential subsurface 
flow is water flow produced when the infiltrated flow encounters saturated soil layers 
underneath surface. It can be estimated from the infiltrated flow as a function of the ground 
water table depth. The third implementation was developed by replacing the infiltrated flow 
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in the second implementation with the potential subsurface flow. The calibration and 
validation of the three implementations will be illustrated in Chapter 6. 
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Chapter 6  

Calibration and validation of 

the discrete rainfall-runoff 

model: a case study in the 

Xiangjiang River basin 

6.1  Introduction 

The Xiangjiang River basin is the largest watershed in the Hunan Province, China 
(Fig. 6.1), and discharges to Dongting Lake, which is the second largest fresh water body in 
China. It connects to the Dongting Lake floodplain through Changsha, the capital of 
Huanan Province. The river basin is located at the subtropical and monsoon climate zone, 
with mean annual precipitation 1900 mm and the rainy season from April to September. 
Abundant water resources make the Xiangjiang River basin as one of the best irrigated 
floodplains in China. Paddy fields consume the largest share of water resources. Due to the 
development of industry, heavy metal in sediments is transported through the river basin 
and to the Dongting Lake floodplain(Chunguo and Zihui, 1988; Li et al., 2013). Heavy 
metal also largely hampered the quality of ground water and risked children’s lives in this 
region (Chai et al., 2010; Wang et al., 2011). Thus, it is very important to simulate the river 
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discharge from the Xiangjiang river basin and to understand discharge and recharge scheme 
of ground water in this region.  

The discrete rainfall-runoff model developed in the previous chapter is very suitable 
for this purpose, since this model simulates the stream flow by taking the redistribution of 
precipitation among surface, subsurface and underground into account. The ground water 
table depth is an essential variable in its three implementations as described in Chapter 5. 
The three implementation forms need data of precipitation, Water Saturated Surface (WSS) 
and ground water table depth. TRMM Multi-satellite Precipitation Analysis (TMPA) 
supplies the daily precipitation data over the range from 50°N to 50°S (Huffman et al., 
2007). Area of WSS can be retrieved from PDBT at 37 GHz as shown in Chapter 4 and by 
Shang et al. (2015). To monitor the heavy metal, Changsha city has many wells to measure 
the heavy metal concentrations and also the ground water table depth. The vegetation types 
and climate type are very similar with that in the Poyang Lake floodplain, Thus, the 
parameters derived in Chapter 4 can be directly used to retrieve the WSS area in the 
Xiangjiang River basin. 
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Figure 6.1: The land cover map of the Xiangjiang river basin, China. The black polygon in 
the upper map is the study area (blue polygon in Fig. 6.2). The red rectangle in the right 
lower map is the location of the Xiangjiang river basin in China 
 

Besides that most of the required data can be derived from satellite observation, 
another advantage of the three implementations is that they can be calibrated with a linear 
regression method, much easier than the calibration methods used by other conceptual 
hydrological models, e.g. automatic calibration (Gupta et al., 1999; Madsen, 2000). This 
linear regression method may lead to the problem of overfitting, i.e. model reproduces the 
calibration data set just because of the number of model parameters being comparable with 
the number of observations (Babyak, 2004; Hawkins, 2004). Thus, relative short-term 
period of antecedent precipitation is preferred. The three implementations were developed 
with increasing complexity by using the ground water table depth and the retrievals of WSS 
area. It was assumed that increasing complexity would reduce the duration. This 
assumption will be evaluated in this chapter.  

In this chapter, the three implementations of the discrete rainfall-runoff model were 
applied to the middle and upstream reach of Xiangjiang River basin. A short description of 
the river basin and of model input data was provided in section 6.2, including the retrieval 
of the WSS area. Section 6.3 introduced the calibration method, validation and cross 
validation methods, and the metrics to evaluate model performance. In section 6.4, the 
calibration and validation results were illustrated for each implementation to evaluate the 
performance. In section 6.5, the relationship between the model complexity and the 
duration of antecedent precipitation was discussed by comparing the model performances 
among three implementations. The stability of the three implementations was also 
evaluated, using the parameters derived from their validation results. The weight spaces of 
three implementations were analyzed to explain the difference in the model performance 
between implementations and to understand the relationship between the first 
implementation and the rest two. The cause that increasing durations improved the model 
performances in the calibration period was interpreted. Major conclusions were 
summarized in section 6.6. 

6.2  Data set and Study Area 

The study area is the Changsha upstream catchment in the Xiangjiang River basin 
(blue polygon in Fig. 6.2), covering 88,125 km2 and located at 25°12’32.29” N - 
28°29’30.11” N and 111°01’10.29” E - 113°52’58.29” E. Abundant water resources make 
the Xiangjiang River basin as one of the best irrigated floodplains in China. Paddy fields 
consume the largest share of water resources. Many small lakes, wetlands and fish ponds 
are the natural reservoirs of the river basin. There are also many artificial reservoirs 
distributed along the tributaries and the main stream of the Xiangjian River, in order to 
meet increasing requirements for electrical power from industry and cities.     

The observations of the ground water table depth at 9 wells in Changsha (at the pixel 
numbered with 1 in Fig. 6.2) were used. Only mean values over 10 days were freely 
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available and were used to calculate the spatially averaged values over this pixel, without 
knowing the precise location of each observation site, due to the data policy in China. The 
spatially averaged 10-day mean values in the pixel numbered 1 were used to represent the 
ground water table depth in the whole study area, since the spatial representation is not so 
important in our model. The WSS area, precipitation and stream flow data were also 
averaged over 10-day. The input data was then 10-day averages of the WSS area (Fig. 6.3) 
over the whole study area, as retrieved with daily 37 GHz PDBT observations as Chapter 4 
shows. In our previous study, the atmosphere influence on PDBT at 37 GHz was removed 
by a time series analysis method as Chapter 3 shows, which extracts surface signals from 
the PDBT time series. The vegetation attenuation was quantified by combining the PDBT 
observations and Normalized Difference Vegetation Index (NDVI) derived from 
MODerate-resolution Imaging Spectroradiometer (MODIS). Then, the surface Polarization 
Difference Effective Emissivity (PDEE) was estimated using a simple radiative transfer 
model. The fraction of the area was derived using a linear model, which uses the PDEE at 
dry and totally-water-saturated soil to scale the retrieved PDEE. Considering surface 
roughness in the Xiangjiang River basin, the PDEE of dry and total-water-saturated soil is 
set as 0.022 and 0.122 respectively. The PDBT data at 37 GHz from SSM/I was used, 
which is registered in the EASE-Grid with the spatial resolution of 25 km × 25 km 
(Armstrong et al., 1998). SSM/I is on board Defense Meteorological Satellite Program 
(DMSP) satellites, which are sun-synchronous and scans earth surface with a constant 
incidence angle of 53°. Only the early morning overpass data are used to retrieve the 
fraction of the WSS area, so that the temperature difference between vegetation canopy and 
surface could be neglected. Since the discrete rainfall-runoff model is lumped, the 
fractional area of the WSS was calculated over the whole catchment (Fig. 6.3). The 10-day 
averages of precipitation data (Fig. 6.3) was extracted from ITP-atmosphere forcing data set 
(Chen et al., 2011; Yang et al., 2010) over the whole study area. This data set is based on 
the calibration of TRMM precipitation retrievals against rain-gauge data in China. The 
daily stream flow at the Changsha hydrology station is not affected by water consumed for 
irrigation and by water storage in the reservoir. The daily stream flow was also averaged 
over 10-day (Fig. 6.3). The 10-day averaged data was used to calibrate and validate the 
three implementations of the discrete rainfall-runoff model. Three annual time series of 
gauged stream flow and ground water table depth were available, in 2001, 2002, and 2005. 
2002 is the wettest year and 2005 the driest year from 2000 to 2006, according to the 
precipitation data. The calibration period was in 2002 (wet year) and 2005 (dry year), and 
the validation period was 2001.  
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Figure 6.2: The study area in the middle and upstream of Xiangjiang river basin, China.  
The blue polygon covers the whole study area. The yellow grid is the 25km×25km EASE-
Grid. Background image: RGB composite of MOIDS near-infrared, red and green spectral 
bands. The wells that measure ground water table depths are located within the yellow 
pixel numbered with 1.  

 

(a) (b) 

Figure 6.3: Major input data for the discrete rainfall-runoff model. 10-day averaged 
Precipitation was extracted from ITP forcing data set (Chen et al., 2011; Yang et al., 2010), 
10-day averaged fractional WSS area was retrieved from SSM/I 37 GHz PDBT data, and 
the 10-day averaged stream flow was observed at Changsha station, in 2002 (a) and 2005 
(b), respectively. 
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6.3  Method 

6.3.1 Application of the discrete rainfall-runoff model 

The three implementations of the discrete rainfall-runoff model were developed with 
increasing complexity: The first implementation with precipitation and base flow; the 
second one with overland flow, infiltrated flow and base flow; the third one with overland 
flow, potential subsurface flow and base flow. They were applied to estimate the 10-day 
averaged stream flow at Changsha station in 2002 (wet year) and 2005 (dry year) 
respectively. All the inputs are 10-day averages and at the same time step, i.e. 10 days. The 
duration of precipitation was increased stepwise from 1 to 15 antecedent time steps, in 
order to simulate stream flow and demonstrate how the model performance changes with 
increased durations.  

6.3.2 Model calibration  

Once the duration of antecedent precipitation is estimated by setting the parameter 
“m”, the number of required weight in Eq. (5.6), (5.7) and (5.13) are determined and their 
values can be estimated by calibration against stream flow.  The total number of weights 
needs to be less than the total number of samples in the annual time series, i.e. n+1. The 
linear least squares method is used to solve such over-determined linear equation, so that 
the model parameters minimize the difference between observed and modelled stream 
flows. Taking Eq. (5.6) as an example, the optimal model parameter values are determined 
by solving the equation: 
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where matrix X includes the observations of precipitation, Pi, ground water table depth Gi, 
and a constant water flow valued as 1; the matrix βw is the weights vector including the 
weights of precipitation contributions, wi, ground water releasing parameter kb, and the 
constant water release factor B; the matrix Y includes the observations of stream flow Qi. In 
Eq. (6.1), the precipitation in X includes the observations in the antecedent year, i.e. [P-1, P-
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2, …, P-m].  The derivation of Equation (6.1) and more detailed information on the linear 
least squares method can be found in many handbooks, such as Björck (1996); Lawson and 
Hanson (1974). The same method can be applied to the second and third implementation 
forms by replacing the precipitations in the matrix X with component flows and extending 
the matrix βw.  

In Eq. (6.1), the weights in βw are constant for all stream flow observations, but 
applied to observed precipitations at different times, i.e. the Pi in each row of matrix X are 
different. This means that the volumetric contribution of precipitation to stream flow varies 
at each time step, although the ratio remains constant. On the other hand, in the matrix X, 
the observation Pi is in the rows from s from ith to (i+m)th and the column position of 
observation Pi changes from 0th to mth according to the row position of the contribution 
weights of precipitation from wt to wt-m, in the vector βw. This means the contribution 
weights of precipitation in βw also indicates the evolution of the contributions of the ith 
precipitation from 0 to –m (negative value means antecedent) time steps, with 
corresponding stream flows at time steps from i to i+m. In section 6.5, the pattern of 
weights will be interpreted by relating it to the evolution of contributions of precipitation 
and component flows to various stream flows during a certain period. 

6.3.3 Metrics to evaluate model performance 

To evaluate the model performance, two metrics were used in this study: 1. the Nash-
Sutcliffe Efficiency (Nash and Sutcliffe, 1970) , i.e. NSE:  

 

 

2

1

2

1

1

N

i i

i

N

i

i

E O

NSE

O O







 






 (6.2) 

where Ei and Oi is the model estimated and observed stream flow at ith time step 
respectively, �̅�  is the average of measured stream flows, N is the total number of 
observations;  

and 2. Relative RMSE (RRMSE): 
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(6.3) 

NSE indicates how well the model estimates replicate the observations, while RRMSE is a 
measure of the bias in the model estimates. 
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6.3.4  Model validation 

6.3.4.1 Calibration/Validation Process 

In calibration/validation process, the time series of stream flow observations are 
partitioned into calibration and validation periods, respectively. The model parameters, i.e. 
weight space of βw in Eq. (6.1), are identified first in the calibration period. The calibrated 
parameters are used to predict the stream flow in the validation period. The model 
performance needs to be evaluated in both periods. The weight space in Eq. (6.1), however, 
is determined by not only the duration of antecedent precipitation, but also the annual time 
series of stream flow observations. To illustrate the difference in model parameters between 
dry and wet years, the weight space will be calibrated in both years, respectively.  The 
model parameters used to predict stream flows are derived from three experiments: 1) 
calibrated parameters in the wet year: 2) calibrated parameters in the dry ear; 3) parameters 
averages over wet and dry years.  

6.3.4.2 Cross-validation process 

The linear regression method as Eq. (6.1) shown may lead to the problem of 
overfitting in calibration period, when the number of unknown parameters in matrix βw is 
close to the number of total observations in an annual time series, i.e. in matrix Y. To 
evaluate the overfitting, the Leave-One-Out (LOO) method is used. LOO method removes 
one sample in stream flow observations, e.g. Qi in the matrix Y, and its involved 
precipitation observations, e.g. ith row in the matrix X, from the one-year time series. The 
model parameters are calibrated from the rest observations and then used to predict the 
specific stream flow that has been removed. Thus, for an annual time series with constant 
10 days interval, there are 36 cross-validation results. The RRMSE of each prediction is 
calculated to evaluate the performance in the cross-validation. 

6.4  Results of model simulation  

6.4.1 General  

The three implementation forms were calibrated with 10-day averaged stream flow at 
Changsha station in 2002 (wet year) and 2005 (dry year) respectively. The wettest and 
driest conditions would help us to identify globally optimal parameters. The longest 
duration of antecedent precipitation was increased step-wise from 1 to 15 time steps, i.e. 10 
days to 150 days, in order to evaluate how the model performance would change with the 
duration of antecedent precipitation. Cross validation was applied to evaluate whether the 
changes in model performance were due to overfitting. The LOO method was applied to 
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each implementation with various durations of antecedent precipitation for 2002 and 2005 
respectively. For annual time series (sampled at 10 days intervals), there were 36 data 
points useful for cross-validation results for each applied duration.  

In addition, the three implementations were used to estimate stream flow in 2001 to 
validate the performance. The annual precipitation of 2001 was close to 2002, i.e. a 
relatively wet year. In the validation process, the model parameters were derived from three 
experiments: 1) calibration with stream flow in 2002: 2) calibration with stream flow in 
2005; 3) parameter averages over 2002 and 2005.  

6.4.2 Simulation with the first implementation  

6.4.2.1 Calibration of the first implementation 

The first implementation was developed by adding the base flow to the discrete 
rainfall runoff model and assuming that the weights are constant and only depend on the 
duration of antecedent precipitation (Eq. 5.6). The calibration was done against the stream 
flow in 2002 (wet year) and 2005 (dry year), with the longest duration of antecedent 
precipitation increasing from 1 to 15 time steps (i.e. from 10 days to 150 days). As the three 
examples of the simulated stream flows show (Fig. 6.4), over-estimation occurred after 
September in 2002 and before September in 2005, and under-estimation occurred in the 
other months, when the longest duration of antecedent precipitation was 1 time step. In both 
years, the duration of antecedent precipitation between 8 or 15 time steps reduced the bias 
(Fig. 6.4). 

(a) (b) 

Figure 6.4: Observed and modelled 10-day averaged stream flow in the calibration period 
using the first implementation of the discrete rainfall-runoff model. The applied durations 
of antecedent precipitation are 1, 8 and 15 time steps with the time interval of 10 days in 
2002 (a) and 2005 (b) respectively. 
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Model performance was improved in calibration when increasing the longest 
durations of antecedent precipitation from 1 to 15 time step (Fig. 6.5 and Fig. 6.6): the NSE 
of the first implementation increased from 0.78 to 0.91 in 2002 (Fig. 6.5a) and from 0.82 to 
0.94 in 2005 (Fig. 6.6a), while the RRMSE decreased from 34 % to 22 % in 2002 (Fig. 6.5b) 
and from 28 % to 17 % in 2005 (Fig. 6.6b). The improvement rate, however, was different 
at various stages: in 2002, the improvement was larger when the duration was increased 
from 1 to 3 time steps and from 7 to 8 time steps than in the other stages (Fig. 6.5); in 2005, 
the largest improvement occurred when the duration was increased from 6 to 7 steps (Fig. 
6.6). These findings suggest that there is some specific duration of antecedent precipitation 
that has a large impact on model performance. The first implementation integrates the 
contribution of antecedent precipitation to stream flow in a certain period of time and 
assumes that antecedent precipitation beyond a certain duration is transformed into base 
flow released by ground water. Thus, the model performance changes with different 
durations and indicates how the catchment partitions precipitation at surface and in the soil 
layers (i.e. above ground water table depth) and produces stream flow from precipitation 
stored there (i.e. through fast and slow runoff). The large improvement in model 
performance, when the duration of antecedent precipitation is 3 time steps (30 days) in 
2002, probably indicates the duration that the catchment takes to produce fast runoff (i.e. 
overland flow and fast subsurface flow). When the duration of antecedent precipitation is 8 
time steps (80 days) in 2002 and 7 time steps (70 days) in 2005, the large model 
performance improvements indicate the duration that the catchment takes to produce slow 
runoff (i.e. slow subsurface flow and the lately-released overland flow). The contribution of 
component flows can be further interpreted by the weight sets of the second and third 
implementations (see Sect. 6.5.3). The model performance was slightly degraded when 
increasing the duration from 2 to 7 time steps in 2002 (Fig. 6.5), while in 2005, the model 
performance was improved gradually with increasing the duration of antecedent 
precipitation. This difference in model performance changes relates to inter-annual 
differences in the catchment response to rainfall, which will be further discussed in Sect. 
6.5.3. It needs to be mentioned that the model performances in 2002 and 2005 do not show 
a large difference when the same duration is used by the first implementation, thus the 
assumption, i.e. a constant duration of antecedent precipitation contributes to stream flow 
production, can be applied to various years with different wetness condition. The duration 
that the catchment takes to produce the slow runoff seems similar between wet and dry 
years, i.e. 80 days in 2002 and 70 days in 2005, which further proves that the assumption of 
a constant duration is reasonable.   



Results of model simulation 105 

 

(a) (b) 

 Figure 6.5: The Nash--Sutcliffe Efficiency (NSE) (a) and Relative Root Mean Square Error 
(RRMSE) (b) of the three implementations of the discrete rainfall-runoff model in the 
calibration for 2002. The duration of antecedent precipitation were increased from 1 to 
15 time steps with time interval of 10 days. The input of the first implementation is 
precipitation and base flow; the input of the second implementation is overland flow, 
infiltrated flow and base flow; the input of the third implementation is overland flow, 
potential subsurface flow and base flow. 

 

 

 

(a) (b) 

Figure 6.6: The Nash--Sutcliffe Efficiency (NSE) (a) and Relative Root Mean Square Error 
(RRMSE) (b) of the three implementations of the discrete rainfall-runoff model in the 
calibration for 2005. The duration of antecedent precipitation were increased from 1 to 
15 time steps with time interval of 10 days. The input of the first implementation is 
precipitation and base flow; the input of the second implementation is overland flow, 
infiltrated flow and base flow; the input of the third implementation is overland flow, 
potential subsurface flow and base flow. 
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6.4.2.2 Cross validation of the first implementation 

When the duration is increased step-wisely, the number of model parameters also 
increases. The improvement in model performance may also be related to the overfitting of 
the linear regression in Eq. (5.15). To evaluate that, it was summarized that the RRMSE of 
all LOO tests for each duration of antecedent precipitation applied in the evaluation of the 
first implementation (Fig. 6.7). The RRMSEs clearly varied in a similar range when the 
duration was increased step-wisely (Fig. 6.7): the median values in 2002 and 2005 
fluctuated between 20 % to 30 % with various durations, i.e. with a different number of 
weights (model parameters). The mean value slowly increased in 2002, while in 2005 the 
mean value varied in a similar range as the median values. This means that the overfitting is 
not the cause of the model improvement in the first implementation when increasing 
durations, i.e. the model improvement is due to the different period of time that the 
catchment takes to produce fast and slow runoff. 

(a) (b) 

Figure 6.7: The box plot of the Relative Root Mean Square Error (RRMSE) of the Leave-
One-Out cross validation for the first implementation in 2002 (a) and 2005 (b). The 
duration of antecedent precipitation was increased step-wisely from 1 to 15 time steps 
with time interval of 10 days. The red dash line in each box is the mean value, the black 
line is the media value, and dot points are outliers. 

6.4.2.3 Validation of the first implementation 

The calibrated model parameters were applied in three validation experiments. In 
these experiments (Fig. 6.8a), increasing duration of antecedent precipitation did not 
improve the model performance as significantly as in the calibration experiments. The 
model performance was improved only when the duration was increased from 60 to 80 days 
(from 6 to 8 time steps in Fig. 6.8a) with parameter from 2002 (i.e. the experiment 1) and 
the averaged parameter (i.e. the experiment 3), in the similar time steps as when the model 
performance was improved in the calibration period (Fig. 6.5 and Fig. 6.6), which strongly 
indicates the duration (i.e. 70 — 80 days) that the catchment takes to produce slow runoff. 
Through analyzing the RRMSE in each season (see Sect. 6.5.4), we find that precipitation 
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falling on the catchment takes 80 — 90 days to be transformed into base flow, i.e. the 
recharge duration of ground water. Since the first implementation uses base flow to 
estimate the contribution of precipitation at time steps longer than the applied duration, the 
NSE stopes improving after the duration is longer than the recharge duration of ground 
water, i.e. 90 days. With the same duration, the experiment 3 (i.e. using parameters 
averaged over 2002 and 2005) gave the highest NSE (0.69 ≤ NSE ≤ 0.82) and lowest 
RRMSE (35.0 % ≤ RRMSE ≤  58.5 %) than the other two experiments. Both the highest 
NSE and lowest RRMSE did occur in the experiment 3 (Table 6.1), but the former with 
duration = 9 time steps (90 days) and the latter with duration = 2 time steps (20 days). 
When using the parameters and the durations in Table 1, the stream flow predicted by the 
first implementation follows the seasonal changes of stream flow very well but 
overestimates the peaks, especially in the rainy season (Fig. 6.9a). The predicted stream 
flow with the duration =2 time steps (20 days) lagged the peak of the observed stream flow 
at DOY 121, Thus, the duration = 9 time steps (90 days) gives the best performance in the 
study area with the first implementation. Through the calibration and validation processes, 
it can be concluded that a constant weight set with a constant duration of precipitation can 
be applied to estimate stream flow with the first implementation.  

    Table 6.1: The best model performances, their experiment types and the used duration in 
the  validation period in 2001 for each implementation of the discrete rainfall-runoff model. 

  
NSE  RRMSE 

Used 
Parameter 

Duration 

The first 
Implementation 

Highest NSE 0.83  35.40% average 9 time steps 

Lowest 
RRMSE 

0.82  34.10% average 2 time steps 

The second 
Implementation 

Highest NSE 0.84  32.89% 2002 1 time step 

Lowest 
RRMSE 

0.83  32.83% average 1 time steps 

The third 
Implementation 

Highest NSE 0.82  40.05% average 1 time step 

Lowest 
RRMSE 

0.82  40.05% average 1 time step 
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6.4.3 Simulation with the second implementation  

6.4.3.1 Calibration of the second implementation 

The second implementation applies two paths for precipitation to reach rivers and 
channels with the WSS area (Eq. 5.7). One is fast overland flow and the other one is slow 
infiltrated flow. In the calibration of the second implementation, the bias in the stream flow 
simulated with a duration of 1 time step (10 days) in Fig. 6.10 was similar to the bias 
obtained with the first implementation when using the same duration (Fig. 6.4). When the 
duration = 8 time steps (80 days), however, the second implementation simulated the 
stream flow (Fig. 6.10) as well as the first implementation with the duration = 15 time steps 
(150 days) in Fig. 6.3. This could also be observed from their NSE and RRMSE (Fig. 6.5 
and 6.6): NSE and RRMSE of the second implementation with the duration = 8 time steps 
(80 days) were similar to the first implementation with the duration = 15 time steps (150 
days). In the calibration experiments, the NSE and RRMSE of the second implementation 
were better than the first implementation with the same duration (Fig. 6.5 and Fig. 6.6). 
When the duration of antecedent precipitation was increased from 1 to 10 time steps, NSE 
increased from 0.78 to 0.94 in 2002, from 0. 83 to 0.96 in 2005, and RRMSE decreased 
from 34 % to 17 % in 2002, from 27 % to 12 % in 2005. The better model performance 
with the second implementation than the first one is probably due to the application of WSS 
area, which memories the intensity of antecedent precipitation, indicates regional water 
storage capacity by the changes in WSS area (i.e. storing and gradually releasing water 
flow that is produced by the catchment from antecedent precipitation), and helps to identify 
the component flows.  

The improvement rate in model performance was slightly different in various stages: 
in 2002, large improvements occurred when the duration was increased from 1 to 3 time 
steps and from 7 to 9 time steps; in 2005, the large improvements occurred when the 
duration was increased from 2 to 3 time steps and from 6 to 9 time steps. In the calibration 
of the first implementation, model performance changes in 2002 reflect the influence of fast 
runoff, but did not in 2005. Compared with the first implementation, model performance 
changes of the second implementation in both 2002 and 2005 indicate the duration that the 
catchment takes to produce fast runoff (i.e. 30 days) and slow runoff (i.e. around 90 days). 
That is probably due to that the component flows, estimated with the WSS area by the 
second implementation, can better describes the catchment response to rainfall, i.e. how 
precipitation is allocated and transformed into component flows with different velocity. We 
will further discuss that through interpretation on the weight sets of the three 
implementations in Sect. 6.5.3. It is also notice that the improvement rate of model 
performance in the second implementation is higher than that in the first implementation in 
most cases. This indicates that the second implementation is more sensitive to the duration 
of antecedent precipitation than the first one. When the duration = 10 time steps, the model 
performance of the second implementation was better than 90% of current hydrological 
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models in the calibration process, according to the statistical assessment  by Ritter and 
Muñoz-Carpena (2013). The performance improvement when the duration > 10 time steps 
is probably due to the overfitting, as shown next.  

(a) (b) 

Figure 6.10: Observed and modelled 10-day averaged stream flow in the calibration 
period using the second implementation of the discrete rainfall-runoff model. The applied 
durations of antecedent precipitation are 1, 8 and 15 time steps with the time interval of 
10 days in 2002 (a) and 2005 (b) respectively. 

6.4.3.2 Cross validation of the second implementation  

The calibration of the second implementation gave very high model performance with 
duration = 15 time steps. In this case the number of model parameters was close to the total 
number of stream flow observations. This leads to the problem of overfitting that was 
evaluated by applying the LOO method to the second implementation. The box plot of 
LOO results shows that (Fig. 6.11):  in 2002 with a duration ≤10 time steps, both median 
and mean RRMSE values fluctuated between 20% to 30%; with a duration > 10 time steps, 
median and mean values increased and the 25% — 75% variation range was enlarged 
significantly. In 2005, a similar condition was observed, but the transition duration was 
longer, i.e. up to time step = 13. This indicates that the overfitting problem occurred when 
the duration of antecedent precipitation > 10 time steps in the second implementation. Thus, 
only when the duration ≤ 10, the improved performance is related to involve the duration 
that the catchment takes to produce slow and fast runoff and the application of the retrieved 
WSS area (e.g. to partition component flows and as an indicator of regional water storage 
capacity) in the second implementation. 
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(a) (b) 

Figure 6.11: The box plot of the Relative Root Mean Square Error (RRMSE) of the Leave-
One-Out cross validation for the second implementation in 2002 (a) and 2005 (b). The 
duration of antecedent precipitation was increased step-wisely from 1 to 15 time steps 
with time interval of 10 days. The red dash line in each box is the mean value, the black 
line is the media value, and dot points are outliers. 

6.4.3.3 Validation of the second implementation 

The validation of the second implementation required more complex experiments. 
There were three stages in the evolution of NSE with the duration of antecedent 
precipitation (Fig. 6.8b): 1) when the duration ≤ 3 time steps, the experiment 1 (i.e. 
parameters calibrated for 2002) gave the best NSE (0.73 ≤ NSE ≤ 0.84); 2) when 5 < 
duration ≤ 10 time steps, the experiment 3 (i.e. parameters averaged over 2002 and 2005) 
had the highest NSE (0.58 ≤ NSE ≤ 0.74); 3) when the duration > 10 time steps, NSE for all 
experiments was lower than 0.5.  Changes in RRMSE were similar, but with different 
duration ranges (Fig. 6.8b): 1) when the duration ≤ 10 time steps, experiment 3 had better 
RRMSE than the other two, with 32.8% ≤ RRMSE ≤ 66.2%;; 2) when the duration > 10, 
RRMSE for all experiments was higher than 70 %.  

Overall, the model performance decreased when the duration increased in the 
validation experiments, expect when the duration was increased from 6 to 7 time steps in 
the experiment 3 and the experiment 2. In the second implementation, the calibrated weight 
sets of overland and infiltrated flows illustrated the catchment response to rainfall in wet 
(the experiment 1) and dry (the experiment 2) years. The improved model performance 
when the duration was increased from 6 to 7 time steps in the validation period (i.e. in 2001) 
indicates the duration that the catchment takes to produce slow runoff, which is similar with 
that in the calibration period (i.e. in 2002 and 2005). In the second implementation (also the 
third implementation), the observed WSS area were used to reflects the inter-annual 
difference in regional water storage changes and partition precipitation into overland and 
infiltrated flows. The decayed model performance in the validation experiments of the 
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second implementation, however, indicates that the catchment response to longer 
antecedent precipitation (i.e. weight sets of component flows) highly depends on the 
regional water storage conditions indicated by the WSS area. According to Eq. (5.12), the 
difference in WSS area between different years is one of model error sources in the 
estimation of precipitation contributions with the second implementation. The large 
variation in the weight sets of component flows using different durations enlarges the 
model uncertainty of the second implementation (see Sect. 6.5.3). Besides that, the model 
error is cumulated with increasing the duration, since when the second (also the third) 
implementation integrates the contributions of component flows in each time step, the 
model error is also cumulated.      

 The highest NSE occurred in the experiment 1 with duration = 1 time step, while the 
lowest RRMSE occurred in the experiment 3 with duration = 1 time steps (Table 6.1). The 
stream flows that were predicted by the second implementation using the parameters having 
the best model performances (Table 6.1) overestimated the peaks in the rainy season (Fig. 
6.9b), but performed better than the first implementation (Fig. 6.9a). Thus, the second 
model implementation, the duration = 1 time step gives better results than the first 
implementation with duration = 9 time steps. This proves that a reasonable model 
performance can be achieved with a shorter duration of antecedent precipitation when using 
the retrievals of WSS area.  

6.4.4 Simulation with the third implementation  

6.4.4.1 Calibration of the third implementation 

The third implementation estimates the potential subsurface flow from the infiltrated 
flow derived in the second implementation to specify the path of precipitation through soil 
layers to rivers and channels. In-situ measurements of the ground water table depth were 
used to estimate the fraction of infiltrated flow that produces the potential subsurface flow 
(Eq. 5.13). In the calibration experiments, with duration of antecedent precipitation = 1 
time step, the error of estimate was (Fig. 6.12) similar to the other two implementations 
(Fig. 6.4 and 6.10). With duration = 8 and 15 time steps, the accuracy of simulated stream 
flow in 2002 was better (Fig. 6.12a) than with the other two implementations (Fig. 6.4a and 
Fig. 6.10a).  In 2005, the accuracy of simulated stream flow was comparable with the 
second implementation. The comparison of NSE and RRMSE (Fig. 6.5 and Fig. 6.6) leads 
to similar conclusions: when the duration was increased from 1 to 10 time steps, the third 
implementation gave the best performance among the three implementations with NSE 
increasing from 0.86 to 0.97 in 2002 and from 0. 83 to 0.96 in 2005, while RRMSE 
decreased from 27 % to 12 % in 2002 and from 27 % to 12 % in 2005. In 2005 the 
performance of the third and the second implementation was almost the same (Fig. 6.6). 
This implies that in dry year, the depth of water saturated soil is close to the ground water 
table depth, Thus, the water storage capacity of soil layers can be reflected by the ground 
water table depth. Above all, it is reasonable to estimate the potential subsurface flow from 
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the infiltration flow using the ground water table depth. In both 2002 and 2005, the model 
performance changes in the third implementation are similar with those in the second 
implementation. This indicates that the application of WSS area improves the model 
performance by reflecting the changes in water storage capacity and helps to identify the 
component flows. The performance improvement also indicates that the weight set of the 
third implementation is sensitive to the duration of antecedent precipitation.   

(a) (b) 

Figure 6.12: Observed and modelled 10-day averaged stream flow in the calibration 
period using the third implementation of the discrete rainfall-runoff model. The applied 
durations of antecedent precipitation are 1, 8 and 15 time steps with the time interval of 
10 days in 2002 (a) and 2005 (b) respectively. 

6.4.4.2 Cross validation of the third implementation 

Similar to the second implementation form, the overfitting problem needs to be 
evaluated for the third implementation. The box plot of LOO results for the third 
implementation forms (Fig. 6.13) show that: in 2002, when the longest duration <10 time 
steps, both median and mean values fluctuated between 20% to 40%, while when the 
duration ≥ 10 time steps, median and mean values were increased and the box is enlarged; 
in 2005, a similar condition was observed, but the transition duration was longer, i.e. at the 
time step = 14. The condition of overfitting in the third implementation is very similar to 
the second implementation. Thus, only when the duration ≤ 10, the improved performance 
is related to involving the duration that the catchment takes to produce slow and fast runoff 
and the application of the retrieved WSS area (e.g. to partition component flows and as an 
indicator of regional water storage capacity) in the third implementation.  
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(a) 

 
(b) 

Figure 6.13: The box plot of the Relative Root Mean Square Error (RRMSE) of the Leave-
One-Out cross validation for the second implementation in 2002 (a) and 2005 (b). The 
duration of antecedent precipitation was increased step-wisely from 1 to 15 time steps 
with time interval of 10 days. The red dash line in each box is the mean value, the black 
line is the media value, and dot points are outliers. 

6.4.4.3 Validation of the third implementation   

The validation experiments showed that the model performance was acceptable only 
when the duration ≤ 10 time steps (Fig. 6.8c). The experiment 3 (parameters averaged over 
2002 and 2005) had higher NSE (0.65 ≤ NSE ≤ 0.82) and lower RRMSE (40.1% ≤ RRMSE 
≤ 50.4%).  Overall the influence of the duration of antecedent precipitation in the third 
implementation was similar to the second implementation, i.e. leading to decreasing model 
performance with increasing the duration. There are, however, some exceptions when the 
model performance was improved with increasing durations: in the experiment 1 (with 
parameters from 2002), when the duration was increased from 1 to 2 time steps; in the 
experiment 2 (with parameters from 2005), when the duration was increased from 6 to 7 
time steps; in the experiment 3 (parameters averaged over 2002 and 2005), when the 
duration was increase from 3 to 4 time steps and from 6 to 7 time steps. These model 
improvements again indicate the duration that the catchment takes to produce fast and slow 
runoff, similar to the results derived from the second implementation. We will further 
discuss that through the weight sets of the third implementation in Sect 6.5.3.  

The highest NSE and lowest RRMSE occurred in the experiment 3 (parameters 
averaged over 2002 and 2005) with the duration = 1 time step (Table 6.1). In this 
experiment the third implementation captured the time of major streamflow peaks correctly, 
but with larger errors than the second implementation (Fig. 6.9b and Fig. 6.9c). In the 
experiment 3, however, when the duration is 2 and 3 time steps, the model performance of 
the third implementation is better than the second implementation. Overall, the calibration 
and validation results show that the potential subsurface flow can be estimated with the 
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retrieved WSS area and in-situ observations of ground water table depth. The calibration of 
weight sets in the third implementation highly depend on the observation of WSS area and 
ground water table depths (Eq. (5.14)), and are also sensitive to the duration. Similar to the 
second implementation, the large model uncertainty in the weight sets (see Sect. 6.5.3) and 
the cumulated model error with longer durations both enlarge the model errors in the 
validation experiments when the duration of antecedent precipitation was increased.  

6.5  Discussion  

6.5.1 Calibration and validation results  

The results presented in Sect.6.4 document the feasibility of calibrating the three 
model implementations and to achieve a satisfactory performance by using the mean values 
of parameters calibrated for a wet and a dry year. The three implementations were designed 
with increasing complexity by specifying the slow and fast component flows produced 
from precipitation. The aim of this chapter was to evaluate whether the increasing 
complexity with the retrieval of WSS area could reduce the duration of antecedent 
precipitation required to achieve a reasonable accuracy. The calibration experiments 
showed that a short duration of antecedent precipitation gave a model performance with the 
second and third implementation similar to the first one with a long duration (Fig. 6.5 and 
Fig. 6.6). For example, when the duration of antecedent precipitation = 8 time steps, the 
simulated stream flow using the second (Fig. 6.10) and third implementation (Fig. 6.12) 
was close to or better than those using the first one with the duration = 15 time steps (Fig. 
6.4). In the calibration experiments the third implementation gave a slightly better model 
performance than the second one, but the difference was small (Fig. 6.5 and Fig. 6.6). The 
results of cross validation for the three implementations showed when the duration ≤ 100 
days, overfitting did not occur in the all three implementations. Thus, within this duration 
range, the model improvement from the first to the second and third implementations was 
due to the application of the WSS area. In the validation experiments (Table 6.1), the first 
implementation required the duration of 9 time steps to achieve a similar performance as 
the second and third implementations, which only used the duration of 1 time step. This 
analysis supports that increasing complexity and applying the retrievals of WSS area in the 
discrete rainfall runoff model reduces the required duration of antecedent precipitation, 
without degradation of model performance. The second implementation achieved better 
performance than the other two implementations (Table 6.1). This indicates that the 
complexity of the second implementation is enough to simulate and predict stream flow. 
The application of WSS area in the second and third implementations determines the 
partitioning of precipitation into overland and infiltrated flow and indicates the regional 
water storage capacity. The changes of WSS area are mainly associated with the balance 
between the inflow (e.g. storage of water flow produced in the previous time step) and 
outflow (i.e. gradual releasing water flow to rivers). Thus, WSS area also includes the 
information of antecedent precipitation and its application in the discrete rainfall-runoff 
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model reduces the duration of antecedent precipitation required to achieve a reasonable 
model accurate.  

The longest duration of antecedent precipitation determines the number of unknown 
parameters in the matrix βw in Eq. (5.15). For a given duration, the second and third 
implementations require the same number of unknown parameters, while the first 
implementation requires fewer parameters. Besides the duration of antecedent precipitation, 
the influence of the number of unknown parameters on the model performance needs to be 
evaluated. The model performances were compared among the three implementations with 
the same number of unknown parameters. In the calibration experiments for 2002 (Fig. 
6.14a), the second and third implementations gave better NSE than the first one, except 
when the number of unknown parameter = 4. In 2005 (Fig. 6.14b), the situation is opposite: 
the first implementation gave better NSE than the other two, except when the number of 
unknown parameter = 8. This large difference between 2002 and 2005 indicates that the 
WSS and inundated area will be more important in the wet year than in the dry year.  The 
mean parameter values were used to analyze the influence of the number of model 
parameters in the 2001 validation experiments (Fig. 6.15), since this set of model 
parameters gave the best accuracy for all three implementations, compared with the other 
two experiment sets (Fig. 6.8). The second implementation had better NSE than the other 
two when the number of unknown parameters = 4 and the third one had better NSE than the 
other two when the number of unknown parameters = 6. When the parameter number ≥ 8, 
the first implementation had the best NSE. With parameter number ≤ 6, the NSEs of the 
second and third implementations were similar to the NSE of the first implementation with 
parameter number ≥ 8 (Fig. 6.14). In other words, comparable accuracy was achieved when 
using the retrievals of WSS area and fewer model parameters. The reduced model 
parameters will benefit the calibration and application of the discrete rainfall-runoff model 
in different regions. 

(a) (b) 

Figure 6.14: The Nash-Sutcliffe Efficiency (NSE) of three implementations with the same 
number of model parameters in calibration for 2002 (a) and 2005 (b). 
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Figure 6.15: The Nash-Sutcliffe Efficiency (NSE) of three implementations with the same 
number of averaged model parameters in the validation for 2001.  

6.5.2 Model performance with the mean model parameters  

In the validation experiments, the best performance for all three implementations was 
obtained when using the parameter values averaged over the wet (2002) and dry (2005) 
(Fig. 6.8 and Table 6.1). In Table 6.1, it was also listed that the longest durations of 
antecedent precipitation applied to achieve the best performance with each implementation. 
The averaged parameters and the corresponding durations in Table 6.1 can also be used to 
predict the stream flow in 2002 and 2005 to evaluate the performance of the three 
implementations, since they are different from the ones obtained by calibration for each 
year. For the first implementation, the averaged parameters and the duration of 9 time steps 
were applied, while for the second and third implementation, the averaged parameters and a 
duration of 1 time step were applied. The first and second implementations gave similar 
estimates of stream flow (Fig. 6.16). Streamflow was underestimated between DOY 100 
and 240 in 2002, and between DOY 200 and 260 days in 2005, while it was overestimated 
between DOY 240 and 365 in 2002, and between DOY 160 and 180 in 2005. The 
performance metrics for the first and second implementations using averaged parameters 
and the chosen durations were also similar, with 0.77≤NSE≤0.80 and 34%≤ RRMSE ≤ 36% 
in 2002 and 0.78 ≤NSE≤0.79 and RRMSE=33% in 2005 (Table 6.2). The third 
implementation had the best performance in 2002 (with NSE = 0.83 and RRMSE = 31 %) 
but worst in 2005 (with NSE = 0.67 and RRMSE = 43%). These results suggest that the 
first and second implementations have a relative stable performance with the averaged 
parameters and the chosen durations, while the performance of the third implementation 
was very different in the dry and wet year. This is probable due to the difference in ground 
water table depth, which also determines the weight sets in the third implementation (Eq. 
(5.13)). 
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Table 6.2: Model performance in predicting stream flow in 2002 and 2005 with the three 
implementations and the mean parameters. 

 

2002 2005 

NSE RRMSE NSE RRMSE 

1st 
implementation 

0.80 34% 0.78 33% 

2nd 
implementation 

0.77 36% 0.79 33% 

3rd 
implementation 

0.83 31% 0.67 43% 

 

(a) (b) 

Figure 6.16: The observed and predicted stream flow in 2002 (a) and 2005 (b) with the 
three implementations using mean parameters and the chosen durations in Table 6.1. 

6.5.3 Interpretation of the weight set  

In the calibration periods of the three implementations, there are some key durations 
that largely improved model performance. In the validation experiments of the three 
implementations, there is also some duration that changed the overall-decayed-trend of 
model performance when the duration of antecedent precipitation was increased step-wisely. 
These clear performance improvements in calibration and validation periods probably 
indicate the duration that the catchment takes to produce fast and slow runoff, which can be 
interpreted by the weight sets of each implementation. The weight set illustrates the 
evolution of the contributions of precipitation or the component flow to stream flows at 
various time steps. The model performance changes when the duration of antecedent 
precipitation was increased, e.g. from 6 to 7 time steps, is related to the integrated 
contributions of precipitations from current to the increased longest duration (i.e. 0 to 7 
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time steps). It needs to mention again that the weight can have negative or positive values. 
The positive value means that a certain amount of precipitation (or component flow in the 
second and third implementations) is transformed into stream flow. The negative value 
indicates the catchment stores part of produced water flow (i.e. base flow from ground 
water and water flow from other antecedent precipitations). The stored water may be in 
surface storage elements, e.g. lakes, reservoirs, and wetlands (i.e. WSS area), or be in 
subsurface storage elements, e.g. soil layer and aquifer, which will be released gradually 
later on. Thus, through interpreting the weight set within a certain duration, we can 
understand the catchment response to rainfall, i.e. storing and releasing water flows in time. 
Since the second and third implementations partition precipitation into component flows 
(e.g. overland and infiltrated flows in the second implementation and overland and potential 
subsurface flows in the third implementation), their weight sets can be used to better 
interpret the catchment response analyzed from the weight sets of precipitation with the 
first implementation.         

Two kinds of catchment response lead to the performance changes in all three 
implementations. The first one is associated with the duration to release fast or slow water 
flows. For example, in the calibration period of 2002, the catchment takes 20 days to 
produce fast water flow, due to that the large model performance improvement from 1 to 2 
time steps in the first implementation (Fig. 6.5) are associated with the largest positive 
weights of precipitation at time step 1 and 2 in 2002 (Fig. 6.17a). Both overland flow and 
fast subsurface flow contributes to the fast flow in 2002, since at the time step 1 and 2, the 
weights of both overland and infiltrated flows in the second implementation (Fig. 6.18a and 
6.18b) have positive values, while fast subsurface flow is the major pathway, since the 
weights of the potential subsurface flow is larger than overland flow at time step 1 and 2 in 
2002 (Fig. 6.19a and 6.19b). This finding agrees with the results derived from model 
analysis about the contributions of component flows in wet tropical catchments (see e.g. 
Chappell et al., 2017), where fast subsurface flow is the dominant pathway for precipitation. 
In the rainy season of the Xiangjiang river basin, monsoon brings intensive precipitation 
and the water storage capacity is low, similar to the condition in wet tropical catchments, 
Thus, fast surface flow is easily produced, due to shallow depth of water saturated soil in 
such kind of catchments. 

 The duration that the catchment takes to produce slow water flow seems similar in 
dry and wet year, i.e. about 70 – 80 days. In the calibration period of 2002, the large 
performance improvement in the first implementation occurs when the duration was 
increased from 7 to 8 time steps, while in 2005, performance improvement occurs when the 
duration was increased from 6 to 7 time steps.  Slow subsurface flow is the major path of 
precipitation within such long duration, due to that both infiltrated and potential subsurface 
flow have continuous positive weights from time step around 5 to 8 in Fig. 6.18 and Fig. 
6.19. The large model improvement in the second and third implementations when the 
duration was increased from time step 7 to 9 in 2002 (Fig. 6.5) and 2005 (Fig. 6.6) is 
probably due to the largely releasing of overland flow (i.e. large positive weights of 
overland flows at time step 8 and 9 in the second and third implementations in Fig. 6.18 and 
Fig. 6.19) and large storage of infiltrated flow and potential subsurface flow (i.e. large 
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negative weights of infiltrated flow and potential subsurface flow at the same time step in 
Fig. 6.18 and Fig. 6.19. This long term releasing of overland flow may be associated with 
the release of the stored water in WSS area, like wetlands, lakes and reservoirs. For 
example, the stream flow mechanism in South America (Vörösmarty et al., 1989; 
Vörösmarty et al., 1996) shows that the large inundated forest area stores stream flow from 
upstream and releases surface runoff gradually later on. In the Xiangjiang river basin, large 
paddy area and hundreds of small lakes plays the similar role as the inundated forest area. 
After time step 9, the performance improvement was very slow in the second and third 
implementations, mainly due to that antecedent precipitation after time step 9 is used to 
recharge ground water and has been released by base flow. 

The second kind of catchment response that significantly influence model 
performance is the storage of over-produced water flow in surface (i.e. enlarging the WSS 
area) and subsurface (i.e. increasing soil moisture). For example, the mode improvement 
from 2 to 3 time steps in 2002 is probably due to the storage of water flow by the catchment 
at time step 3, i.e. the negative weight of precipitation at time step 3 in the first 
implementation (Fig. 6.17a). According to the weights of component flows at the same time 
step in the second and third implementations (Fig. 6.18a,b and Fig. 6.19a,b), the storage 
probably occurred in fast subsurface flow, i.e. negative weights in infiltrated flow (Fig. 
6.18b) and potential subsurface flow (Fig. 6.19b). This storage is reasonable. It indicates 
that the produced water flow in past 20 days is too much for the catchment to release, thus 
antecedent precipitation within the duration of 20 – 30 days was not transformed to stream 
flow and part of produced water flow in past 20 days was stored by the catchment, e.g. in 
WSS area (e.g. lakes, wetlands, reservoirs) and un-saturated soil surface and aquifers. The 
stored water flow by WSS area will be released gradually in later periods of time. In fact, at 
time step 4 in the third implementation in 2002, we can find strong releasing in overland 
flow (i.e. the peak weight in Fig. 6.19a) and also a high amount of stored potential 
subsurface flow (i.e. the high negative weight in Fig. 6.19b). This catchment response at 
time step 4 leads to the large model improvement in calibration periods of the third 
implementation, when the duration was increased from 3 to 4 time steps in 2002 (Fig. 6.5).  

There are several interesting differences in the weights sets between 2002 and 2005. 
The first one is that the overland flow takes different time to reach river and channels 
between wet and dry years. In a wet year (Fig. 6.17a), overland flow is continuously 
released for 50 days after rainfall, which is close to 1.5 month time lag between 
precipitation and stream flow in a large catchment as observed by Gleick (1987). The 
shorter period of continuously releasing overland flow in 2005, i.e. 30 days after rainfall, is 
probably due to the relative dry condition in the catchment. The produced water flow after 
30 days in 2005 may be stored by soil layers through percolating (i.e. the negative weights 
after time step 3 in Fig. 6.18c and Fig. 6.19c) and leads to the release of subsurface flow (i.e. 
the positive weights after time step 4 in Fig. 6.18d and Fig. 6.19d). This interaction between 
surface and subsurface runoff complicated the simulation of stream flow, which, in fact, is 
seldom taken into account by current conceptual or statistical hydrological models. It needs 
further studies about this interaction in other catchments, however, in the Xiangjiang river 
basin, the interaction of water flow between surface and subsurface is very significant.   
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Another interesting difference between 2002 and 2005 is the precipitation 
contribution at 0 time step, i.e. when it falls on the catchment. When rain falls in 2002, 
precipitation contributed to stream flow mainly through overland flow, since the overland 
flow at 0 time step had large positive weights in the second (Fig. 6.18a) and third (Fig. 
6.19a) implementations, while the produced infiltrated flow, had been used to recharge soil 
layers, since the infiltrated and potential subsurface flow both had negative weights (Fig. 
6.18b and Fig. 6.19b). In 2005, an opposite situation occurs: the overland flow was used to 
recharge soil layers, i.e. negative mean and median weights in overland flow at 0 time step 
(Fig. 6.18c and Fig. 6.19c), while fast subsurface flow reached rivers, i.e. positive mean and 
median weights in infiltrated ((Fig. 6.18d)) and potential subsurface flow (Fig. 6.19d). This 
difference is mainly related to the different soil wetness condition in wet and dry years. In 
2002, water saturation condition in the top soil layer was high, thus a large fraction of 
precipitation was used to produce overland flow. In 2005, top soil layer was dry, thus a 
large fraction of precipitation percolated into deep soil and produced fast subsurface flow.  

In 2005, the weights of overland flow in the third implementation form (Fig. 6.19c) 
were almost the same as in the second implementation form (Fig. 6.18c), and the weights of 
potential subsurface flow in the third implementation (Fig. 6.19d) were very similar to the 
ones of infiltrated flow in the second implementation (Fig. 6.18d). This means that the 
potential subsurface flow in combination with observed groundwater table is an effective 
schematization of hydrological processes in the study area.         

Through above analysis on the weight sets of three implementations, we can find that 
the inter-annual difference in the catchment response is very significant and when different 
duration of antecedent precipitation is involved by the model, the weight sets are also 
changed. This means that the weight sets are sensitive to both regional water storage 
conditions and the duration, which can be used to explain the different model performance 
in calibration and validation periods.  

The weight set indicates the evolution of the contributions of precipitation or the 
component flow to stream flows at various time steps during a certain period. The 
variability in the model performance of three implementations can be explained by 
analyzing the estimated weights. It was found that when the duration of antecedent 
precipitation was increased, the weights in the first implementation (Fig. 6.17) varied in a 
smaller range than the weights in the second and third implementations (Fig. 6.18 and Fig. 
6.19). In the first implementation, the 25% — 75% range of precipitation weights varies 
between 0.01 to 0.1 in 2002 and 0.005 to 0.05 in 2005 (Fig. 6.17). Due to that the 
overfitting problems occurred in the second and third implementations when the duration > 
10 time steps, the weights applying to duration ≤ 10 time steps were analyzed. In the 
second implementation, the 25% — 75% range of weights in overland flow was 0. 1 to 0.4 
in 2002 and 0.05 to 0.35 in 2005, while the 25% —75% range of weights in infiltrated flow 
was 0.05 to 0.3 in 2002 and 0.02 to 0.18 in 2005. In the third implementation form, the 
range of weights in component flows was similar to that in the second implementation. The 
small range in the first implementation means that the weights are not so sensitive to the 
duration of antecedent precipitation as in the second and third implementations. This may 
explain why in the calibration and validation experiments the performance of the first 
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implementation fluctuated in a small range. The large weight ranges in the second and third 
implementations yielded faster model improvement than in the first implementation in the 
calibration experiments (Fig. 6.5 and Fig 6.6). But the high sensitivity of the weights to the 
duration of precipitation and the significant inter-annual variability in the weights (see the 
analysis below) resulted in the degraded performance of the second and third 
implementations in the validation experiments. In fact, the model error is accumulated 
when the duration is longer, since the discrete rainfall runoff model integrates errors at each 
time step involved in the model duration.  

(a) (b) 

Figure 6.17: The box plot of precipitation weight at each antecedent time step in 
calibration of the first implementation. (a) weights in calibration for 2002; (b) weights in 
calibration for 2005.The duration of antecedent precipitation were increased step-wisely 
from 1 to 15 time steps in the calibration. The red dash line in each box is the mean value, 
the black line is the media value, and dot points are outliers. 
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6.5.4 The recharge period of ground water 

In the calibration period, there were some stages when the model performance was 
improved much more than in other cases (Fig. 6.5 and Fig. 6.6). This indicates that specific 
time steps have larger impacts on the model performance than others. In the validation 
experiments (Fig. 6.8), it was found that when the duration of antecedent precipitation was 
increased from 6 to 9, the model performance was improved in all three implementations. 
Thus, to analyze when these model performance improvements occur, the RRMSE was 
calculated in each season of both 2002 and 2005 for the three implementations with various 
durations (Fig. 6.20). When the duration was increased from 1 to 15 time steps, the 
reduction in RRMSE was significant in the autumn and winter for the first implementation 
(Fig. 6.20a). This indicates that the stream flow after June is influenced by longer 
antecedent precipitations, for example those in the spring. This is consistent with other 
studies on the floods in this river basin (Lin and Lu, 1991; Zhou, 1991; Zong and Chen, 
2000), where the magnitude of floods after June was related to the rain in the spring.  In the 
autumn and winter for the first implementation (Fig. 6.20a) and in all four seasons for the 
second and third implementations (Fig. 6.20b and 6.20c), when the longest duration < 8 or 
9 time steps, RRMSE was much higher than those with the longest durations ≥ 8 or 9 time 
steps. When increasing the longest duration range from 8 or 9 time steps to 15 time steps, 
the RRMSE in each season improved slightly for all three implementations. This gives an 
estimate of time needed for precipitation to recharge ground water in our study area, i.e. 80 
or 90 days, since all three implementation forms are based on the assumption that base flow 
is only from precipitations older than a certain time.  
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6.6  Conclusions 

The retrievals of the Water Saturated Surface (WSS) area from 37 GHz microwave 
observation (Shang et al., 2015) supplies a straightforward and lagged relationship between 
precipitation and stream flow. To fully and effectively use this data, a discrete rainfall-
runoff model and the three implementations had been developed in the previous chapter. 

Through calibration and validation in this chapter, the three implementations were 
proved to be able to estimate stream flows in the Xiangjiang river basin, China. The longest 
duration of precipitation is an important factor to determine model performance. In the 
calibration experiments, 10-day mean stream flows at Changsha station in 2002 (wet) and 
2005 (dry) are used to estimate the weights with various durations. Increasing the longest 
duration from 1 to 10 time steps, the NSE of the first implementation increased from 0.78 
to 0.86 in 2002, from 0. 82 to 0.92 in 2005, and RRMSE decreased from 34 % to 27 % in 
2002, from 28 % to 19 % in 2005. NSE for the second implementation increased from 0.78 
to 0.94 in 2002, from 0. 83 to 0.96 in 2005, and RRMSE decreased from 34 % to 17 % in 
2002, from 27 % to 12 % in 2005. NSE for the third implementation form increased from 
0.86 to 0.97 in 2002, from 0. 83 to 0.96 in 2005, and RRMSE decreased from 27 % to 12 % 
in 2002, from 27 % to 12 % in 2005. Through cross-validation, it was proved that the 
increment in model performance is mainly due to the model structure, especially taking the 
WSS area and the ground water table depth into account, with the duration ≤ 10 time steps. 
In the validation experiments, the longest duration used in the second and third 
implementation should be less than 20 days, much less than for the first implementation, 
which used 90 days. The mean parameters over 2002 and 2005 gave a stable model 
performance with the first and second implementations. The complexity level of the second 
implementation was sufficient to simulate and predict stream flows in the study area.   

The pattern of precipitation weights in the first implementation explains the 
interactions between catchment and stream flow. Clear differences in the catchment 
response were observed between the dry and wet years. The weights sets of component 
flows in the second and third implementation specify the path of precipitation towards 
stream flow. The range of weights in the first implementations was smaller than in the other 
two implementations, which probably explained why the first implementation was not so 
sensitive to the increasing duration of precipitation as the second and third implementations. 
The weights of overland and potential subsurface flows in the third implementation had a 
very similar pattern with those of overland and infiltrated flows in the second one, when the 
depth of water saturated soil was deeper and close to the depth of the groundwater table, e.g. 
in dry years.    

The changes of the RRMSE in autumn for the first implementation indicate the 
influence of rain in the spring on stream flow in autumn (Lin and Lu, 1991; Zhou, 1991; 
Zong and Chen, 2000). The changes of RRMSE in each season for the three 
implementations lead to estimate the duration of ground-water recharged by precipitation as 
around 90 days. Overall, with the WSS as an essential parameter, the three implementations 
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of the discrete rainfall-runoff model not only simulated and predicted stream flow, but also 
characterized the catchment response to precipitation and the mechanisms determining 
stream flow. The application of the WSS area can make the discrete rainfall-runoff model 
to use fewer parameters.  
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Chapter 7   

Conclusions and Perspectives 

Surface water is one of the key resources for human life. The area of surface water 
body in a catchment has a close but lagged relationship with river discharge. Overland flow 
may lead to flooding that risks the properties and lives. Thus, the observations of surface 
water bodies and knowledge about inundation patterns are essentially important for water 
resource management and flood early warning. In large subtropical floodplains, it is 
attractive to observe surface water bodies using Polarization Difference Brightness 
Temperature (PDBT) at 37 GHz measured by radiometers onboard sun-synchronous 
satellites, due to its capability to penetrate clouds and vegetation, fast revisiting, and long-
term and free data record. Due to the shallow detected depth at 37 GHz, the Water 
Saturated Surface (WSS), i.e. standing water and water saturated soil, can be retrieved from 
the PDBT. Seasonal changes in vegetation and various surface roughness conditions both 
complicate the retrieval of WSS in the subtropical floodplains. Atmospheric attenuation, 
observation gaps and errors in microwave observations, however, reduce the capability to 
observe daily or weekly changes of WSS with PDBT data. The role that WSS area plays in 
stream flow production has not been fully accounted for by current hydrological models. 
Accordingly, there are three research questions raised in this thesis: 1) Is there a possible 
method to retrieve Water Saturated Surface from PDBT at 37 GHz taking both the variable 
vegetation cover and surface roughness into account? 2) Is it possible to design a method to 
remove the atmosphere influence, observation gaps and errors in time series of microwave 
observations? 3) Is it possible to build up a new rainfall-runoff model that applies the 
retrieved WSS to mitigate the complication in model calibration and the difficulty in data 
accessibility? 

 

 

 



7. Conclusions and Perspectives 132 

 

7.1  Achievements 

The two-step model was developed to retrieve fractional area of WSS from PDBT at 
37 GHz in the subtropical floodplains with seasonal vegetation and various surface 
roughness conditions. In the first step, the zero-order radiative transfer model was 
simplified for PDBT at 37 GHz by eliminating the single scattering between vegetation and 
surface and introducing the fractional area of vegetation coverage. With this simplified 
model, the vegetation optical thickness was parameterized by regressing the PDBT and 
Normalized Difference Vegetation Index (NDVI) at flooded paddy fields. Large area of 
double-crop paddy fields in the study area, i.e. Poyang Lake and Dongting Lake floodplains, 
supplies a good experiment case, of which the surface temperature and water content can be 
assumed to be constant during their several flooding periods. The irrigation plan of paddy 
fields strictly follows the phenology of rice. Thus, only vegetation factor, i.e. vegetation 
fractional cover and vegetation optical thickness, influences the observed PDBT. After 
identifying these parameters, the Polarization Difference Effective Emissivity (PDEE) can 
be retrieved from the PDBT at 37 GHz with this simplified model.  

In the second step, a linear model was developed to estimate the fractional area of 
WSS from the retrieved PDEE. This linear model was derived from the numerical analysis 
about the relationship between soil moisture and surface emissivity, which includes the 
soil-water mixtures models and the Qp surface roughness model. Both physical (e.g. 
Dobson model) and empirical (Wang-Schmugge model) soil-water mixtures models were 
applied to estimate the dielectric constant of soil-water mixture at 1.4 GHz, 19 GHz and 37 
GHz, which were used to derive surface emissivity. This simulation clearly shows that the 
Polarization Difference Emissivity (PDE) at a smooth surface is quasi linearly related to 
soil moisture at 37 GHz, independent on the type of the applied soil-water mixture model. 
The polarization difference effective emissivity, i.e. PDEE, was derived from the PDE by 
estimating the attenuation of surface roughness with the Qp surface roughness model. 
Enlarging the surface roughness will smooth the linear relationship between PDEE and soil 
moisture at 37 GHz, thus it is necessary to take the surface roughness condition into 
account. Taking the spatial heterogeneity of soil moisture into account, the fractional area 
of WSS area can be expressed as the regional water saturation condition, which can be 
derived from PDEE with the linear model.   

The two-step model can only be applied during clear days, since atmospheric 
attenuation at 37 GHz is very significant during cloudy and rainy days and has not been 
accounted for in the simplified radiative transfer model. Besides that, the observation gaps 
and errors are also introduced to PDBT observations by the configuration of swath path and 
the registration and resampling methods. Thus, the time series of PDBT consist of four 
components: the surface signal including surface emittance and vegetation attenuation, the 
atmospheric signal including atmosphere emittance and attenuation, the observation gaps 
and errors. According to the linear and multiplicative properties of Discrete Fourier 
Transform (DFT), the spectral features of each component signal can be revealed in the 
power spectrum of PDBT time series at a certain level. Based on that, the Time Series 
Analysis Procedure (TSAP) was developed and includes two stages: 1) to identify the 
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spectral range related to observation errors and gaps and filter them out with a boxcar filter; 
2) to identify the spectral features of atmospheric signal by applying spectral analysis of 
precipitation time series and filter them out with the Harmonic ANalysis of Time Series 
(HANTS) algorithm. The spectral features of the observation gaps and periodic observation 
errors were all located in very high frequency domain, according to the numerical analysis 
of the power spectrum of these two components. The boxcar filter was modified to remove 
the spectral features of the observation gaps and errors, in order to deal with various gap 
sizes (that change when moving the filter over the time series step-wisely) and remove the 
possible periodic observation errors. The spectral features of the atmospheric signal were 
revealed by the power spectrum of rain-gauge time series, since the atmospheric influence 
at 37 GHz is mainly due to hydrometeors. Only short-term periodic components in 
precipitation time series were associated with the atmospheric signal, which can be 
identified by analyzing the increasing rate (i.e. slope) in the accumulated power spectrum of 
precipitation time series. We assumed that in the short period range, the spectral features of 
the precipitation time series are only associated with the atmospheric signal and the 
remaining spectral features in the PDBT time series are only associated with the surface 
signal, since Fourier analysis cannot separate the amplitude contribution of the overlapping 
frequencies of the two signals. Thus, the spectral features of the surface signal were the 
union of the spectral features in the short and long period range, The atmospheric signal 
was removed by reconstructing the surface signal by HANTS algorithm with the spectral 
features of the surface signal. The statistical evaluation proved that the noisy level of the 
PDBT time series had been significantly reduced by TSAP.  

The overall method combined the TSAP and the two-step model. TSAP was first 
applied to PDBT time series to extract the surface signal and the WSS area was retrieved 
from the surface signal by the two-step model. This method was evaluated by comparing 
the retrieved WSS area of Poyang Lake with the lake area observed by MODIS and ASAR, 
with R2 0.77 and RRMSE 22%. TSAP needs rain-gauge data to identify the spectral 
features of the surface signal, however, for a large floodplain, the limited number of rain 
gauges cannot cover each pixel. Thus, the uniform spectral features of the surface signal, 
which can be applied to all pixels, were derived from available rain-gauge data by choosing 
harmonic components with lower frequencies, since within the same floodplain, the long-
term periodic components in the surface signal is dominated by the same atmospheric 
system, e.g. monsoon. The overall method using these uniform spectral features achieved a 
reasonable accuracy, and thus was applied to the Poyang Lake and Dongting Lake 
floodplains. In the Poyang Lake floodplain, the cross-correlation analysis between up- and 
down streams showed that Poyang lake extension is closely related to the fluctuations of 
upstream WSS area with a time lag 3 – 5 days. During the closure of the Three Gorge Dam, 
this relationship was more evident. The spatial and temporal pattern of the WSS area in the 
Poyang Lake and Dongting Lake floodplains demonstrated the flooding propagation, in a 
good agreement with the hydrological and meteorological records. 

The straightforward and lagged relationship between the retrieved WSS area and 
stream flow leads to the development of the discrete rainfall-runoff model, so that to 
mitigate the complexity in model calibration and the required data set. The model simulated 
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stream flow as the integration of the contributions of precipitation or specific component 
flows within a certain period. Ground water table depth and the retrieved WSS area were 
applied to develop the three implementations with increasing complexity. According to the 
input parameters, the three implementations are: 1) precipitation and base flow; 2) overland 
flow, infiltrated flow and base flow; 3) overland flow, subsurface flow and the base flow. 
The second implementation was developed by partitioning precipitation in the first 
implementation into overland and infiltrated flows according to the retrieved WSS area. 
The third implementation wad developed by replacing the infiltrated flow in the second 
implementation with the potential subsurface flow that is the estimation of subsurface flow. 
The potential subsurface flow was estimated by scaling the infiltrated flow with the ground 
water table depth.  

The three implementations of the discrete rainfall-runoff model were calibrated and 
validated in the Xiangjiang River basin, China, with the duration of involved antecedent 
precipitation increasing from 10 to 150 days. The second and third implementations had 
better performance than the first one, when the duration was increased step-wisely from 10 
days to 100 days in the calibration period. In the validation period, the second and third 
implementations used the duration of 10 days to achieve the best performance of the first 
one using a duration of 90 days, with Nash-Sutcliffe Efficiency ≈0.83 and Relative Root 
Mean Square Error ≈ 34%. Cross validation proved that the better performance in the 
second and third implementations was due to applying the retrievals of WSS area. The set 
of model parameters is an indication of dominant hydrological processes in determining the 
catchment response to rainfall. The RRMSE of each season at the calibration stage 
indicates the possible ground water recharge period, i.e. 90 days, in the Xiangjiang River 
basin. 

 

7.2  Perspectives  

This thesis developed a two-step model to retrieve the fractional area of WSS from 
PDBT at 37 GHz, also quantifying the influence of vegetation attenuation and surface 
roughness.  The accuracy of the retrievals depends on not only the developed model but 
also the quality of input PDBT data, of which the later one may be more important in the 
future works. A time series of daily PDBT observations is full of observation gaps and 
errors and is influenced by atmospheric water content, which all contaminate the surface 
signal (including surface emittance and vegetation attenuation) in the PDBT time series. 
TSAP was developed to remove these noisy components in the PDBT time series and to 
extract the surface signal as the qualified input data for the two-step model. Thus, the 
overall method combined the TSAP and the two-step model to retrieve daily fractional area 
of WSS from the PDBT time series. According to the evaluation in this thesis, the accuracy 
of the overall method was reasonable, however, through the comparison between SSM/I 
and AMSR-E data, it is clear that TSAP cannot remove the atmospheric influence due to 
clouds. To solve this problem, there might be two approaches. 
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The first approach may be to combine rain-gauge time series and the observations of 
clouds in a proper way, so that the full spectrum of the atmospheric signal (including 
atmosphere emittance and attenuation) in the PDBT time series can be identified. In TSAP, 
only rain-gauge time series was used to reveal the spectral features of the atmospheric 
signal, mainly due to that the atmospheric water content retrieved from microwave 
observations has low accuracy during cloudy and rainy days. Clouds can be clearly 
observed from optical and thermal images onboard stationary satellites, which can supply 
observations close to the passing time of microwave radiometers. The retrievals of 
atmospheric water content from microwave radiometers may be evaluated by comparison 
with the optical and thermal clouds observations, e.g. the area of clouds and its optical 
thickness. After this evaluation, atmospheric water content retrieved from microwave 
observations can be combined with rain-gauge data to identify the full spectrum of the 
atmospheric signal.  

The second approach may be to combine the AMSR-E and SSM/I observations. 
Through the comparison between AMSR-E and SSM/I, it was found that in some periods, 
the PDBT time series acquired by AMSR-E showed a different trend from SSM/I, probably 
due to the different observation times and spatial resolution of these two radiometers. 
Combining two radiometer data sets intensifies the sampling frequency within a day and 
also reduces the number of observation gaps in the time series.  More available samples 
might improve input data quality, i.e. with more samples that are less influenced by 
atmospheric water content. In fact, the two proposed approaches can be combined together 
to improve the performance of TSAP, by reducing the gap size and identifying the full 
spectrum of the atmospheric signal.  

The development of the discrete rainfall-runoff model, from our point of view, has 
another important purpose, i.e. using only satellite observations to simulate and predict 
river discharge at any catchment. The second and third implementations had used the 
satellite observations of precipitation from TRMM and the retrievals of WSS area from 
SSM/I. Satellite observations of stream flow will be available in the future when SWOT 
mission is launched. The in-situ measurements of ground water table depth, however, are 
still needed. GRACE mission can supply the monthly changes of surface water mass, which 
is closely related to the changes of ground water table depth. It will be very interesting to 
improve the temporal resolution of the GRACE data and to replace the in-situ 
measurements in the discrete rainfall-runoff model with the GRACE data, so that all input 
data of the model can be derived from satellite observations. The major challenge in the 
application of GRACE data is the coarse spatial resolution, which would not cover the 
catchment exactly. How to merge the retrievals of WSS area at 37 GHz with GRACE data 
whose spatial resolution is even coarser would be the next step of the discrete rainfall-
runoff model. In that case, the performance of the discrete rainfall-runoff model can be 
evaluated at many catchments, without asking for the permission to access hydrological 
data or implementing field measurements for each catchment.      
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