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“… universities are truly storehouses of knowledge: students arrive from school 
confident that they know nearly everything, and they leave years later certain 

that they know practically nothing. Where did the knowledge go in the 
meantime? Into the university, of course, where it is carefully dried and 

stored.”  

Terry Pratchett, The Science of Discworld 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 4PDF page: 4PDF page: 4PDF page: 4



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 5PDF page: 5PDF page: 5PDF page: 5

 

  



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 6PDF page: 6PDF page: 6PDF page: 6

 

Table of Contents 

Chapter 1 Introduction ......................................................................................... 1 

General introduction to self-assembly ............................................................. 2 

Self-assembly .................................................................................................. 2 

Research aims and outline of the thesis ........................................................... 8 

Chapter 2 Lessons learned from molecular dynamics of trifold hydrogen bonded 
fibers with different force-fields ........................................................................ 11 

Introduction ................................................................................................... 12 

Results ........................................................................................................... 13 

Conclusions ................................................................................................... 21 

Methods ......................................................................................................... 21 

Supporting Information ................................................................................. 23 

Chapter 3 Fiber formation seen through the high resolution computational 
microscope ......................................................................................................... 31 

Introduction ................................................................................................... 32 

Approach ....................................................................................................... 33 

Results and discussion ................................................................................... 35 

Summary and discussion of the mechanism of supramolecular self-assembly
 ....................................................................................................................... 45 

Conclusions and Outlook .............................................................................. 46 

Supporting information ................................................................................. 48 

Chapter 4 Nucleation mechanisms of self-assembled physisorbed monolayers 
on graphite ......................................................................................................... 69 

Introduction ................................................................................................... 70 

Results and discussion ................................................................................... 71 

Conclusions ................................................................................................... 86 

Methods ......................................................................................................... 86 

Supporting information ................................................................................. 90 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 7PDF page: 7PDF page: 7PDF page: 7

 

Chapter 5 Mechanism of Ostwald Ripening in 2D physisorbed assemblies at 
molecular time- and length-scales by Molecular Dynamics simulations ........ 123 

Introduction ................................................................................................. 124 

Results and discussion ................................................................................. 124 

Conclusions ................................................................................................. 132 

Methods ....................................................................................................... 133 

Supporting Information ............................................................................... 135 

Summary ......................................................................................................... 147 

Samenvatting ................................................................................................... 150 

References ....................................................................................................... 154 

Acknowledgements ......................................................................................... 163 

About the author .............................................................................................. 167 

List of publications .......................................................................................... 167 

 

 

 

 

 

 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 8PDF page: 8PDF page: 8PDF page: 8



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 9PDF page: 9PDF page: 9PDF page: 9

1 

Chapter 1 

Introduction 

Chapter 1 Introduction   
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General introduction to self-assembly 
Self-assembly is a method of engineering structures by spontaneous 

organization of small molecular blocks1–4. The resulting structures, called 
supramolecular, have unique properties, such as rich and dynamic behavior.  
There are many examples of supramolecular systems, such as micelles5, 
vesicles6,7, fibers8–10, molecular crystals11,12 and many more. Moreover, Nature 
exploits this process for many vital functions (e.g., for cellular integrity), but 
also for abnormal processes such as degenerative diseases (for example 
Alzheimer’s or prion diseases)13–15. In the last decades, self-assembly has drawn 
attention as a promising alternative to “top-down” techniques used by industry 
to produce well-defined nano- to microscale structures16, since it can be seen as 
the next step to organic synthesis, i.e., synthesis of relatively large structures 
from smaller building blocks by reversible, non-covalent interactions1. The 
strategies for fabrication of structures linked to their length-scales is shown in 
Figure 1.1.  

 

Figure 1.1. Bottom-up and top-down approaches. Reproduced from the reference17.  

Self-assembly  
Probably the most fascinating fact about self-assembly is that the 

information about supramolecular structure is encoded in a single molecular 
block4. The complementary interactions between molecular blocks dictate the 
final structure of the assembly. Therefore, one of the critical points of 
understanding self-assembly is understanding the forces by which molecules are 
interacting. Molecular blocks interact with each other by noncovalent 
interactions, namely: electrostatic, hydrogen bonds, Van der Waals, and 
hydrophobic interactions4,18. These interactions are summarized in Figure 1.2. 
In general, non-covalent interactions are weaker (2-300 kJ/mol and only 
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electrostatic interactions are larger than 100 kJ/mol) than covalent interactions 
(150-450 kJ/mol). Although a single noncovalent interaction is weak, the 
ensemble of them can result in strong bonding. 

 

Figure 1.2. Noncovalent interactions involved in supramolecular chemistry. Reproduced from the 
reference4.  

The desire of direct and robust translation of the molecular structure to 
self-assembled systems has motivated many researchers to formulate design 
rules, which would enable the design of molecular structures that result in the 
desired supramolecular assembly. Over the past decades, several popular 
molecular design rules have been established for self-assembling systems. 
Probably the most famous design rule is surfactant packing parameter proposed 
by Israelachvili et al.19, which from the shape of a single surfactant molecule 
predicts the overall shape of the formed aggregate, a micelle, bilayer, or 
inverted micelle. Another notable design rule is developed by Hanabusa et al.20 
for supramolecular gelators. According to this rule the molecule which creates a 
gel has to have three properties: (a) strong directional interactions inducing a 
directional aggregate, (b) some factor preventing crystallization, and (c) ability 
to cross-link between aggregates for network formation. There are also more 
subtle rules which emerge as "crystal engineering" in the context of 2D crystals 
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formed on the solid-liquid interface21,22. Although all these rules help to design 
molecules which would form self-assembled structure many unexpected results 
can be found. Probably the best example is the gelators, for which although 
there are design rules, most of them are still found by serendipity9,23,24. The 
reason for that can be, of course, that design rules are rules-of-thumb and only 
roughly show how to design molecules, but it can also be because these rules 
are based only on the final assembled structure and do not take into account the 
process which leads to the assembly. 

Therefore, there is a need for understanding the mechanism of self-
assembly, because this unexpected behavior could arise from the way how the 
supramolecular structures are formed and be related to metastable states that 
occur during the process24. In general, self-assembly can be described as a series 
of associations of monomers to aggregates: 

 

Since the measurement of individual equilibrium constants is not feasible, the 
model is simplified by making some assumptions, from which three are 
especially often used in supramolecular community19,25–27: 

(a) open association/isodesmic model, in which equilibrium constants are 
constant with each step, . As a result, every addition 
of a successive monomer results in a decrease of free energy. Such 
mechanism is often associated with the formation of linear one-
dimensional supramolecular polymers28. 

(b) Closed association model, in which one value of equilibrium constants 
is dominant, . Such a model describes monodisperse 
assemblies and most often, it is used to describe the formation of 
micelles, but it can be also extended to the bilayer, vesicle, and other 
micellar phases19.  

(c) cooperative model, for which equilibrium constants have two values: 
small for aggregates smaller than a certain size, N, and large for 
aggregates above that size, . As a result, 
assemblies below size N are unstable, and only after they reach that size 
they grow rapidly. Change of the equilibrium constant has its origin in a 
cooperative effect, which most often is associated with structural 
changes. The model describes formation of quasi one-dimensional 
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supramolecular polymers (such as microtubules)28. Cooperative effect 
can also have an origin in hydrophobic and electronic effects and some 
strictly one-dimensional supramolecular polymers can also undergo 
cooperative formation27 (see Chapter 2 and 3 of this thesis). 

Thus, the mechanism describing formation of assemblies depends on the 
selected model. For (a) it follows aggregation, because every assosciation 
results in the decrease of energy. On the other hand, (b) and (c) follow 
nucleation-growth mechanism, because first stages are less preferable than the 
later ones. As a result, formation of a small stable aggregate (called nucleus) 
requires activation energy. In the cooperative model, after the nucleus is formed 
it grows by associating with free monomers. (Note that the terms “open/closed 
association” are used in the context of surfactants, and “isodesmic/cooperative” 
in the context of supramolecular polymers). 

In summary, many experimental techniques try to give insights into 
self-assembly, but they face many challenges. They are especially useful to 
provide insights into the final structures; however, insights into the process are 
more challenging to obtain. According to Frederix et al.29 there are three main 
limitations of experimental techniques: (a) experiment measures ensemble of 
states, (b) raw data is interpreted by models aimed at describing macroscopic 
systems, (c) self-assembly often takes place on a very short timescale which 
cannot be reached by most of the experimental techniques. 

 Due to the experimental limitations, many researchers focus on 
computational methods which could give insights into early stages of self-
assembly (we refer readers more interested in the topic to recent reviews of 
Bochicchio30 and Frederix29). Depending on the timescale and the size of the 
systems different levels of accuracy and different computational methods can be 
applied (see Figure 1.3a). The most accurate quantum mechanics calculations 
are limited to just a few molecules and find application in a study of the 
conformational flexibility of the single molecule building blocks and the 
stability of small parts of self-assembled structures. Less accurate Molecular 
Dynamics calculations allow studying larger systems on a larger timescale. A 
number of such studies of the process of self-assembly have been presented in 
the literature. However, the computational cost of the method still limits most of 
the application to the study of the dynamics of the final assembled structure. To 
tackle the computational cost of this method two strategies are widely used: (a) 
coarse-grained molecular dynamics (CG MD), and (b) rare-event sampling 
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methods (RES), see Figure 1.3b. CG techniques substantially speed up 
simulation by treating several atoms as one bead (to represent functionality of 
the chemical groups, rather than individual atoms). This approach speeds up 
simulations due to fewer calculations (fewer atoms), and also due to smoothing 
of the energy landscape31. Therefore, it can be applied to systems on large 
temporal and spatial scale, which resulted in many applications in the study of 
self-assembly. However, the loss of the resolution and some of the interactions 
may lead to nonphysical results. On another hand, RES methods retain all 
atomistic details while allowing them to study them on long time scales. In 
comparison to coarse-grained techniques they, unfortunately, do not allow to 
study systems on large length scales, and only study of small systems is 
possible, which limits the application of these methods for this field. Moreover, 
their efficiency can suffer from the non-optimal choice of the reaction 
coordinate used to describe the system. Some examples of the usage of different 
computational techniques for the study of self-assembling systems are presented 
in Table 1-1. 

Table 1-1. Example of application of different computational techniques for study supramolecular 
systems. 

Method Pros Cons Example works 
Mod
elin
g 

QM High 
accuracy 

Only very small 
structures can be 
studied 

Cyclic peptides32 

AA Validation of 
the model, 
insights into 
dynamics of 
stable 
structure 

A priori knowledge 
about the structure 
required, no insights 
into self-assembly 
process 

Peptide amphiphiles 33–35 
Dye aggregates36  
Oligopeptides 37,38 
Supramolecular 
polymers39,40 

MD AA Conventional Simplicity Only systems on a 
small temporal and 
spatial scale can be 
simulated 

Self-assembly of peptide 
amphiphiles41,42 

R
E
S 

Biased 
(Umbrella 
sampling, 
Metadynamics) 

Assurance of 
reaching the 
final state 

Results might 
depend on the 
choice of reaction 
coordinate and alter 
dynamics 

Peptide amphiphiles34  
Crystallization 43–48 
Supramolecular polymer49 

Enhanced/adap
tive (Transition 
Path Sampling, 
Adaptive 
Sampling) 

Correct 
reproduction 
of dynamics 

No guarantee of 
reaching the final 
state 

Crystallization50 
Virus capsid51 
Oligopeptides52 
 

Coarse-grained Able to study 
large systems 
on a large 
timescale 

Loss of resolution Oligopeptides 14,53–55 
Peptides amphiphiles 56–58 
Self-assembly BTA59 
Bilayer formation 60 
Organogel61   
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Figure 1.3. (a) Overview of computational methods on different temporal and spatial scale. 
Reproduced from reference31. (b) Schematic comparison between rare-event sampling methods 
and coarse-graining techniques. RES may give detailed all-atomistic insights into a small part of 
the energy landscape. CG techniques, on the other hand, allow to study a large part of the energy 
landscape, but at the expense of resolution.  

Although a vast palette of the techniques is available, simulations of 
self-assembly are still challenging due to their large spatial and temporal scale 
29,31,62–65. Challenge of timescale arises due to the fact that self-assembly occurs 
on times ranging from nanosecond to weeks29. Although conventional all-
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atomistic methods allow simulations on hundreds of nanoseconds timescale, 
this is still often shorter than the experimental timescale64 (especially for 
processes involving nucleation, which happens on much longer timescale). 
Challenge of spatial scale arises from the size of the self-assembling systems, 
which often requires simulating hundreds of monomers62. Moreover, most of 
these systems contain a large amount of solvent, which also needs to be 
modeled. As a result, simulations of self-assembling systems are often beyond 
capabilities of conventional simulations. 

This thesis focuses on the application of coarse-grained and rare-event 
sampling techniques to address the temporal and spatial challenges of self-
assembling systems.  

Research aims and outline of the thesis 
The aim of this thesis is to provide insights into the mechanism of self-

assembly processes by showing the essential steps leading to the ordered 
structure. Due to the transient nature of the early stages of self-assembly, they 
are beyond the capabilities of experimental techniques. Therefore, in this thesis, 
we explore strategies of simulation of various self-assembling systems, which 
could provide insights into the process. In particular, in chapters 2 and 3, we 
study self-assembly of supramolecular fiber formation and in chapters 4 and 5, 
we describe our study on the self-assembly of long functionalized alkanes on a 
graphite surface. 

In chapter 2, we explore the most common techniques used to give 
insight into self-assembling systems, i.e., (a) simulations of reorganization of 
randomly distributed molecules in a solvent, and (b) simulation of the assembly 
from the experimentally known structure. As a model example, we used 
derivatives 1,3,5-triamidocyclohexane (CTA), which belongs to a class of 
molecules creating supramolecular fibers by trifold hydrogen bonds, which 
recently are subject of many studies. The mechanism of formation of these 
fibers follows nucleation-growth. Therefore, the early stages of the self-
assembly are challenging to study experimentally due to their transient nature. 
In this chapter, we run simulations with different force-fields to see differences 
between them. The results show two major issues which researchers can 
encounter during self-assembly simulations: (a) time scale and (b) choice of 
force-field. Early stages of self-assembly seem to be on a timescale far beyond 
the access of standard simulation. Thus, to successfully simulate these processes 
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use of methods which allow access to longer timescales, like coarse-grained 
techniques or rare-event sampling methods, might be necessary. Moreover, the 
researcher should be careful when choosing force-field and parameters, since 
self-assembling systems can be sensitive to the choice of the parameters. 

In chapter 3, we tackle the time scale problem by developing adaptive 
sampling allowing the study of processes on an implied timescale, far beyond 
the access of conventional techniques. We use the CTA system with the force-
field which showed the best reproducibility of stable fiber structure (see chapter 
2). The method gives unique insights into the formation of the self-assembled 
fiber. Not only, have we been able to successfully simulate the process, but also 
we provide insights into pathway complexity and kinetics of the nucleation 
process. The method also turned out to give insights into processes which might 
follow the initial formation of a fiber. Although the techniques provide a level 
of detail which has not been accessible by other methods, at present, they are 
still limited to study small systems.  

In chapter 4 we use coarse-grained simulations to give insights into 
self-assembly of long functionalized alkanes on graphite into a physisorbed 
monolayer. Although detailed insights into the final structure have been 
obtained experimentally, there is little known about the mechanism of formation 
due to the diffusive nature of the adsorbent. These systems are also challenging 
to study computationally due to temporal and spatial scale. In this work, we use 
coarse-grained techniques, which at the expense of a loss of atomistic detail, 
allow accessing temporal and spatial scale far beyond standard all-atomistic 
simulations. Using this technique we were able to show the mechanism of the 
nucleation. In summary, the mechanism of formation is temperature dependent. 
At low temperature, adsorbed molecules form independent, small, and stable 
ordered domains. At high temperature, adsorbed molecules form an unordered, 
liquid-like phase, which upon increase of surface coverage to a certain level, 
rapidly transforms into an ordered structure. Moreover, we were able to 
reproduce experimental structures of the simulated assembly, which shows the 
predictive power of the model. 

In chapter 5 we give insights into the final stage of the self-assembly 
process of long functionalized alkanes on graphite, Ostwald Ripening. This 
process plays a vital role in improving the quality of long-range order. 
However, it happens on a computationally long timescale. Therefore to give 
insights we employ coarse-grained molecular dynamics. Our results show that 
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an essential part of the process is partial desorption from the surface which 
allows other molecules to rearrange. Moreover, the rate of partial desorption can 
be controlled by temperature, and therefore, the speed of the ripening. 

Overall, this thesis contributes to a better understanding of self-
assembling systems by using computational methods. The methods presented 
here give insights into the process on a temporal and spatial scale which is not 
accessible by experimental methods. This thesis shows the great potential of 
molecular modeling methods to gain insights into self-assembly, and therefore, 
gain better control over the process. 
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Chapter 2 

Lessons learned from molecular 
dynamics of trifold hydrogen bonded fibers 

with different force-fields 
In recent years, computational methods become an essential element of studies 
focusing on the self-assembly process. Although they provide unique insights, 
they face challenges, from which two are the most mentioned in literature: the 
temporal and spatial scale of the self-assembly. A less often mention issue, but 
not less important is the choice of the force-field. The repetitive nature of 
supramolecular structure results in many similar interactions. In consequence, 
even a small deviation in these interactions can lead to significant energy 
differences in a whole structure. However, studies comparing different force-
fields for self-assembling systems are scarce. In this paper, we compare 
molecular dynamics simulations for trifold hydrogen bonded fibers with 
different force-field, namely GROMOS, CHARMM, CHARMM Drude, 
Martini and polarized Martini. Our results raise awareness of the importance of 
validation of the force field for self-assembling systems.  

Chapter 2 Lessons learned from molecular dynamics of 
trifold hydrogen bonded fibers with different force-
fields 
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Introduction 
Self-assembled fibers have recently drawn attention, because of their 

rich, dynamic behavior, which is similar to that of many materials occurring in 
biological systems. Moreover, they often exhibit features which conventional 
polymers, connected by covalent interactions, do not have66. However, there is 
still little known about the mechanism of the formation of supramolecular 
fibers. Such knowledge would allow improving control over their structure and 
function67. Therefore, substantial effort is directed towards understanding the 
self-assembly process as a whole and steps in the self-assembly mechanism. 
However, self-assembly steps often occur on a temporal and spatial scale which 
is beyond the reach of experimental techniques.  

Consequently, for processes on short time and length scales, many 
computational studies are devoted to supramolecular polymers, as can be seen 
in recent reviews by Frederix et al.29 and Bochicchio et al30. The main 
challenges of simulation of supramolecular systems are connecting the small 
computational systems to the large spatial and temporal scales of the 
experiment62. Most of the time, they involve large systems which form 
structures on timescales spanning from nanoseconds to weeks29. Such a 
timescale is often far beyond capabilities of current computational methods. 
These spatial and temporal challenges of supramolecular systems are often 
mentioned in literature in the context of molecular simulation29,31,62–65,68 and are 
the focus of many studies29,30,69,70. However, the nature of supramolecular 
systems (i.e. the molecules are non-covalently connected by the same type of 
interactions) is such that small errors in a model describing an interaction are 
amplified by the number of molecules, as has been pointed out in the context of 
protein modeling71. Despite this fact, studies on how different force-fields 
influence the supramolecular structures are scarce29.  

In this work, we study two currently standard approaches that are 
employed to give insight into self-assembly: simulation of spontaneous self-
assembly starting from randomly distributed molecules41,49,53,72, and simulation 
starting from a pre-built model structure of the proposed final 
assembly33,34,38,73,74. As a model example, we use a derivative of 1,3,5-
trisamidocyclohexane (CTA), which is known to create long ordered fibers 
upon self-assembly and for which there is a crystal structure of its analog75. 
CTA belongs to a large class of supramolecular molecular blocks which form 
fibers via trifold hydrogen bonding and recently are a subject of intensive 
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studies39,74,76–78. Here, we simulate self-assembly and stability of CTA fibers 
using different force-fields (namely: GROMOS79, CHARMM80–82, CHARMM 
Drude83–86, Martini87,88, and polarized Martini89). This work draws awareness of 
the common issues which occur during simulations of self-assembly. 

Results 
Attempts on spontaneous self-assembly. The most common way of using 
Molecular Dynamics (MD) simulations is to run a simulation for as long as 
possible. In general, this approach should work because a system that starts 
from a non-equilibrium situation progresses on an energy landscape and 
explores it, finding local minima, which ideally correspond to the 
experimentally stable structures. For many systems, like proteins, it is 
hypothesized that energy landscape has the shape of a funnel90; therefore, on 
long enough simulation, exploring it will lead to the most stable structure being 
visited most often. In practice, however, one might end up in a local minimum 
and not escape from it. We have attempted simulation of supramolecular self-
assembly by performing 100 ns simulations of 8 molecules in a small 
simulation box. Such length simulations have been successful in self-assembly 
simulations of amphiphiles in water53,55. We have simulated systems using 
different force-fields at different levels of resolution: the all-atom model 
including electronic polarizability CHARMM Drude model83–86, the parent all-
atom CHARMM model80–82, the CHARMM model with modified charges 
obtained by mapping effective charges from the CHARMM Drude model 
(CHARMM mod.), the united-atom GROMOS model79, the coarse-grained 
(CG) polarized Martini (MartiniP) model89, and its parent coarse-grained model 
Martini87,88. The final snapshots of these simulations are shown in Figure 2.1a-f. 
Performance is the best for Martini and MartiniP, than two orders of magnitude 
slower for CHARMM and GROMOS, and three orders of magnitude slower for 
CHARMM Drude (see SI). In all simulations, molecules aggregate into a cluster 
as can be observed by visual inspection and from the solvent accessible surface 
area (SASA) (see Figure 2.1h). However, in none of them we have observed 
formation of long-range ordered structures, for which we measured the number 
of hydrogen bonds between amides of the CTA, as shown in Figure 1g. The 
most ordered structures were observed in MartiniP, where we could observe 
small ordered fragments (dimers and trimers). The variations in both number of 
hydrogen bonds and SASA as a function of simulation time informs about the 
dynamics of the system; well-defined SASA corresponds to well-defined 
structure. It can be seen that for GROMOS a compact and stable structure is 
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obtained, which is reflected in a low value of and small variation in SASA. 
CHARMM and CHARMM Drude have large variations and reflect rather large 
dynamics in the structure. Since the volume of the bead for CG models is 
different it is difficult to compare the SASA for them with atomistic force-
fields, but similar trends are observed (that is, the Martini models form a fairly 
compact structure).  

 

Figure 2.1. Simulations of eight molecules in small simulation box for simulations up to 100 ns 
for different force-field. Final snapthos of the simulations for: (a) GROMOS, (b) CHARMM 
Drude, (c) CHARMM, (d) CHARMM with charges obtained from mapping CHARMM Drude 
(see text and SI), (e) Martini, and (f) MartiniP. In none of the simulation we have observed 
formation of long-range ordered structures as can be seen. (g) Progression of number of amide-
amide hydrogen bonds. (h) Progression of solvent accessible surface area (SASA).  

Fiber stability. Success of conventional MD simulations relies on the 
assumption that the experimentally observed structure is in the global minimum 
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on the energy landscape obtained from the simulation. For a force-field that 
models interactions perfectly, simulations would lead to the experimentally 
stable structure for long enough simulation. However, self-assembled systems 
are challenging to model: even small errors in parameterization of the force-
fields are important, since they are multiplied by number of molecular blocks. 
Therefore, one of the reasons why our spontaneous self-assembly simulations 
might not lead to experimentally observed final structure might be that fibers 
are not the global minimum for the chosen force-field. It is the second strategy 
commonly used in supramolecular structure modeling: assess the stability of a 
proposed architecture33,34,38,73,74. In order to check the stability of the 
supramolecular fiber, we have created a stack of 24 CTA molecules (see Figure 
2.2a) from a known crystal structure of its analogue75. Then we have simulated 
the structures for ~100 ns using the same force-fields as in the previous 
paragraph. The final snapshots of ~100 ns simulations are presented in Figure 
2b-g. To quantitatively measure the stability of the structure we analyzed the 
trajectories by calculating the number of hydrogen bonds between CTA amides 
(Figure 2.2h) and solvent accessible surface area (SASA; Figure 2.2i).  

The fiber in GROMOS, CHARMM Drude and polarized Martini force-
field stays in the ordered structure during the course of the simulations, as can 
be observed by visual inspection and from the constant number of hydrogen 
bonds (Figure 2h) and solvent SASA (Figure 2i). With the standard CHARMM 
force-field, the fiber collapses: most of the hydrogen bonds are immediately 
broken, and the structure rearranges into an unordered, compact agglomerate 
(see SASA in Figure 2.2i). Although, CHARMM Drude is able to sustain stable 
structure, it is computationally the most expensive force-field. Therefore, we 
checked if we can use the standard CHARMM force-field with modified 
charges obtained from the CHARMM Drude force-field that reflect the average 
polarization of the chemical groups in the stable assembly (see SI for details of 
backmapping of the charges). Although the fiber structure using this modified 
force-field with effective charges (CHARMM mod.) is more stable than in 
standard CHARMM, the fiber collapses in the course of the simulation. For 
coarse-grain force-fields, it seems that reproduction of directional interactions 
of amide groups is necessary to model a stable fiber: for Martini it collapses, 
whereas for MartiniP it stays stable. This contrasts with results of Bochicchio et 
al. for BTA molecule, for which Martini and MartiniP yield similar results59. 
Simulations for NPT qualitatively lead to the same conclusions and are 
presented in SI. 
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Figure 2.2. Simulation of the supramolecular fiber of CTA obtained from the crystal structure. (a) 
Starting structure. Single simulations (from 50 ns up to 100ns) of the fiber in different force-field: 
(b) GROMOS, (c) CHARMM, (d) CHARMM Drude, (e) CHARMM with charges obtained from 
a mapping from CHARMM Drude FF (see main text), (f) Martini, and (g) MartiniP. The most 
stable structures were obtained for GROMOS, CHARMM Drude and MartiniP, which can also be 
seen on graphs of the number of hydrogen bonds per molecule (h), and solvent accessible surface 
area (SASA) (i). For stable fibers, the number of hydrogen bonds and SASA are constant. 

Formation of the fiber in vacuum. In order to investigate what interactions are 
responsible for stability of the fiber, we analyzed addition of molecules to a 
growing small stack and analyze the energy gain. The enthalpy of creation of 
dimer, trimer, etc. from monomers in vacuum is presented in Figure 2.3a. All 
force-fields show a strong cooperative effect. The gain in the energy per 
molecule upon addition of a further monomer is large for dimers until tetramers, 
and substantially slows down for pentamers and longer stacks. Although these 
trends hold for all force-fields, the differences between enthalpies for different 
force-fields also grows with size of the stack. The differences are significant, 
and for addition of a monomer to an 11-mer reaches ~70 kJ/mol between 
MartiniP and CHARMM Mod. (and ~30 kJ/mol for all-atomistic force-fields, 
i.e., between CHARMM Mod. and CHARMM Drude). Then, we analyzed the 
contributions of Van der Waals, electrostatic and bonded interactions to the 
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binding energy; these are presented in Figure 2.3b for the CHARMM Drude and 
GROMOS models. Analysis for the specific interaction shows that a 
cooperative effect is present in both coulomb and van der Waals interactions. 
Interestingly, the most important contribution for the GROMOS force-field 
comes from van der Waals interaction (Lennard-Jones, L-J), but for the 
CHARMM Drude force-field it comes from electrostatic interactions. Other 
atomistic non-polarizable force-fields give similar results (see SI). For coarse-
grain force-fields the main contribution comes from L-J interactions. It is 
important to note, that Lennard-Jones interactions are short range (they decay 
with , where r is the distance between atoms) and therefore can only be 
weakly directional, but Coulomb interactions are long-range interactions (they 
decay with ) and therefore a combination of different partial charges can 
make these interactions highly directional. As a result, the driving force for self-
assembly in simulation depends on the choice of force-field: for the force-fields 
studied here, for the coarse-grained ones the strongest interactions are L-J, for 
non-polarizable all-atomistic ones mainly L-J, with an important contribution of 
electrostatic interactions, and for the polarizable all-atomistic one the opposite 
is the case, i.e., mainly electrostatic with important contribution of L-J 
interactions. The choice of the fore-field could be guided by the type of 
interactions which dominate in self-assembled structure.  

 

Figure 2.3. (a) Enthalpy of creation of dimer, trimer etc. per molecule. In all force-fields studied 
here molecules in stack show cooperative effect. (b) Decomposition of enthalpy of creation 
dimers, trimers etc. for GROMOS (large circles) and CHARMM Drude (small circles) force-
fields (see others in SI). Although, the overall enthalpies are similar the contributions from 
coulomb (red) and van der Waals (orange) interactions are reversed. In Drude FF coulomb 
interactions are the strongest, whereas in GROMOS the van der Waals are strongest. Bonded 
interactions (blue) do not contribute to the binding. 
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Formation of fiber. We have shown that in some force-fields the fiber 
structure is stable; however, simulation from randomly distributed molecules 
did not lead to formation of small ordered structures. To investigate why 
simulations do not lead to stable structure we have performed simulations of the 
creation of a dimer from two free molecules and of a pentamer (small ordered 
fiber) from a free monomer and a tetramer. Division of self-assembly process 
into these single steps allows studying it on a much shorter timescale, hopefully 
accessible by conventional MD. To simulate dimerization, we have run multiple 
independent 10 ns simulations of two free molecules (see Figure 2.4a-d). To 
simulate pentamerization we have run multiple independent 10 ns simulations 
of a tetramer kept stable by position restraints on the cyclohexane core atoms 
with one additional free molecule (without restraints) (see Figure 2.4e-h). 
Simulations were performed using different force-fields: GROMOS and 
CHARMM Drude FF, CHARMM Mod. and MartiniP. We have calculated a 2D 
histogram of the distribution of the position of a single molecule with respect to 
the other molecule or the tetramer, measured over the final 1 ns. The position is 
characterized by the collective variables that reflect the distance between the 
centers of the two entities and the coordinate of the monomer along the stacking 
direction (defined as the z-direction). The simulations for different force-fields 
gave different outcomes. For CHARMM Drude two molecules do not create a 
stable dimer; however, addition of one molecule to a tetramer results in 
preferential attachment of the monomer to the end of the stack. For GROMOS, 
we observed a stable dimer; however, a free molecule attaches to the side of a 
tetramer rather than to its end. CHARMM mod. forms neither dimer nor 
pentamer. MartiniP formed both dimers and pentamers. These results show that 
one has to be careful when drawing conclusions about the expected outcome of 
self-assembly simulations on the basis of the outcome of monomer-monomer 
interactions. The most interesting outcomes are for GROMOS and CHARMM 
Drude. GROMOS shows that the tendency of a force-field to form stacked 
dimers from monomers does not indicate success in self-assembly simulation of 
multiple molecules into a small fiber. On growth of a small ordered stack there 
is also a chance of creation of new adsorption site. In GROMOS, the adsorption 
on the side of a small stack is apparently more favorable than at its end. In 
contrast, CHARMM Drude shows that dimers can be unstable, and only upon 
growth of the stack, a highly ordered structure becomes the more stable one due 
to increasing dipole polarization.  
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For long simulations which sample all states histograms such as shown 
in Figure 4a-h would be equivalent to a free energy landscape. However, the 
limited simulation time (10 ns) could mean that these histograms show local 
minima rather than global ones. To validate them, we calculated the difference 
in free energy of adsorption of an unbound monomer to the side of the fiber and 
to the end of the fiber using umbrella sampling. Due to lack of support of 
umbrella sampling for CHARMM Drude, we do not have results for this force-
field. All force-fields prefer adsorption to the end of the fiber, and the difference 
between adsorption to the side and to the end of the fiber is similar for all force-
fields, being at the level of ~-20 kJ/mol. However, the difference in free energy 
between bound an unbound states is different for the different force fields. The 
largest difference is found for GROMOS, for which adsorption to the side and 
to the end is ~-50 kJ/mol and -70 kJ/mol, respectively. During the self-assembly 
process, the accessible surface area for newly arriving molecules is larger at the 
side of the tetramer than at its ends. Therefore, we can anticipate that molecules 
initially adsorb on the side of the fiber and then migrate to its end. However, for 
GROMOS the strong adsorption to the side of the fiber (50 kJ/mol) might 
prevent an adsorbed molecule from desorbing or from moving along the side of 
fiber. Indeed, the 2D histograms presented before confirm that molecules adsorb 
preferentially on a side of the fiber, and during 10 ns simulations rarely desorb 
(see Figure 2.4f). This can also be seen from the mean square displacement of 
the monomer over last 1 ns of the tetramer-monomer simulations (see Figure 
2.4j). From this calculation we can see that molecules that adsorb to the fiber do 
not move anymore for the GROMOS model. For other force-fields monomers 
have still some mobility. We can approximate the experimental value of the free 
energy of elongation by the pseudo-phase approximation19, which results in ~30 
kJ/mol (see SI). Surprisingly, the force-fields which are the closest to this value, 
viz. CHARMM Mod. and Martini, do not lead to elongation of tetramer. 

These results show how different behavior can be observed with 
different force-fields. Surprisingly, dimerization simulation gave us a little 
information of the outcome of spontaneous self-assembly in comparison to the 
formation of a pentamer from tetramer and monomer, and can therefore yield 
misleading insights into self-assembly. Formation of the pentamer gives 
important insights into formation of fibers; however, it requires a priori 
knowledge about the final self-assembled structure, that is the way in which the 
molecules stack. All force-fields give the same adsorption side for the formation 
of the pentamer. However, the levels of free energy of adsorption to the end of 
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the fiber and to its side vary between the force-fields. Some force-fields have 
deep local minima, from which escape is difficult if not impossible. Therefore, 
for successful simulation of self-assembly in some force-fields the usage of 
special techniques like rare-event sampling methods can be crucial. 

 

Figure 2.4. Simulation of monomer-monomer and monomer-tetramer pairs.(a-h) Histograms of 
positions in the last 1 ns of simulation of the added molecule to the system. The central 
molecule/tetramer shows a snapshot of the structure from simulations. Only the core of the 
molecules are shown, and sidechains are shown semi-transparent. (a-d) Histogram of distribution 
of two molecules around each other for different force-fields. In GROMOS and MartiniP 
molecules prefer to form dimers. For CHARMM Drude and CHARMM mod. (see main text) 
molecules actually do not form dimers. (e-h) Histogram of distribution of addition of one 
molecule to system with a tetramer (the tetramer is stabilized by position restrain atoms of the 
cyclohexane rings). For CHARMM Drude and MartiniP there is a preference to attach to end of 
the fiber (with much stronger preference for CHARMM Drude). For GROMOS, the monomer 
tends to attach to the side of the fiber. For CHARMM mod. there is no preferential attachment. It 
is important to note that (a-h) show results for short simulation (10 ns), and therefore show local 
minima rather than the global one. (i) Free energy of attachment of unbounded molecule s to the 
end of the fiber (orange) and to the side of the fiber (blue). The difference between energy levels 
is similar (~20kJ/mol), however, the energy levels for different force-fields vary substantially (up 
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to 40kJ/mol). There are no results for CHARMM Drude due of lack of support of umbrella 
sampling for this force-field. (j) Mean square displacement of molecule added to tetramer. For all 
force-fields except GROMOS, the molecules stay mobile.   

Conclusions 
The work presented here provides insights into the reasons behind the 

success or failure of MD simulations of self-assembly systems. In particular, we 
study self-assembly and stability of CTA fibers using MD simulations with 
force-fields with different level of detail, namely coarse-grained Martini and 
MartiniP, all-atomistic GROMOS and CHARMM, and polarizable all-atomistic 
CHARMM Drude. This work shows crucial aspects which have to be 
considered when simulating self-assembly systems. In line with other research 
done in the field, the most challenging issue remains the timescale; even when 
the force-field reproduces anticipated behavior of the final structure (here 
GROMOS and CHARMM Drude), it does not guarantee the success of self-
assembly during MD simulation. Moreover, a prori knowledge about the final 
structure might be crucial for tuning the force-field. It seems a good practice to 
validate force-field by simulating stability of the final structure. To our surprise, 
the study of dimerization of two molecules provides little information about the 
expected success of simulation. Here, four tested force-fields gave all possible 
outcomes of dimerization and elongation: upon formation of dimer, we 
observed elongation and its lack (for MartiniP and GROMOS, respectively); 
upon lack of formation of dimer, we observed also elongation and its lack (for 
CHARMM Drude and Martini, respectively). The driving force for self-
assembly depends on the force-field. For Martini and MartiniP it L-J 
interactions (although the small electrostatic contribution in MartiniP is 
essential for stable, ordered structure). For all-atomistic force-fields it is the 
combination of L-J and electrostatic interactions, with L-J stronger for non-
polarizable force-fields and electrostatic stronger for polarizable force-field. 
The awareness which interactions dominate in self-assembled structure might 
be a crucial criterion of choice of the force-field. However, often this choice is 
made by personal preference. Here we show that results of the simulations 
depend on this choice. This work demonstrates the importance of force-field 
validation for self-assembling process. 

Methods 
Simulations were done with GROMACS, for non-polarizable force-

fields version 5.1.291 and for polarizable CHARMM Drude modified version of 
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GROMACS allowing simulate using extended Lagran- gian dynamics with a 
dual Nose–Hoover thermostat86. For different simulations we use different 
thermostats and barostats (see SI).  

Parameters for GROMACS. Parameters of CTA molecules were 
obtained for GROMACS for different force-fields: 

GROMOS. The parameters for GROMOS 53A6 force-field79 were 
obtained using Automatic Topology Builder92.  

CHARMM. The parameters for CHARMM General Force-field were 
obtained using cgenff_charmm2gmx.py script. 

CHARMM Drude. The parameters for CHARMM Drude polarizable 
force-field were obtained on basis of existing parameterizations of small 
molecules. The final parameters for the CTA are included in SI.  

Martini and MartiniP. The parameters for Martini and MartiniP were 
obtained according to the official parameterization tutorial available on the 
Martini FF website http://cgmartini.nl. See details in SI. In MartiniP, the amide 
bead was treated similarly to water bead: one bead with L-J potential, connected 
to two beads carrying charges. The charges were kept on opposite sides to 
connected bead by distance constrains. 

Hydrogen bonds. We counted hydrogen bonds between amides groups 
using VMD and HBonds plugin. For all-atomistic force-fields we counted 
hydrogen bond if the distance between hydrogen donor and acceptor was below 
0.33 nm and angle of donor-hydrogen-acceptor was below of 40°. For Martini 
FF we counted hydrogen bond if donor-acceptor distance was below 0.4 nm and 
the donor-hydrogen-acceptor angle of 40°. For more details see SI. 

SASA. Solvent accessible surface area (SASA) has been calculated gmx 
sasa with probe radius 0.14 nm for all-atomistic force-fields and 0.265 nm for 
Martini-based force-fields. 
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Supporting Information 
Methods 

Analysis 

Hydrogen bond analysis 

Hydrogen bond analysis has been done using VMD and plugin HBonds. To set the 
criterion for hydrogen bonds we have calculated distribution of distance between hydrogen donor 
and acceptor and angle between donor-hydrogen-acceptor. We calculated the distributions for 
first 1 ns of fiber simulation for fibers, which visually seemed stable, i.e. CHARMM Drude, 
GROMOs and MartiniP (see Figure S2.1). From the distribution we established that for all-
atomistic force-field we use the distance below 0.33 nm and angle below 40° and for MartiniP 
distance below 0.4 nm and angle below 40°.  

 

Figure S2.1. Distribution of distance between hydrogen acceptor and donor and angle of donor-
hydrogen-acceptor for 1 ns of fiber simulation in CHARMM Drude, GROMOS and MartiniP 
force-fields. 

Parameterization 

Martini 

CTA molecule (Figure S2.2a) has been parameterized according to official tutorial 
available on Martini force-field website. The bonded parameters has been parameterized on a 
basis of GROMOS simulation of a single molecule. We converted all-atomistic trajectory to 
coarse-grained by calculating center of mass of atoms creating beads. From such created coarse-
grained trajectories we have extracted bonded parameters, that is bonds, angles and torsion angles 
used for coarse-grained force-field. The bead types were chosen on the basis of already 
parameterized molecules. We have tested several combinations of beads from which the best 
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result yielded topologies presented in Figure S2.2b for Martini and Figure S2.2c for MartiniP. The 
topology file is attached at the end of this document. 

Figure S2.2. (a) Structure of CTA. (b) Martini representation of CTA. (c) MartiniP representation 
of CTA. 

CHARMM Mod. 

Since CHARMM Drude showed that the structure of the pre-formed fibers were stable, 
we were interested to see if we can use the effective charges and find similar stability in 
simulations with the otherwise standard CHARMM force-field. We have constructed effective 
charges for the CHARMM model by redistributing the induced dipoles in the CHARMM Drude 
model over the atomic centers in a manner that preserves the local dipole moments optimally, 
akin to the Dipole Preserving Charge (DPC) introduced by Thole and van Duijnen93. The analysis 
as implemented here, calculates the induced dipole for each Drude atom as the charge of the 
Drude particle times the displacement of the Drude charge from its parent atom. The analysis 
aims to recreate this induced dipole by placing partial charges on all parent atoms in the non-
polarizable model. The partial charges obey the restraints (common in many charge-fitting 
schemes such as RESP94) that the total charge is conserved and that the total dipole moment is 
conserved, but in addition, weight factors are introduced that favor placing the partial charges on 
the atoms nearest to the Drude charge that generates the local dipole. This idea is taken from the 
DPC analysis; the weighting scheme is exponential, i.e. the weight decreases exponentially with 
the distance of the atom to the Drude charge. The scheme is implemented in a Mathematica 
NOTEBOOK95 as a matrix inversion problem. The effective charges were obtained by averaging 
over three snapshots of a stack of eight CTA molecules taken from an MD simulation in the 
CHARMM Drude model, and averaging over all equivalent atoms (three in each CTA) and 
snapshots (three). Table 1 reports the atoms whose charges were modified compared to the 
standard CHARMM. For these charges we show the base charge (atom charge in Drude model + 
Drude (mobile) charge of that atom, i.e. sum of the charges when they are on top of each other), 
the polarized charge (the change in the charge of the atom: the modified charge used is base 
charge + polarized charge), and the standard deviation in the polarized charge, calculated from the 
pooled measurements over CTA molecules in the stack and multiple snapshots.  



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 33PDF page: 33PDF page: 33PDF page: 33

25 

Table S2.1. Mapped charge distribution for CHARMM Drude force-field for selected atoms. 

 Element Base charge Polarized charge St. dev. of 
polarized charge  

Hydroxyl group O -0.46 -0.16 0.06 
H 0.36 0.07 0.03 

Amide group C 0.50 -0.04 0.04 
N -0.38 0.03 0.11 
H 0.27 0.06 0.05 

Ester group C 0.70 0.04 0.04 
=O -0.34 0.02 0.03 
-O- -0.61 -0.01 0.03 

Table S2.1 shows some insights into charge and polarization from CHARMM Drude 
for selected atoms. The most polarized atoms are the hydroxyl groups at the end of the side 
chains. Their polarization probably comes from interaction with water molecules. Amide groups, 
which we expected to have the strongest polarization due to the creation of an array of aligned 
hydrogen bond, also are polarized, but the polarization level is not close to that of the hydroxyl 
groups.   

Our motivation of use of CHARMM Drude force-field in this work comes from work of 
Albuquerque et al., which have shown that amide polarization could be a crucial factor into 
stabilization of CTA type fibers. We have also calculated the interactions and dipole moments for 
the molecules from their works and results are presented in Figure S2.3. We have stacked 
molecules on top of each other (translated by 0.47 nm as in reference78), minimized the energy 
and calculated average dipole moment of the structure. The results for R1 are presented in Figure 
S2.3c. The dipole moment of molecules in the stack which were simulated using GROMOS 
force-field is constant, which contrast with results presented by Albuquerque, which showed that 
with increasing number of monomers also the dipole moment increases. The increased dipole 
moment of molecules in the stack could result in increased electrostatic interactions between 
monomer. Therefore, we have tested a polarizable CHARMM Drude force-field,  which can take 
into account the polarizability of atoms. It can be seen in Figure S2.3c that for this force-field that 
upon increasing the number of monomers the dipole moment also increases and it reproduces 
similar trend as for the results reported in the literature.  
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Figure S2.3. Analysis of fiber formation in vacuum for a molecule from work of Albuquerque et 
al., which shown that amide polarization could be crucial for stability of CTA type molecules. 

Simulations 

Protocol 

Simulations in this work have been performed using GROMACS. The simulation 
procedure for different force-fields followed the scheme: (a) energy minimization, (b) short 
equilibration in NVT ensemble, (c) short equilibration in NPT ensemble, and (d) produce run 
(depending on the process in NVT or NPT ensemble). CHARMM Drude produce runs were 
performed only in NVT (simulations in NPT are not efficient). We used different barostat and 
thermostats, time step and number of steps for different force-fields. The parameters are presented 
in Table S2.2, Table S2.3, and Table S2.4. 

Table S2.2. Simulations of spontaneous self-assembly. 

  GROM
OS 

CHARM
M 

CHARM
M Drude 

CHARM
M Mod 

Martini Martini
P 

Energy 
minimalizati
on 

Algorith
m 

Steepest steepest steepest Steepest Steepest steepest 

Steps 5000 50000  50000 10000 10000 
NVT 
ensemble 

thermost
at 

berendse
n 

berendse
n 

 berendse
n 

v-
rescale 

v-
rescale 

Steps 5000 5000 1000 5000 5000 
dt 0.0005 0.0005 0.0005 0.01 0.03 ps 

NPT Thermost berendse V-rescale V-rescale V-rescale v- v-
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ensemble at n rescale rescale 
barostat berendse

n 
Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

berends
en 

berends
en 

Steps 5000 5000 10000 5000 1000 5000 
dt 0.0005 0.002 0.001 0.002 0.01 0.03 ps 

RUN thermost
at 

berendse
n 

V-rescale Nose-
Hoover 

V-rescale v-
rescale 

v-
rescale 

Barostat berendse
n 

Parrinell
o-
Rahman 

None 
(NVT 
ensemble
) 

Parrinell
o-
Rahman 

berends
en 

berends
en 

Steps 5000000
0 

5000000
0 

1000000
00 

5000000
0 

333333
4 

333333
4 

dt 0.002 0.001 0.001 0.002 0.03 0.03 
 

Table S2.3. Simulations of the fiber 

  GROMO
S 

CHARM
M 

CHARM
M Drude 

CHARM
M Mod 

Martini Martini
P 

Energy 
minimalizati
on 

Algorith
m 

Steepest steepest steepest Steepest Steepest steepest 

Steps 5000 50000  50000 10000 1000 
NVT 
ensemble 

thermost
at 

berendse
n 

berendse
n 

 berendse
n 

v-
rescale 

v-
rescale 

Steps 10000 5000 5000 5000 5000 
dt 0.0005 0.0005 0.0005 0.01 0.03 ps 

NPT 
ensemble 

Thermos
tat 

berendse
n 

V-
rescale 

V-
rescale 

V-
rescale 

v-
rescale 

v-
rescale 

barostat berendse
n 

Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

berends
en 

berends
en 

Steps 10000 5000 10000 500000 v-
rescale 

5000 

dt 0.0005 0.002 0.001 0.002 0.01 0.03 ps 
NVT 
enesemble 

thermost
at 

berendse
n 

Berendse
n 

Nose-
Hoover 

V-
rescale 

v-
rescale 

v-
rescale 

Barostat none none none none none none 
Steps 1000000

00 
5000000
0 

1000000
00 

5000000
0 

333333
4 

333333
4 

dt 0.001 0.001 0.001 0.002 0.03 0.03 
 

Table S2.4. Simulations of dimers and pentamer 

  GROM
OS 

CHARM
M 

CHARM
M Drude 

CHARM
M Mod 

Martini Martini
P 

Energy 
minimalizati
on 

Algorith
m 

Steepest steepest steepest Steepest Steepest steepest 

Steps 5000 5000  50000 10000 20000 
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NVT 
ensemble 

thermost
at 

berendse
n 

berendse
n 

 berendse
n 

v-
rescale 

v-
rescale 

Steps 5000 5000 5000 5000 5000 
dt 0.0005 0.0005 0.0005 0.01 0.03 ps 

NPT 
ensemble 

Thermost
at 

V-
rescale 

V-rescale V-rescale V-rescale v-
rescale 

v-
rescale 

barostat Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

berends
en 

berends
en 

Steps 5000 5000 5000 5000 1000 5000 
dt 0.002 0.002 0.001 0.002 0.01 0.03 ps 

RUN thermost
at 

V-
rescale 

V-rescale Nose-
Hoover 

V-rescale v-
rescale 

v-
rescale 

Barostat Parrinell
o-
Rahman 

Parrinell
o-
Rahman 

none Parrinell
o-
Rahman 

berends
en 

berends
en 

Steps 5000000 5000000 1000000
0 

5000000 333334 100000
0 

dt 0.002 0.002 0.001 0.002 0.03 0.01 
 

Position restraints 

The simulations of the formation of pentamers have been done by adding one molecule 
to tetramer system. The tetramer has been created from the crystal structure. The tetramer has 
been kept together by putting position restraints on three atoms of cyclohexane rings (the strength 
of the restraints is 100 kJ/mol/nm2).  

Performance 

Table S2.5 shows performance of the simulation for different force-fields for simulation 
of spontaneous self-assembly. 

Table S2.5. Performance of MD for simulation of self-assembly of eight molecules for different 
force-fields measured for 10 ps simulations of fiber on single core of Intel® Core™ i7-5600U 
CPU @ 2.60 GHz. 

Force-field Performance [hours/ns] 
CHARMM Drude 28.088 
CHARMM 8.274 
GROMOS 7.660 
MartiniP 0.053 

 

Additional results 

According to the pseudo-phase approximation, the difference in standard chemical 
potential between monomer and aggregate of size N, depends on the critical aggregation 
concentration (CAC) and can be expressed as19:  
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  (S2.1) 
 

We approximate CAC by critical gelation concentration (CGC), which for CTA 
molecules is 0.36 mM75. Therefore, the difference of the potentials . This potential 
shows the difference of chemical potential between monomer and molecule in the aggregate, 
therefore it can interpreted as free energy of elongation studied in the main text. 

Simulation in NPT 

We have performed simulations of fiber stability also in the NPT ensemble (with semi-
isotropic pressure coupling). The results are presented in Figure S2.4 and quantitatively are 
similar to results for the NVT ensemble. There are no results for CHARMM Drude due to the 
lack of an efficient way of solving the equations of motion in NPT ensemble. Similarly as in NVT 
ensemble the fiber is stable in GROMOS and MartiniP, and it disassembles in CHARMM, 
CHARMM Mod. and Martini as it can be seen from the progression of the number of hydrogen 
bonds (see Figure S2.4g). The solvent accessible surface area is less informative for trajectories in 
NPT (see Figure S2.4h). 

 

Figure S2.4. Simulations of fibers stability in NPT ensemble with semi-isotropic coupling. (a) 
Starting configuration. Final snapshot from simulations for (b) GROMOS, (c) CHARMM, (d) 
CHARMM Mod., (e) Martini, (f) MartiniP. (g) Progression of a number of hydrogen bonds 
between amide groups. (h) Progression of solvent accessible surface area.  
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Chapter 3 

Fiber formation seen through the high 
resolution computational microscope 

 
Supramolecular fibers draw attention because they can create complex materials 
exhibiting rich and dynamic behavior. They are widely present in biological 
systems, where they are responsible for normal cellular life (for example 
cellular integrity), but also for abnormal processes such as degenerative diseases 
(for example Alzheimer or prion diseases). One of the most remarkable facts of 
the supramolecular chemistry is that the information about the supramolecular 
structure is encoded in the single molecular block. However, a complete 
understanding on how this information translates into supramolecular 
arrangement requires not only a better insight into the local and global minima 
at the energy landscape of supramolecular structures, but also the possible 
routes across this landscape. Unfortunately, the route taken by the self-assembly 
process is governed by the kinetics of self-assembly, which is notoriously 
difficult to assess by experimental methods. An alternative approach to gain 
insight into the energy landscape and the possible routes across is to explore the 
energy landscape by molecular modelling. Here, we study the formation of 
1,3,5-cyclohexanetricarboxamide fibers using a variation of Adaptive Markov 
Modeling with polarizable CHARMM Drude force-field. From our results, we 
were able to study primary nucleation, elongation, secondary nucleation and 
bundling occurring during the formation of the fiber. Our results demonstrate 
that with our method can provide unique insights into the kinetic pathways of 
fiber formation.  

Chapter 3 Fiber formation seen through the high 
resolution computational microscope 
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Introduction 
Early stages of self-assembly recently gained much interest due to their 

influence on the final self-assembled structure23,96. However, insights into these 
stages are scarce97, and just a few limited experimental results are present98. The 
most accepted mechanisms of self-assembly are isodesmic and nucleation-
growth formation25–27, which give the generic pathway of the formation. More 
detailed insights, especially on a short timescale and molecular length scale, 
such as how such a nucleus is formed or what processes follow after a stable 
nucleus is established, are scarce because of transient nature of the process and 
the experimental limitations29, which most of the time do not allow study single 
processes, but their ensemble. Therefore, recently, many computational studies 
have been devoted to these systems29,30. The majority of these studies employ 
coarse-grained molecular dynamics (CG MD) models, which allow studying 
this process on long enough simulation timescales, at the cost of molecular 
resolution. The limited resolution of CG models is usually subject to the 
criticism that the models do not adequately describe the subtle interactions that 
lead to the fibers and therefore may not faithfully represent the stability and 
structural features of the fibers under study. 

This work aims to give insights into the early stages of self-assembly of 
supramolecular fibers. Here, we study an atomistic and polarizable model of 
1,3,5-cyclohexanetricarboxamide (CTA, see Figure 3.2a for the structure 
formula) molecules in water, which create columnar stacks via trifold hydrogen 
bonding between neighboring molecules75. Molecules forming such a trifold 
hydrogen bonding stacks (especially derivatives of 1,3,5-benzenetricarboxamide 
(BTA)) have recently become the focus of many experimental76,77,99 and 
computational studies39,49,59,74,78,100. Both types of studies showed that the BTA 
supramolecular polymer is formed in a cooperative fashion via a nucleation and 
growth mechanism. Recent work of Bocchacio et al.59 on BTA molecules on 
coarse-grained simulations showed that the molecules initially form the 
unordered aggregate which slowly reorganizes to more ordered structures. Since 
the formation of nuclei when using a model at atomistic resolution happens on a 
timescale beyond that of standard computational techniques, we use adaptive 
sampling and Markov state model (MSM) to model the process. MSM allows 
giving insights into processes beyond timescale on conventional molecular 
dynamics101–103. It also has been used to study self-assembly51,52. Using this 
method we were able not only to give insights into early stages of self-
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assembly, but also about later stages such as elongation and secondary 
nucleation. 

Approach 
Simulations of formation of supramolecular fiber in water by all-

atomistic molecular dynamics (AA MD) are still challenging, because of the 
significant computational cost74.  Moreover, in our previous work104, we have 
observed that simulations of self-assembly with the standard force-fields, such 
as CHARMM and GROMOS, leads to very stable, unordered aggregate. It 
seems that more expensive CHARMM Drude force field, which explicitly 
models atom polarizability, exhibits more dynamics behavior which could lead 
to the fiber formation. Study process of formation of a fibril consisting of 
several fibers requires simulations on large spatial and temporal scale, which 
seems to be not feasible for standard AA MD. To tackle a large size of the 
system, we have separated process into several smaller elementary processes 
and to address the long timescale we have used an adaptive sampling. 

To tackle a large spatial scale, we have separated the whole process into 
several distinct phases, inspired by protein fiber aggregation13,105. In general, the 
formation of protein aggregates follows complex pathway consisting of many 
different transitions occurring simultaneously106. However, the elementary 
processes making up the pathway to fibrils are established (see Figure 3.1a-e). 
Here, we briefly summarize these results13,105,106. The self-assembly starts with 
the creation of a nucleus. Formed nucleus grows mainly by elongation, in which 
new molecules arrive at the end of the fiber by diffusion motion, but in rare 
cases, it can grow by fibril-fibril association. Reverse processes, dissociation, 
and fragmentation, are possible, but due to strong interactions between proteins 
are negligible106. Fragmentation typically is induced by thermal or mechanical 
forces. Additionally, the new nuclei can be formed by nucleation catalyzed by 
the existing surface of the fiber, called here secondary nucleation, which leads 
to the formation of a bundle of fibers106. In addition, bundles can be created by 
the aggregation of fibers with different shapes and organizations10. We would 
like to stress that although we have studied these processes separately, in the 
real system, all of these processes happen simultaneously creating a very 
complex pathway. Separating the process into distinct phases saves 
computational cost and allowed us to study processes such as elongation and 
bundling. However, even for small system nucleation was not observed upon 
long (100 ns) conventional MD simulation104.  
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Figure 3.1. (a-e) Schemes summarizing processes studied in this work: (a) aggregation and 
nucleation, (b) dissociation and fragmentation, (c) elongation, (d) secondary nucleation, and (e) 
bundling. (f-j) Graphical explanation of simulation protocol used in this work. (f) Consecutive 
sets of simulations are run, and snapshots are analyzed to assign each frame as belonging to a 
distinguishable state, here represented by coloring each frame. In this work states are 
characterized by the number of molecules in an ordered stack (details in the SI). Each new set of 
simulations starts from snapshots taken from the collection obtained thus far, biasing the choice in 
favor of members of less visited states. (g) Transitions between observed states are counted and 
collected in a transition matrix, which leads to a Markov State Model that reveals the slowest 
kinetic pathways between states, grouping states that rapidly interconvert (here yellow and green) 
into one Markov state. (i-k) Two molecules are in the stack if the distance, the angle between 
normal vectors  and , and the angle between the normal vector  and the vector connecting 

centers of two rings  are in certain range (see SI for details). Examples of the molecules in the 
cluster (i) and not in the cluster, because of the angle criterium (j-k). 

To simulate processes occurring on a long timescale (i.e., nucleation), 
we have applied adaptive sampling which is based on sampling the least visited 
states (see SI for more detailed description; the graphical explanation is present 
in Figure 3.1f). The method is similar to Adaptive Markov Modeling101–103. In 
principle, in our method, we run many parallel simulations starting from the 
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least visited state, which allows us to explore less visited parts of the energy 
landscape. Eventually, new states are visited. By repeating this procedure many 
times, we hope to sample the complete available conformational space. For the 
nucleation process, we have measured the size of the largest stack to distinguish 
different states (see Figure 3.1i-k). As a result, we obtained an ensemble of 
simulations consisting of all possible states and transitions between them. Most 
importantly, the ensemble also includes a completed fiber consisting of all 
molecules organized in an ordered array. Moreover, the combination of all 
trajectories allows us to study the pathways of the self-assembly by Markov 
State Modeling (MSM).  

Results and discussion 
Primary nucleation. We have simulated formation of small CTA stacks from 
randomly distributed molecules in water with total simulation time 6.7 μs using 
adaptive sampling and analyzed by MSM described above. The analysis showed 
six slow processes and the results are presented in Figure 3.2. Initially, 
molecules aggregate into a cluster, in which every molecule is in direct contact 
with four to five neighbors on average, see Figure 3.2k). Molecules in the 
aggregate are unordered, as can be seen from the low dipole moment and the 
low number of hydrogen bonds present (see Figure 3.2h), which suggests that 
molecules interact mostly by non-directional interactions. Thus, Van der Waals 
and hydrophobic interactions drive the first part of the formation process. 
Although most molecules stay in the aggregate throughout the majority of the 
simulations, they still have the flexibility to rearrange within it. Such 
rearrangements occasionally lead to a small ordered stack, whose lifetime 
depends on the length of the stack (see below). The ordered stack grows by a 
stepwise mechanism, i.e., monomers form dimers, a dimer and a monomer form 
a trimer, etc. Just a few other events that lengthen the ordered stack (e.g. dimer-
dimer association into a tetramer) were observed, but these are not statistically 
relevant. As the ordered stack grows, the dipole moment and the number of 
CTA-CTA amide hydrogen bonds steadily grow, whereas the number of 
molecules in direct contact decreases, reaching two for the largest ordered fiber 
that can be reached in the simulation. The analysis and a video of the fastest 
possible process are presented in the SI.  

The MSM analysis of the trajectories gives some insights into the 
kinetic pathway of the creation of a small ordered stack. Unfortunately, the 
model depends on the choice of the time step (see SI); therefore, the exchange 
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rates can be interpreted only semi-quantitatively and are shown here only to 
illustrate the power of the method rather than give accurate values. Moreover, 
for the MSM analysis, we have excluded all trajectories which led to the 
formation of an infinite fiber (i.e., a fiber that crosses the periodic boundary 
conditions connecting to itself, see Figure 3.2g), which on the timescale of the 
simulations performed here is irreversible (we have not observed disassembly of 
such an infinite fiber). We used the transition matrix of the MSM analysis to 
generate sequences from the least ordered state to the ordered stack of eight 
molecules, which on average takes 58 μs, showing that the process is slow (see 
Figure 2b) on the MD timescale. The probability that in 100 ns of conventional 
MD simulation we observe a process of formation of an eight-molecule fiber is 
0.0014, i.e., from 100 ns simulations, only 1 out of 714 yields an eight-molecule 
fiber. 

The distribution of the stationary states shows the unordered 
agglomerate as the predominant state (reflected by the size of the circles 
representing the Markov states in Figure 3.2). However, from experimental 
work, we know that the fibers are stable. We can suggest a possible reason for 
why the unordered state is the most populated one in the MSM analysis. The 
favorable disassembly of the ordered stack could be a result of the very small 
number of molecules in the simulation; although simulation starts with a high 
concentration of unordered molecules, upon formation of the ordered stack, the 
concentration of unordered molecules decreases, reaching zero for the fiber, 
providing a driving force for its disassembly. In the macroscopic reality, the 
concentration of monomers can be assumed constant at equilibrium.   

 To further study the stability and critical size of formed nuclei, we have 
performed a series of simulations of small ordered stacks of different size in 
water. For every stack size, we run a series of 10 ns simulations (see SI for 
details) and measure the time of dissociation of a molecule from the stack. Since 
systems contain only the stack and water, in all systems equilibrium is shifted 
towards dissociation. Using the Kaplan-Meier estimator, we calculate the 
survival rate107; results are presented in Figure 3.2j. All dimers and most trimers 
dissociated within the 10 ns of simulation. More than half the simulations of 
ordered stacks with five and more molecules stayed intact during this time, and 
the survival fraction for them is similar, showing that the cooperativity effect 
reaches a maximum for such sizes. Thus we can anticipate the smallest stable 
nucleus (i.e., critical nucleation size) is around four-five molecules. In most of 
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the simulations, if dissociation takes place, it occurs at the end of the fiber 
(Figure 3.2o-n). However, we once observed fragmentation of fiber into two 
small fibers (see Figure 3.2o-p). Fragmentation is probably unlikely because the 
cooperative binding is strongest in the middle of the fiber. Although 
fragmentation is rare (the one event was observed in a total of 115 simulations 
of stacks with more than 5 molecules), it is also a way to generate new nuclei 
(Figure 3.1b).  

Elongation. After the successful application of the adaptive Markov state 
method to the formation of critical nuclei, we wanted to give insight into the 
next step of fiber formation: elongation. Although in a sense growth of the 
ordered stack is observed in the simulations with eight molecules, an 
unambiguous elongation process is difficult to define and distinguish from 
forming a stable nucleus. We, therefore, started by adding one molecule to a 
system containing a 16-mer fiber with two free ends and simulate it in a series 
of 21 simulations of 10 ns each (Figure 3.3a). In most of them, the free 
molecule does not reach the vicinity of the end of the fiber. We observed only 
one elongation event of the added molecule on one of the ends of the fiber. 
However, interestingly, in most of the simulations, the added molecule does 
adsorb to the side of the fiber, and tends to stay near its surface and to laterally 
diffuse along it (see Figure 3.3a-e). To quantify this diffusional process, we ran 
ten independent 15 ns simulations of an infinite fiber and one free molecule. In 
all cases, the initially free molecule adsorbs on the surface of the fiber within 6 
ns (Figure 3.3f). With seven simulations the absorbed molecule stays in the 
vicinity of the surface until the end of the simulation, while we also observed 
three events of desorption (see SI).  
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Figure 3.2. Primary nucleation. (a) Chemical structure of 1,3,5-cyclohexanetricarboxamide 
(CTA). (b) Histogram of expected simulation time for reaching eight molecules in an ordered 
stack, starting from randomly distributed molecules. One thousand trajectories were generated 
from the transition matrix obtained from MSM analysis of MD trajectories. The average time is 
58 μs. (c-j) Markov State Model. Different states are indicated by filled circles, whose size is 
proportional to the population of the state in the equilibrium ensemble. The arrows between the 
states represent rates of transitions between them, with the numerical values written above or 
below them. The numeral(s) by a circle represent the number of molecules in the ordered stack 
characterizing the Markov state. Although not included in the MSM analysis we show here the 
infinite fiber (indicated by inf). The pictures show one example snapshot for each state. For 
clarity, the trisamidocyclohexane core is shown in thick lines, side chains are semi-transparent, 
and water is not shown at all. Boundaries of the simulation box are indicated by blue lines. (k) 
Progress of the size of ordered (blue) and unordered (orange) cluster, and of the average number 
of neighbors of a CTA molecule (green). (l) Progress of the magnitude of the total dipole moment 
of all CTA molecules (blue) and number of CTA-CTA amide H-bonds per CTA molecule. (m) 
Survival analysis of series of simulations starting from ordered stacks of 2, 3, 5, 8, 12 and 16 
molecules. During the simulations all dimers and most of the trimers disassemble. Stability of the 
ordered stack is similar for five and more molecules. (n-p) Example snapshots from simulations 
starting from ordered stacks of size 12: (n) if disassembly occurs most of the time it happens via 
dissociation of one molecule from the full stack (o); however, we once observed fragmentation 
into two parts (p).  

 We also found that the binding on the surface of the fiber is not strong 
enough to immobilize the adsorbed molecule. Analysis of the diffusion showed 
that a molecule on the fiber covers the similar distance in the mean-squared 
sense in the direction parallel to the main axis of the fiber as a free molecule in 
solution (see Figure 3.3g). The mean-squared displacement in the direction 
perpendicular to the fiber levels off, reflecting the fact that the molecule 
remains bound to the surface and movement resembles diffusion in 
confinement. We anticipate that the elongation progresses as follows: free 
molecules randomly diffuse in solution and eventually they encounter a fiber on 
which they absorb. Then, they diffuse along the surface of the fiber, eventually 
reaching the end of the fiber, where they can adsorb to a free end. Adsorption 
anywhere on the fiber, followed by diffusion along the fiber is a reasonable 
proposition to explain the formation of fibers on the timescales observed. The 
alternative, in which monomers diffuse freely in the solution until they find a 
free end of a fiber and adsorb there, would take a very long time (especially for 
gelators which critical gelation concentrations are extremely low), especially in 
the later stages of gelation when few free molecules are left. The quantitative 
comparison of these two models can be found in the SI. Probably the diffusion 
along the fiber is crucial for low-molecular gelators to gelate in a reasonable 
time (such that an existing fiber does not dissolve before the new molecule 
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arrives) or it might even be the process which distinguishes low-molecular-
weight gelator from other types of gelators. It is noteworthy that movement 
along the fiber consisting of large oligopeptides was recently also observed by 
Frederix et al.108. 

 

Figure 3.3. Elongation. (a-e) Representative snapshots of simulations of 16-mer and free 
molecule; a molecule adsorbs on the fiber and moves on its surface, eventually reaching one of 
the ends of the fiber. (f) Distribution of the distance of the center of the single molecule to the 
center of the infinite fiber (analyzed over the final 2.5 ns of 15ns simulations) (g) First 1 ns of 
mean squared displacement (MSD) for a molecule in the proximity of fiber along the main axis of 
the fiber (blue), in the plane of the fiber (green), and for free molecule (red). The curves are 
scaled for dimensionality (i.e. free diffusion by factor of 3, diffusion in xy-plane by factor of 2, 
and diffusion in z-direction by factor of 1). The in-plane movement is similar to diffusion in 
confinement, and the movement in direction of fiber resembles free diffusion. 
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Secondary Nucleation. If molecules tend to adsorb on the surface of the fiber 
and diffuse along the fiber axis, they can also interact with each other on the 
surface, and possibly create a nucleus which grows on the side of existing fiber. 
To see if such a process is feasible we have performed similar adaptive 
sampling simulations as before, however this time of eight molecules in the 
presence of an infinite fiber consisting of eight molecules (see Figure 3.4a). 
Similarly as before we present here the transitions between states obtained from 
MSM analysis of many short simulations (cumulative time 0.8 μs) in Figure 
3.4a-g (see SI for video of the fastest trajectory). Initially, molecules adsorb on 
the surface of the fiber reaching a high number of neighboring molecules (~6, 
see Figure 4h, orange line). In contrast to the aggregates formed in the absence 
of fiber, molecules on the fiber interact not only with each other in an unordered 
cluster but also with the molecules forming the fiber (green and red lines, 
respectively, in Figure 4h). In contrast to primary nucleation, this leads to more 
dispersed and smaller aggregates on the surface of the fiber. Ordered stacks can 
form within the aggregates, and grow by further rearrangement or by new 
molecules joining. The newly formed fibril was oriented with its macrodipole 
(mostly due to aligned amide dipoles) parallel to that of the original fibril, 
suggesting that there is no strong preferential orientation of the fiber via 
macrodipole stabilization109. We have confirmed the existence of bundles of 
fibers by performing cryo-TEM imaging (Figure 3.4i, see SI for more pictures). 
From these pictures, we can see that fibers create very well ordered bundles 
with a consistent structure within the bundles (see histograms in SI): most of the 
time they have a Gaussian distribution of the fiber width within one picture. 
However, when all histograms are merged into one (see Figure 3.4j) the width is 
scattered which is indicative of a complex arrangement of fibers within the 
bundles. 
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Figure 3.4. Secondary nucleation. (a-g) MSM analysis of simulations of randomly distributed 
molecules (indicated by cyan color) on the side of an existing fiber (indicated by orange color, 
and not included in the MSM). Representation of states, populations, transitions, and molecules 
analogous to Figure 2. (h) Number of molecules in the ordered stack (blue), and number of direct 
neighbors (orange) of the non-fiber CTA molecules. The number of the neighbors is decomposed 
in neighbors only with free molecules (green) and with molecules of the fiber (red). (i) Cryo-TEM 
image of the self-assembled bundle of fibers. (j) Histogram of widths of single fibers in bundles 
gathered from eight cryo-TEM images (see SI). 
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Bundling. Bundles can be formed by secondary nucleation, but also by 
individual fibers interacting with each other. Intertwining interactions are 
crucial for network formation and therefore gelation20. During simulations, we 
have not observed branching of the single stack. Therefore, one way how these 
single stack fibers can create a network could be by strongly interacting with 
each other. To check that, we have performed twenty independent 10 ns 
simulations of two infinite fibers (Figure 3.5a-c), and in all of them, the two 
fibers merge and in this form stay until the end of simulations (the histogram of 
the distance between the centers of fibers is presented in Figure 3.5d). Fibers 
randomly diffuse through the simulation box until they come close to each other 
and interact. Initially, when the hydroxyl side chains are in contact (and the 
distance between centers is larger than 1.9 nm), they can still dissociate. 
However, after some time the hydroxyl groups of side chains move aside to the 
edges of the interface between the fibers (the distribution of the hydroxyl groups 
in the final bundle is presented in Figure 3.5e), making the phenyl rings of the 
neighboring fibrils accessible for interaction. The fibers in the bundle interact 
with each other strongly by hydrophobic interaction (see Figure 3.5c) and the 
complex does not dissociate on timescales of the simulations. We have not 
noticed a difference between bundling of parallel and antiparallel oriented fibers 
(see SI). If we add one more fiber to the two- fiber bundle we observe that fiber 
to become part of the bundle. The angle between the three fibers shows a 
multimodal distribution around 60, 110 and 180 degrees, which could explain 
why in cryo-TEM pictures we observe such a variety of structures. 
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Figure 3.5. Bundling. (a-c) Snapshots of selected simulation of bundling of two fibers, red beads 
indicate the benzene rings and blue the end hydroxyl groups. Fibers merge upon the strong 
interaction of phenyl rings with each other. (d) Histogram of distances between cyclohexane ring 
of two fibers in the final state. (e) 2D histogram of end hydroxyl groups (-OH) in the final 
structure; it can be seen that hydroxyl groups mainly stay on the edge of the fiber interface, 
making a space for hydrophobic interactions of phenyl groups between fibers. (f-g) Snapshots of 
selected simulation of bundling of three fibers. (h) Histogram of the angle created by three fibers. 
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Summary and discussion of the mechanism of supramolecular 
self-assembly 
In this work, we study the mechanism of fiber and bundle formation of CTA. 
Our results not only align with existing research but also gives unique insights. 
We study the mechanism by investigating several distinct phases schematically 
summarized in  Figure 3.1. Firstly, molecules aggregate into an unordered 
cluster by non-directional hydrophobic interactions. Then, they rearrange within 
the aggregate and create a small ordered stack by hydrogen bonding. When the 
stack consists of more than 4-5 molecules its stability no longer increases, 
reaching limiting value; such stacks may be seen as the critical nuclei. Nuclei 
grow into fibers by further rearrangement within smaller aggregates. We show 
that longer fibers are most likely to grow by new molecules adsorbing on their 
surface and diffusing along the surface until reaching one of the ends, where it 
can then lead to elongation. Given the large surface of the fiber adsorption and 
diffusion is more likely than a new molecule encountering one of the ends 
straight from solution. We speculate that the balance of interactions that allows 
both adsorption on (high enough affinity) and diffusion along (not too strong 
binding) the fiber could be the property which distinguishes gelators with low 
critical gel concentration from other gelators. If sufficient molecules are 
adsorbed on the surface of a fiber, they can also interact with other adsorbed 
molecules and result in the creation of a new nucleus on the side of the fiber, 
rather than diffuse to the ends and lead to elongation. Therefore, elongation and 
secondary nucleation are competitive processes. Although not studied here, we 
could imagine that a high concentration of molecules promotes secondary 
nucleation: high concentration could lead to many molecules being present on 
the surface of existing fibers, easily exceeding the critical nucleus size. On the 
other hand, low concentration could lead to a small number of molecules on the 
side of existing fiber, such that locally the nucleation size is not exceeded 
leading only to elongation of the existing fiber. However, very low 
concentration could lead to the main fiber slowly dissolving. We have observed 
fragmentation of a somewhat longer fiber into two fragments should be feasible, 
which can act as separate nuclei. Moreover, fibers can interact with each other 
by hydrophobic interactions of phenyl groups in the CTA side chains. This 
results in the creation of bundles of fibers, which we have observed 
experimentally. Such interaction could also happen between parts of long fibers 
resulting in their crosslinking, which if happened multiple times could result in 
the creation of a gel network. 
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We have analyzed the trajectories using Markov State Modeling, which gives 
insight into kinetic pathways of the process. Although the exchange rates 
obtained here can be interpreted only semi-quantitatively they give a new 
perspective on the formation of the fibers. Upon improvement of this method, it 
will be possible to give a reliable relation between specific pathways and the 
responsible interactions (implying a relation to the molecular structure). This 
will allow creating new design rules based on the kinetic pathways. 

We would like to highlight that our results in many places align with existing 
reports in this research area. For example, similar to the computational work of 
Pavan et al.39,59, in which they studied BTA, we observed that the fast creation 
of an unordered cluster preceeds slow formation of ordered fiber. We also found 
an increase of stability when an ordered stack consists of 4-5 molecules. It 
seems that there is no significant difference between interaction of antiparallel 
and parallel oriented fibers, which is in line with observations Pereira Oliviera 
et al.109.  We found many similarities to research on protein fiber formation. 
Although protein fibers consist of molecules which are much larger than the 
molecules studied here and the nature of their interactions is different (mostly 
they interact by local interactions, without cooperative effect coming from 
electronic changes), similar steps have been distinguished: nucleation, 
elongation, dissociation, secondary nucleation and fragmentation13,105. Probably 
the biggest difference between these systems lies in the interaction strengths 
between molecular blocks, which in case of proteins is almost irreversible, 
allowing the neglect of dissociation in a model.  

Conclusions and Outlook 
Overall, we show a detailed mechanism of supramolecular fiber formation with 
atomistic resolution, by distinguishing and studying several different processes 
occurring: aggregation and nucleation, elongation, secondary nucleation and 
bundling, schematically shown in Figure 3.6, showing the complexity of the 
network created by different processes involved in the self-assembly. In our 
system, each of these processes involves specific interactions. Aggregation and 
nucleation starts with hydrophobic interactions strong enough to hold molecules 
together, but weak enough to leave flexibility for the molecules in the aggregate 
to rearrange and become aligned into well-ordered stacks in which directional 
H-bonding between amide groups near the core stabilizes the fiber. Elongation 
and secondary nucleation rely on the Van der Waals and hydrophobic 
interactions of monomers with the surface of the fiber. Finally, bundling 
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involves the initial association of fibers by their surface hydroxyl groups, 
followed by stabilization of the bundle through interactions between phenyl 
groups in the side chains of the neighboring fibers. This knowledge promises 
improved control over this system by tuning certain interactions. We would like 
to stress that for development of design rules not only interactions crucial for 
the stability of the final structure should be taken into account, but also the ones 
involved in intermediate stages. We believe that a quantitative understanding 
the relation between molecular (sub)structure and kinetic pathways is within 
reach if the strengths of experimental and modeling techniques are combined 
with quantitative relations between the structure of the monomer and the final 
assembly. 
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Supporting information 
Computational methods 

Molecular dynamics simulation 

Single simulations are done using modified version of GROMACS which allows simulations with 
CHARMM Drude force-field (GROMACS version 2016-dev-20170105-c53d212, which is 
accessible through git repository git://git.gromacs.org/gromacs.git). We use the CHARMM Drude 
force-field which allowed us to simulate a CTA fiber that remained stable when its initial 
structure was based on the crystal structure of its analogue. The CHARMM Drude force-field 
explicitly models electronic polarizability by the inclusion of Drude oscillators, which are small 
charge-carrying particles connected to atoms. Polarizable force fields are computationally 
demanding, however, recent implementation of extended Lagrangian dynamics with a dual Nose-
Hoover thermostat allows one to perform simulation efficiently86. Since GROMACS has 
implemented only a thermostat and no barostat for this efficient use of the force-field, most of the 
simulations are run at constant volume, see next paragraph. 

Systems were set up in triclinic or cubic simulation boxes under periodic boundary 
conditions. Before running the production simulation, the energy was minimised using the 
steepest descent algorithm. Then a short simulation (10,000 steps with a timestep of 1fs) in the 
NPT ensemble is performed using the V-rescale thermostat in 298.15 K (with coupling time 0.1) 
and isotropic Parinello-Rahman barostat of 1.0 bar (with coupling time 1.0 ps and a 
compressibility 4.5e-5 bar-1) with the self-consistent field treatment in which the positions of the 
Drude oscillators are relaxed to the potential energy minimum at each simulation step. For Drude 
particles we used standard parameters describe in 86. After this equilibration, the volume was kept 
constant. The production simulations run were done with a dual Nose-Hoover thermostat 
developed by Lemkul et al. 86, with a coupling constant of 0.005 ps for Drude particles and 0.1 ps 
for all other particles. All simulations were run at 298.15 K. The equations of motion were solved 
numerically using extended Lagrangian dynamics with a timestep of 1 fs. 

The framework 
A single simulation starting from randomly dispersed CTA molecules in solution, does 

not lead to the formation of a fiber, even a short one, within 100 ns, indicating that nucleation 
might be relatively slow on the simulation time scale. That is why we have developed a 
framework which would facilitate the formation of an ordered aggregate within reasonable 
simulation time. We were inspired by adaptive Markov state modeling (AMSM)101.In the AMSM 
approach many short simulations are run, which are analyzed to distinguish several different 
states by a similarity of conformations. Most of the time, the similarity of the conformations is 
measured by common analysis methods used in molecular dynamics like distances, angles, 
number of hydrogen bonds, RMSD etc. Similar conformations are then grouped into states. This 
results in a landscape consisting of many states. The number of visited states depends on the 
criterion set for grouping conformations into a state and on the total simulation time spent in 
combination with the dynamics of the system in visiting the different states, which depends on the 
starting structures and the presence of barriers between states. The next generation of simulations 
is run from states which are least visited. In this manner, a large part of conformational space can 
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be explored. The main advantage of such a framework is that all simulations are unbiased (in the 
sense that there is no additional term added to the Hamiltonian). That gives a big advantage: at 
several occasions during the procedure, we realized that our criteria for distinguishing states or for 
defining the fiber state is not precise enough. Since all the trajectories are unbiased, in the next 
iteration we simply recalculate all states by the modified criteria, and therefore we could still use 
all previously run simulations.  

Here we describe in detail the procedure. Firstly we run the first generation of 
simulation from randomly distributed gelator molecules in water using gromacs (as described 
above). After the first run, we run several scripts which work in parallel. Each script takes all 
trajectories of simulations finished thus far and for every frame measures the size of largest 
ordered cluster (see Analysis). The histogram of these sizes is measured. Most often we would 
like to start the simulation with a state which is the least visited, therefore we chose the state for 
the next simulation with a probability inversely proportional to a number of counts for that state 
in the histogram. Consequently the least visited state is the most probable as the start of the next 
simulation, but it still leaves a chance to start from another state. We start running the new 
simulation starting from a randomly chosen conformation belonging to the selected state. After 
the simulation is finished, the scripts again analyze all trajectories (also the ones created by other 
scripts: this is the point where all simulations collaborate with each other) and searches for the 
least visited state. The entire procedure is visually presented in Figure S3.1. 

We ran 12 jobs running in parallel, from which 8 were performing 10 ns simulations, 
and 4 were performing 1 ns simulations.  

 

Figure S3.1. Single script from the framework follows the scheme: (i) run simulation, (ii) 
combine and analyze all trajectories present in the folder (created also by other scripts), (iii) 
calculate distribution of states, (iv) choose rarely visited state (with probability inversely 
proportional to the occurrence of the state), (v) choose randomly trajectory in which this state 
occurs and from this trajectory choose randomly starting frame for simulation with the chosen 
state, (vi) go to point (i). 

Analysis 
Cluster analysis. Cluster analysis was done by creating a matrix A representing adjacent 
molecules (i.e. molecules in neighborhood). Two molecules are considered in neighborhood, 
according to the function: 
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(S3.1) 

Where  is the vector connecting the centers of the cyclohexane rings of molecules  and ,  is 
a normal vector to the plane created by the cyclohexane ring of molecule . are the 
switching functions for distance and angle, respectively. These functions are defined as: 

  

 

(S3.2) 

  

 

(S3.3) 

 

Examples of these functions are presented in Figure S3.2 along with data from a trajectory of a 
long ordered fiber and of an unorganized cluster. We calibrated both functions to give a positive 
answer for a long ordered fiber, for which we know that all molecules are in neighborhood. This 
resulted in parameters ,  and . Graphical explanation of this 
function is presented in Figure S3.3. As a result of the clustering algorithm we obtain the 
adjacency matrix , from which we can measure the largest connected cluster. 

 

Figure S3.2. (a) Plot shows switching function, , for different parameters , histograms 
show the data for long fibre (green) and unordered system (blue). (b) Different angle switching 
function for different parameter b (normalized to 0.035), the histograms show the data for the 
angle between the normal vectors of the cyclohexane rings  . (c) Different angle 
switching function (normalized to 0.045) for different parameter , the histograms show the data 
for the angle between the normal vector of one cyclohexane ring and the vector connecting 
centers of two cyclohexane rings .
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Figure S3.3. Schematic representation of possible conformations of two molecules. (a) Two 
molecules are considered in neighborhood if the distance between them is in a certain range, and 
the angle between normal vectors  and  is in certain range, and the angle between the normal 
vector  and the vector connecting centers of two rings  is in a certain range. (b) Example of 
two molecules in neighborhood, the distance between centers, , is small, and angles  
and  are small. (c) Example of two molecules not in neighborhood, although molecules 
might be in the appropriate distance range, the angle  is far from 0° or 180°. (d) 
Example of two molecule not in neighborhood, although the distance and angle between two 
normal vectors of two molecules might be in range, the angle between the normal and the vector 
connecting two centers  is far from 0° or 180°. 

Unordered clusters. In a manner similar to determining the largest ordered or connected cluster, 
the largest unordered cluster is measured. In this case only the distance switching function, , 
is used (none of the angles between two molecules are taken into account). The parameters  and 

 used in the switching function are the same. 

Dipole moment. Dipole moment was calculated using gmx dipoles, which is part of gromacs 
package. 

Hydrogen bonds. Hydrogen bonds were calculated using hbonds packages from VMD. Only 
hydrogen bonds between amide groups were calculated and standard parameters were used, i.e. 
the distance between oxygen and nitrogen must be less than 0.3 nm, and the angle oxygen-
hydrogen-nitrogen must be less than 20°. 

Surface accessible solvent area (SASA). SASA was calculated using gmx sasa, which is part of 
gromacs package. 

Markov State Modeling 
We have analyzed results using by Markov State Model. Although for the adaptive 

sampling used in this work, number of ordered molecules has been sufficient measure to sample 
formation of the fiber, it turned out to be not sufficient for Markov State Model, leading to 
transitions which are depended on history of transitions (that is depending on previous 
transitions), see Figure S3.4. Therefore, we have used measure which describes system in more 
detail. We have measured a vector containing eight elements , which i-th element 
describes number of its ordered neighbors, that is , where 

 (see equation (S3.1)). In result, every value  can have 
value 0,1 or 2 (more neighbors because of the special confinement is not possible). However, 
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such vector would depend on the numbering of the molecules and  for two exact systems with 
different numbering of molecules would be described by different vector. A simple trick to ensure 
that obtained vector is invariant on numbering is to order of elements of the vector from smallest 
to the largest. Such trick, however, only works for vector consisted of scalars and more complex 
measure taking into account more parameters is challenging.  

Using this measure we were able to construct Markov State Model. For primary 
nucleation we have divided space by K-mean clustering algorithm into 2000 clusters. We have 
calculated transitions between states for lag time of 0.8 ns. Upon coarse graining, we were able to 
distinguish 6 slow events, resulting in 7 states. However, since also infinite fiber (crossing 
periodic boundaries condition) was part of the model, the system is not ergodic, since infinite 
fiber never disassembles. See Figure S3.5. In result,  we have excluded all trajectories leading to 
infinite fiber in MSM analysis. Figure S3.6 shows the result of MSM analysis. Figure S3.6c is in 
the main text, with removed low probable transitions. The properties of the states are present on 
Figure S3.7. 

Similar analysis have been done for secondary nucleation. The chosen lag time was 0.4 
ns and the 4 slow transition could be distinguish, resulting in 5 states.  

  

Figure S3.4. Implied timescales for the model based only on number of ordered molecules.  
Implied timescales do not coverage to constant value (i.e. that the process is independent from the 
choice of lag time). 
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Figure S3.5. Markov State model of all primary nucleation including formation of infinite fiber. 
(a) Implied timescales. (b) Results of Chapmann-Kolmogorov test. (c) Graph of the pathways 
between the states. (d) Transition matrix. 

 

Figure S3.6. Markov State Model of primary nucleation simulations except the one in which 
infinite fiber if formed. This data is presented in the main text. (a) Implied timescales, (b) Results 
of Chapmann-Kolmogorov test. (c) Graph of the pathways between the states. (d) Transition 
matrix. 
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Figure S3.7. Distributions of number of hydrogen bonds (per molecule), dipole moment of CTA 
molecules, numbers of neighbors and number of ordered molecules in coarse-grained states from 
MSM analysis of primary nucleation. 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 63PDF page: 63PDF page: 63PDF page: 63

55 

 

Figure S3.8. Markov State Model of secondary nucleation simulations. This data is presented in 
the main text. (a) Implied timescales, (b) Results of Chapmann-Kolmogorov test. (c) Graph of the 
pathways between the states. (d) Transition matrix. 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 64PDF page: 64PDF page: 64PDF page: 64

56 

 

Figure S3.9. Distributions of number of hydrogen bonds, dipole moment, numbers of neighbors 
and number of ordered molecules in coarse-grained states from MSM analysis of secondary 
nucleation 
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Additional results 

Nucleation 
Figure S3.10 presents the number of hydrogen bonds (between gelator molecules) and solvent 
accessible surface area (SASA) for the trajectory discussed in the main text, i.e. formation of fiber 
from randomly distributed gelator molecules in water. The number of hydrogen bonds grows 
linearly, in contrast to the dipole moment (shown in Figure 3.2 in the main text), which has a 
rapid increase once a small cluster of 3-4 molecules is formed. At the beginning of the simulation, 
randomly distributed molecules rapidly merge into an unorganized cluster  which reflects in large 
drop in SASA. The unorganized cluster slowly rearranges to a more compact ordered structure, 
which results in a slow decrease of SASA.  

 

Figure S3.10. Additional analysis of the trajectory of formation of the fiber. (a) number of 
hydrogen bonds, (b) solvent accessible surface area. 

Stability of the ordered stack. 
To study the stability of the ordered stack we have performed series of simulations of ordered 
stacks of size 2, 3, 5, 8, 12 and 16 in water (the list of simulations is present in Table S3.1). 
Example snapshot of dodecamer is present in Figure S3.11b). Most of the simulation lead to 
dissociation of one molecule (Figure S3.11a), but we have also observe one fragmentation (Figure 
S3.11c). 

Table S3.1. List of simulation of ordered stack in water. 

Simulation Number of independent simulations Time 
Dimer 15 10 ns 
Trimer 15 10 ns 
Pentamer 33 10 ns 
Octamer 58 10 ns 
Dodecamer 12 10 ns 
Sextamer 12 10 ns 
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Figure S3.11. Example snapshots of simulation of ordered stack (b), most of the simulations lead 
to dissociation of one the molecules (a), but we have also observe one fragmentation (c). The 
same snapshots (but without simulation box) are present in the main text. (d) Survival rate of the 
ordered cluster with standard deviation error. The same figure (but without standard deviation 
error) is present in the main text. 

Elongation 
Adsorption and desorption on the fiber. During the course of ten 15 ns simulations all 
molecules adsorb on the surface of the fiber in the first 7.5 ns. Later, three processes of desorption 
can be observed (see Figure S3.12a). 

Directionality of diffusion on the fiber. By analyzing the diffusion in the direction of the main 
axis (z) of the fiber we have not observed a preferential direction of the movement. Figure S3.12b 
shows the progress of z-coordinate in 10 independent simulations/molecules analyzed from the 
moment when molecule adsorb on the surface of the fiber.  We also calculated autocorrelation 
function of these coordinates, and it is presented in Figure S3.12c. The autocorrelation shows the 
average change of the z-coordinate after a particular time, called lag-time. It shows that on 
average molecules diffuse more into one direction then other, but the difference is just a result of 
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low statistics (see the standard deviation error). . We were wondering if molecules orient during 
the diffusion. Therefore we have calculated directions of dipole moments. However, we have not 
observed that; the dipole moment of the fiber is always pointing in the direction of z-axis (see 
Figure S3.12d), whereas dipole moment of the free molecule is pointing in a random direction 
(see Figure S3.12e).  

 

Figure S3.12.  (a) Distance of the free molecule from the center of the fiber (different color 
represent traces for different simulation). During first 7.5 ns all molecules adsorb on the surface. 
Later three desorption can be observed. (b-d) Directionality of diffusion of free molecule in 
direction parallel to the axis of the fiber. (a) Progress of z-coordinate for ten different trajectories 
and its (b) mean autocorrelation function. (c) Histogram of the angle between vector of dipole 
moment of molecules creating fiber and z-axis (corrected for the geometrical   factor110). (d) 
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Histogram of the angle between vector of dipole moment of free molecule and z-axis (corrected 
for the geometrical   factor110). 

Elongation: simple models 
Let’s create simple models of two proposed models of elongation: one for finding the end of a 
fiber and a second for finding the side of a fiber. Let’s imagine that we have a system with one 
free molecule and  molecules in a fiber and the concentration is equal to ; the volume of 
such a system is then equal to . Let’s assume that a single molecule is a disc and has a 
volume . 

Model without crawling. The fiber has two ends, therefore the probability of finding the end of 
the fiber by the molecule is equal to: 

  (S3.4) 

This implies that for large fibers, that is , we see that . 

Model with crawling. If a molecule can adsorb on a surface then the probability of finding the 
surface is equal to  where h is the height of one molecule, and R2 and R1 are 
the outer and inner radii of a cylinder surrounding the fiber, from which the adsorbed molecule 
cannot escape (which can be calculated from the histogram shown Figure 2c in the main text). 
Therefore, the probability of a molecule to attach to the side of the fiber is equal to:  

  
 

(S3.5) 

This implies that for large fibers, that is , we see that  

Secondary nucleation 
Figure S3.13 presents an additional analysis of the trajectory of secondary nucleation: the number 
of hydrogen bonds and the solvent accessible surface area (in this case calculated for additional, 
free molecules, and also for the free molecules and molecules which create fiber).  
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Figure S3.13. Additional analysis of the trajectory of secondary nucleation on the side of the 
fibre. (a) a number of hydrogen bonds, (b) solvent accessible surface area calculated only for 
additional free molecules (blue) or for those and the molecules in the fibre (green). 

cryo-TEM imaging 
Diluted gel suspensions were first vitrified using Leica Vitribot. About 4μL of sample was casted 
onto a plasma treated Cu 200 mesh Quantifoil™ grid and blotted against filter paper for 3s. The 
grid was then plunged into liquid Ethane maintained at -185°C using liquid Nitrogen to achieve 
sample vitrification. The grid was then transferred to a Cryo-storage container from where they 
were loaded into JEOL-1400 electron microscope via a Gatan single tilt Cryo holder. Images were 
recorded at an acceleration voltage of 120 kV at low dosage conditions. 

For high resolution images, vitrified samples were loaded into a JEOL JEM3200-FSC 
microscope and images were recorded at an acceleration voltage of 300kV a low dosage 
conditions.  

Sample pictures of the fibers are present in Figure S3.14 -Figure S3.18. Histograms of 
widths of bundles were calculated using the imegeJ. Pictures were rotated in a way that they align 
with the y-axis. Then the profile was obtained by summing the grey values in rows from a 
rectangular area. The widths of the fibers were calculated as distances between consecutive 
minima. The process is presented in Figure S3.19. 
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Figure S3.14. (a) Sample cryo-TEM picture of a bundle and (b) histogram of the widths. 
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Figure S3.15. (a) Sample cryo-TEM picture of a bundle and (b) histogram of the widths. 
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Figure S3.16. (a) Sample cryo-TEM picture of a bundle and (b) histogram of the widths. 
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Figure S3.17. (a) Sample cryo-TEM picture of a bundle and (b) histogram of the widths. 
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Figure S3.18. (a) Sample cryo-TEM picture of a bundle and (b) histogram of the widths. 

 

Figure S3.19. Image is processed using ImageJ. Image is rotated that the axis of the fibre is in y 
direction. Then the gray value is are summed in rows resulting in a profile of the fibre.  
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Bundling 

Bundling of parallel and antiparallel fibers 
To check the bundling of two fibers we have run 20 independent simulation: 16 starting from 
parallel configuration of fibers and 4 from antiparallel. Although our statistics is rather poor, it 
seems that there is no difference between bundling of parallel or antiparallel fiber (see individual 
traces of distance between cores of fibers and theirs final distribution on Figure S3.20).  

 

Figure S3.20. Distances of cores of two fibres oriented parallel or antiparallel at the beginning of 
the simulations) for 20 independent simulations. (a) Progress of the distances over time. (b) Final 
distribution of the distances (starting from 1ns). 

Four fibers bundling 
We have also performed simulations of four fibers bundling. We have run 34 simulations of 10 ns 
starting from fibers located in the plane of a square (see Figure S3.21a). However, the size of the 
simulation box was too small to see bundling of just the four fibers, in the sense that many final 
structures crossed periodic boundary conditions and are therefore representing infinitely long 
bundles (see Figure S3.21c). Therefore the result here can be treated only semi-quantitively. In all 
simulations, we observed strong affinity between fibers. Most importantly, we observed that in all 
simulations bundles create linear structures and not cyclic ones (which would have a rhombic 
structure). This could mean two things: bundles have a shape of a ribbon, or their structures 
consists of more than four fibers. If the fibers tend to form cyclic structures, it would mean that 
they create tubes with water molecules trapped in it.  
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Figure S3.21. Bundling of four fibers. (a) Snapshot of starting configuration. (b) A final bundle 
which does not crosses PBC. (c) A final bundle which crosses PBC. 

Caption to the videos 
SI_video_nucleation.mov: The video shows the trajectory of formation of fiber from randomly 
distributed molecules, which snapshots are present in Figure 1b-g in the main text. Snapshots are 
saved every 50 ps and trajectory smoothing is applied for clarity. Cores (cyclohexane ring and 
amide groups) are indicated by cyan color, and the side branches are indicated by semi-
transparent grey.  

SI_video_secondary_nucleation.mov: The video shows the trajectory of formation of fiber from 
randomly distributed molecules with a presence of existing fiber. Snapshots of this video are 
present in Figure 3a-f. Snapshots are saved every 50 ps and trajectory smoothing is applied for 
clarity. Cores (cyclohexane ring and amide groups) of free additional molecules are indicated by 
cyan color, cores of existing fiber by orange color, and all the side branches are indicated by 
semi-transparent grey. 
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Chapter 4 

Nucleation mechanisms of self-assembled 
physisorbed monolayers on graphite 

 
Coarse-grained Molecular Dynamics simulations are employed to obtain a 
detailed view of the formation of long-range ordered lamellar structures of 
physisorbed self-assembling long functionalized alkanes on graphite. During the 
self-assembly, two processes take place: Langmuir preferential adsorption and 
rearrangement on the surface. The rearrangement starts with nucleation, in 
which molecules create an ordered domain. The nucleation mechanism is 
temperature dependent.  At lower temperature independent, small and stable 
nuclei seed the emergence of long-range ordered domains. In contrast, at a 
higher temperature, molecules adsorb on the surface, and only when a certain 
level of surface coverage by the adsorbent is reached, the whole structure 
undergoes a transition from a liquid-like structure to an ordered structure. After 
this step, relatively slow corrections of the structure take place by Ostwald 
ripening. 

Chapter 4 Nucleation mechanisms of self-assembled 
physisorbed monolayers on graphite 
 

 

 

This chapter is published as: 

T.K. Piskorz, C. Gobbo, S.J. Marrink, S. De Feyter, A.H. De Vries, J.H. van 
Esch. Nucleation Mechanisms of Self-Assembled Physisorbed Monolayers on 
Graphite. J. Phys. Chem. C, 2019, 123, 28, 17510-17520. 
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Introduction 
Self-assembly on a surface has emerged as a promising method to fabricate two-
dimensional structures on the nanoscale. In recent years considerable 
improvement has been achieved in this field as evidenced by the growing 
number and complexity of obtained structures22. Here, we focus on the 
formation of physisorbed self-assembled monolayers (often referred to as self- 
assembled molecular networks, SAMNs), which could be an alternative 
approach to obtaining small two-dimensional devices on the single-molecular 
scale111–114. Such monolayers could have application in industry, e.g. in 
nanoelectronics, in which conventional methods have almost reached their 
limits115. Despite many efforts it is still challenging to predict the final 
assembled morphology from the molecular structure of the adsorbent. 
Therefore, understanding underlying mechanisms of self-assembly is crucial to 
tackle this problem116.  

There are many studies devoted to self-assembled molecular networks 
and many different techniques are used, of which Scanning Tunneling 
Microscopy (STM) has given the most significant insights22,117. STM allows 
observing the actual distribution of atoms on an atomistic scale. It does not 
require periodic structure, and therefore it can observe defects, grain boundaries 
and different polymorphs on the surface. Besides studies of the final assembly, 
STM has been used to study thermodynamic aspects of the mechanism of 
formation of SAMNs. A well-accepted model to describe the formation of 
SAMNs is based on nucleation and growth118. Matsuda et al.119–124 have 
proposed that similar formation mechanisms as in supramolecular 
polymerization are present for SAMNs: the isodesmic mechanism, in which 
molecules as they adsorb to the surface join ordered domains, and the 
cooperative mechanism, in which a certain concentration of molecules has to be 
present on the surface before ordered domains can be formed. Depending on the 
chemical nature of the molecular building block the formation of the assembly 
can follow one of these paths120. However, the kinetics of processes involved in 
the mechanisms, such as nucleation and growth are too fast to be observed by 
STM116, and the mechanisms that operate often cannot be determined with 
certainty. To our knowledge, experimental studies at the liquid-solid interface 
show only how already formed lamellar structures exchange adsorbent 
molecules with those in solution and rearrange to heal defects125. One way to 
address this problem is to use computational methods which are suitable to 
study dynamic processes at the molecular length scale and at high time-
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resolution. Several simulation studies of self-assembly on a surface have been 
reported. Most of them are based on two-dimensional (2D) Monte Carlo (MC) 
and molecular dynamics (MD) simulations126–133 and study rearrangement of the 
molecules on the surface. Also the complete process, including adsorption and 
rearrangement on a surface, was studied for surfactants on a graphite flake134–

137, however long-range ordered structure formation was not the subject of those 
studies. 

In this paper, we applied coarse-grained Molecular Dynamics 
simulations to give insights into the complete process of self-assembly of 
SAMNs on graphite starting from adsorbent molecules in solution and ending 
with the ordered assembly on the graphite surface. As archetypical molecular 
layers we selected the widely studied lamellar assemblies of long-chain alkanes 
and alkane derivatives on highly oriented pyrolytic graphite (HOPG)138–141. In 
these assemblies, linear molecules in solution adsorb onto a substrate, and adopt 
a straight-chain conformation on the surface, giving rise to parallel lamellae, as 
has been studied in detail by e.g. STM139. Due to the weak forces involved, 
these structures display high conformational freedom and moreover, the 
functionalization of alkanes resulted in observation of different arrangements 
(see Figure 4.1), allowing the investigation of chemical structure differences on 
monolayer formation. The model described here can predict final structures of 
the assembly and gives insights into the dynamics of the self-assembly 
processes, on a time scale that is not yet accessible by other techniques. 

Results and discussion 
The recently developed coarse-grained (CG) Martini model for functionalized 
long-chain alkanes adsorbing onto a graphite surface142 was used to study the 
formation and structure of domains of six compounds that differ in substitution 
pattern and length (Figure 4.1). In the first part, we report the final structures 
formed on the microsecond simulation time scale and compare them with 
experimental results. Next, we focus on the mechanism by which these 
structures are formed, singling out the system (AM25) that forms the structure 
of highest quality in terms of long-range ordering and domain size. 
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Figure 4.1. Martini model of long-chain functionalized alkanes and final structures of assemblies 
with comparison to experimental results. The top row shows the Martini models used for the 
adsorbent molecules labelled ALK, AL1, AM2, AM3, AM25, and AM36. White circles denote 
alkyl-type beads (C1S and C1E); blue beads denote polar beads (P1). Molecular structures at 
atomistic resolution are shown below for molecules the coarse-grained model may represent. The 
second row shows the final self-assembled structures of these molecules on a graphite surface 
obtained from the simulations and the simulation time at which they were obtained. The third row 
shows STM/AFM images of the molecules the coarse-grained model may represent (see main 
text). The bottom row shows experimental results of self-assembled structures with fragments of 
the simulated structures superimposed. For the molecules represented by structure of ALK, AL1 
and AM25, structures were available in literature for the molecules as suggested by the standard 
mapping of Martini143–145. For AM36, AM2, and AM3 we compare with results for the most 
similar molecules that we found in literature141,146. Although lamellar structures for molecules 
represented by AM36 with amides as the polar groups were reported in literature (which are more 
distorted in comparison with AM25, which we also observe), the structure was not shown145. 
Therefore here we present results for molecule represented by AM36 with urea groups instead of 
amide (the urea group prevents molecules from tilting, therefore a different angle for simulation 
and experiment can be observed). 

Adsorbents form lamellae with polar substituents determining packing 
efficiency  

Figure 4.1 shows a schematic representation of the Martini model of the six 
adsorbent molecules studied, the final structures of the six systems obtained 
after at least 10 μs at 298 K, together with experimentally determined 
STM/AFM images of representative molecules, and a superposition of the CG 
structure on the experimental images. All of the adsorbent molecules form 
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lamellar structures. The quality of the structures in terms of alignment of 
molecules increases with the number of polar substituent groups: it is strongest 
for molecules with two polar groups (AM25, AM36), less strong for molecules 
with one polar group (AL1, AM2, AM3) and least for the apolar molecules 
(ALK). This tendency agrees with experimental results, in which amide groups 
impose strong directionality in assemblies147. Molecules in the lamellae tend to 
align with the underlying graphite structure, of which the Martini beads are 
hexagonally packed, leading to three equivalent orientations. The main axis of 
the molecules aligns with a basal line of the graphite structure. Therefore, 
almost all adsorbed molecules are parallel or rotated by multiples of 60 degrees 
with respect to each other (further quantification is given in the SI). 
Functionalized alkanes (i.e. AL1, AM2, AM3 and AM25) form assemblies 
which well reproduce experimental results. An exception is the long-chain 
alkane (ALK) for which molecules in simulation are also oriented with respect 
to each other in multiples of 60 degrees, whereas in the experiment they form 
lamellae whose axis is perpendicular to the molecular vector. This shows a 
limitation of our model as a result of coarse-graining; understanding this 
limitation may enable development of a CG model that reflects the long-chain 
alkane packing (see SI for figures). 

In the simulations, molecules with two symmetrically placed polar 
groups, AM25 and AM36, formed lamellae of the best quality in terms of 
alignment of the molecules and the size of the domains, at least on the time 
scale of the simulations. The quality of all final structures is further assessed in 
the SI. The excellent alignment of molecules with two symmetrically placed 
polar groups can also be seen in experimentally determined structures (Figure 
4.1). Molecules with one polar bead, AL1, AM2 and AM3, due to their 
asymmetry, can orient in two distinct directions inside lamella, i.e. parallel and 
anti-parallel. AL1 and AM2 neighbouring molecules are predominantly parallel, 
driven by the favorable polar-polar and apolar-apolar interactions. Moreover, 
neighboring AL1 lamellae tend to face each other with their polar groups, and 
their final assembly features many defects, in which lamellae show kinks or are 
oriented by 120 degrees with respect to each other. The abundance of these 
defects agrees with experimental results for long-chain alcohols144, and is 
further shown in the SI. Comparing AM3 and AM2 assemblies, the lamellae of 
AM3 can be seen to be more disordered than those of AM2, see Figure 4.1. 
Two neighboring molecules within these lamellae can adopt a number of 
conformations, characterized by being parallel or antiparallel on the one hand, 
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and showing an offset on the other hand. The minimum offset in our model is 
half a bead in perfectly aligned lamellae (this leads to domain boundaries that 
are oriented at multiples of 60 degrees). For both AM2 and AM3, the parallel-
minimum offset conformation is the most frequent. In this conformation, the 
polar beads are next to each other and multiple lamellae can be stacked parallel 
to each other without defects or domain boundaries. A common relatively small 
defect is a so-called twin boundary, in which the offset changes from positive to 
negative. This results in a kink in the lamella. Another twin boundary with a 
negative to positive offset further down the lamella then causes a zig-zag 
appearance; these types of structures have been reported for long-chain 
molecules148. This is a relatively cheap defect as long as parallel lamellae all 
follow the same zig-zag pattern. Minimum offset but antiparallel conformations 
are costly: the polar beads are no longer neighbors, and the arrangements breaks 
multiple relatively favorable polar-polar and nonpolar-nonpolar interactions in 
return for relatively unfavorable polar-nonpolar bead interactions. The 
difference between AM2 and AM3 is, that an offset of one bead (in the right 
direction of course) can restore the polar-polar and nonpolar-nonpolar 
interactions for the AM3 molecule, but not for the AM2 molecule. The larger 
offset causes some misalignment between neighboring lamellae, but is 
apparently not prohibitively costly. AM2 would need an offset of two beads to 
restore favorable polar-polar and nonpolar-nonpolar interactions, which 
apparently leads to such a severe packing defect that it is only seen near the 
edges of the ordered assemblies.  

In closing this section, it should be noted that coarse-graining of the system 
allows extending simulations to microsecond scale, but it is still several orders 
of magnitude shorter than the experimental scale (minutes). Furthermore, in 
coarse-graining, some details of the chemical structure are lost, and a 
comparison to the experimental systems can only be interpreted semi-
quantitatively. In that context, it should also be noted that we do not have a 
close experimental match for AM36 model to compare with (the image on 
Figure 4.1 shows a bisurea functionalized molecule - the closest molecule which 
we found in the literature to AM36 which represents a bisamide molecule).  
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Self-assembly mechanism depends on temperature  

Having shown that the Martini model is capable of yielding well-ordered 
lamellar structures of adsorbent molecules on graphite, the model is used to 
study the mechanism by which such structures are formed during the self-
assembly process. We observed two processes occurring simultaneously 
throughout self-assembly: adsorption of long-chained molecules to and 
rearrangement of these molecules on the surface. In the latter process we could 
distinguish two phases: first a nucleation phase, in which an initial ordered 
structure is created, followed by an Ostwald ripening phase149–151, where the 
final ordered structure emerges. We also observed that depending on the 
temperature, the mechanism of nucleation changes. At higher temperatures (in 
the simulations that is 298 K) the adsorbed molecules initially form a liquid-like 
phase, which changes to the well-ordered structure at higher surface coverage. 
In contrast, at lower temperatures (258K), adsorbed molecules immediately 
associate with each other creating semi-ordered clusters, which grow and 
eventually cover the graphite surface. To study the self-assembly process in 
more detail we focused on AM25, which yields the highest quality long-range 
ordered final structure on the simulation time scale. 

Cooperative nucleation mechanism at high temperatures 

At higher temperature, AM25 molecules adsorb on the graphite surface forming 
a liquid-like phase, which after a while transforms to an ordered aligned 
structure. Figure 4.2a-h show representative snapshots of this process (for the 
other molecules see SI). Starting from a random solution (Figure 4.2a), the 
molecules rapidly adsorb onto the surface displacing the solvent phenyloctane 
(Figure 4.2b-c). They form highly dynamic clusters with parallel oriented 
molecules (Figure 4.2c-d), and diffuse on the surface as individuals and as 
clusters. The formed structure resembles a two-dimensional liquid and stays in 
this phase until no more molecules can adsorb on the surface (approximately 
70% of surface coverage) unless reorganization occurs (Figure 4.2e-f). When 
90% of the surface is covered by adsorbent molecules large lamellar domains 
can be seen (Figure 4.2f), which further rearrange into relatively large ordered 
structures (Figure 4.2g). After this stage, the assembly undergoes the slow 
process of Ostwald ripening: large clusters grow at the expense of small 
clusters, leading to a single domain that covers almost the entire graphite flake 
(Figure 4.2h). Most of the final structure is stable and just a small fraction, on 
the edges of the flake, remains dynamic. On much longer time-scales, remaining 
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defects heal; the mechanisms of the healing process are the subject of a recent 
study152 and are not discussed here. 

 

Figure 4.2. Snapshots from a representative simulation of AM25 at 298 K. (a-b) adsorption phase, 
(c-g) lamellar growth phase, (h) structure after 1.8 μs of simulation. Solvent (phenyloctane) is not 
shown for clarity. The process of self-assembly on the surface can be described by monitoring the 
number of adsorbed molecules on the surface and the number of clusters (i), as well as the 
fraction of ordered molecules (j). In (i) and (j), gray lines indicate results for ten independent runs 
(i.e., twenty measurements: for every simulation there are two surfaces on which self-assembly 
process takes place) at 298 K, the thick black line results for an example trajectory (black dots 
correspond to snapshots a-g). In (i), the orange arrow indicates 70% surface coverage. The mean 
of the number of adsorbed clusters is shown as the thick blue line, and the mean of the number of 
clusters as the thick red line. A fit of the mean number of adsorbed molecules to the Langmuir 
absorption rate law is shown as the thick orange line. In (j), the average fraction of ordered 
molecules is shown as a thick red line. 

The self-assembly process is stochastic in nature – it is difficult to create a clear 
image of the process from a single trajectory, but after several independent self-
assembly simulations, clear patterns characterizing the mechanism can be 
observed. The first 1.8 μs of ten runs were analyzed by monitoring, as a 
function of time, the number of adsorbed molecules, the number of clusters, the 
fraction of ordered molecules, the surface coverage of ordered molecules, and 
the area of the largest cluster. A detailed description of the metrics can be found 
in the SI, but briefly, a cluster is defined by a combination of distance and 
orientation criteria between neighboring adsorbent molecules which are 
designed to detect groups of molecules that form a lamellar structure. Results of 
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selected metrics for ten independent simulations are shown in Figure 4.2i-j as 
thin gray lines, together with the average metrics in thicker lines, and provide a 
clear picture on how surface coverage develops over time. We observed that the 
rate of adsorption follows the simple Langmuir growth law153,154: the rate of 
adsorption is proportional to the number of free spaces on the surface (Figure 
4.2i, orange line). Thus, the number of adsorbed molecules can be expressed as 
a function of time by the relation: 

  (4-1) 
 

where  is the adsorption rate and  is the maximal number of adsorbed 
molecules. In the beginning, adsorbed molecules do not create clusters: the 
number of adsorbed molecules (Figure 4.2i, blue line) is almost the same as the 
number of clusters (Figure 4.2, red line), i.e. nearby molecules are not identified 
as forming well-defined lamellae and single free molecules are present on the 
surface. After 50-100 ns there is not enough space to adsorb new free 
molecules, which leads to rearrangement of adsorbed molecules resulting in the 
appearance of larger clusters. After the initial adsorption phase, the number of 
clusters reaches a maximum and from this point on, the number of clusters 
steadily decreases and the structures rearrange to lamellae with longer-ranged 
order (Figure 4.2i).  

The growth of long-range ordered structure can be described by the 
Kolmogorov−Johnson−Mehl−Avrami (KJMA) law150: 

  (4-2) 
 

where  denotes the size of the structure of interest at time ,  is the 
final size of the cluster, and  and  are constants describing the rate of growth. 
The simplicity of the KJMA law has led to successful application in many phase 
transformation processes150. In most applications, all of the organized structure 
is monitored; due to the relatively small size of our surface, we were limited to 
measuring the size of the largest cluster instead. Figure 4.3a shows the best fit 
(orange line; fit parameters are given in the SI) of the size of the largest cluster 
(averaged over 10 independent runs, red line) to the KJMA law. Although the 
KJMA law perfectly describes the first stages of growth of the largest cluster, it 
fails to describe later stages of cluster growth in our simulations. In our 
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simulations, the size of largest cluster does not stabilize, but it slowly continues 
to grow. This continuous growth is caused by Ostwald ripening (OR); large 
clusters are growing at the expense of small ones. The correction for this 
phenomenon can be expressed by an additional term in the KJMA 
function150,155:  

  (4-3) 

 

where  describes the rate of Ostwald ripening and  describes the 
beginning of this process. The expression  is a switching-on 
function (for the Ostwald ripening part is absent) and the  parameter 
describes the smoothness of the switching (width of the turning-on period). The 
KJMA+OR function as observed from our multiple independent simulations 
describes the mean value of the size of the largest cluster as a function of time 
well, and the best fit is shown in Figure 4.3a as the blue line. However, the 
fitted rates of Ostwald ripening appear to be rather large in comparison to 
available experimentally observed rates156, indicating that these results should 
be regarded only semi-quantitatively (see SI for detailed discussion). It should 
be noted that the experimental data are obtained for larger and more complex 
molecules than the AM25 studied here; other possible reasons for this 
discrepancy are discussed further in the SI. The noise in single measurements is 
too large to fit this function reliably for the individual traces. This shows that 
the KJMA law is valid as a description of collective macroscopic quantities of 
the sample rather than of a single measurement.  
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Figure 4.3. Size of the largest cluster as a function of time, fraction of ordered molecules as a 
function of concentration, and fraction of surface coverage of ordered molecules as a function of 
concentration, at different temperatures. (a) Size of largest cluster as a function of time. Results 
from ten independent simulations at 298 K are shown as thin grey lines. The mean value from the 
simulations is shown as a thick red line. A fit of the mean value to the KJMA function with 
correction of Ostwald ripening (KMJA+OR, see text) is shown as a thick blue line. For 
comparison a fit to the KJMA function without Ostwald ripening (KJMA) is also shown (thick 
orange line). (b) Fraction of ordered molecules as a function of bulk (i.e. total) concentration of 
adsorbent molecules in the system. Results are shown for two different graphite flake sizes and 
two different temperatures. At 258 K the ordering of the adsorbent molecules is higher than at 298 
K at the lower bulk concentrations. At higher temperature, a relatively high concentration is 
required to obtain an ordered structure. (c) Fraction of surface covered by ordered molecules as a 
function of adsorbent bulk concentration. A fit of the nucleation-elongation model (n-e model) is 
shown as a thick light blue line at 298 K (fitted values: 

), and as a thick orange line at 258 K ( is assumed to be the same as for 298 K (0.091 
M), fitted values: ) . For (b-c) results are presented for final frames 
of simulations of self-assembly (SA) from randomly distributed molecules in solvent, or for a 
simulation of the rearrangement (Re) of adsorbed molecules that were already on the surface. 
Simulations were performed on graphite flakes with sizes of 227 nm2 and 908 nm2. (d) Free 
energy landscape obtained from distribution of states using metrics of number of adsorbed 
molecules and number of clusters. The color scale reflects the free energy proportional to the 
negative logarithm of the probability. Projections with fraction of ordered molecules see SI. 

Interestingly, during the self-assembly process, we have not observed critical 
nuclei, i.e. stable clusters of minimal size. We suspected that the absence of 
stable nuclei is due to the highly dynamic nature of the formed clusters, but (1) 
the time scale in which the self-assembly is complete may also be too fast for 
the formation of thermodynamically stable clusters, and (2) the system is 
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relatively small, which may mean that the simulation model still 
thermodynamically favors well-defined and stable nuclei. We conducted 
simulations with fewer adsorbent molecules to better sample the early stages of 
the process and to investigate the intrinsic equilibrium dynamics of the 
molecules at fixed surface coverages below 90%. Depending on the 
computational cost of a simulation we performed self-assembly simulations (i.e. 
starting from randomly distributed molecules in solvent; denoted ‘SA’), or 
cheaper rearrangement simulations (i.e. the initial structures already contain 
molecules adsorbed on the surface, to avoid waiting for adsorbent molecules to 
reach the surface; denoted ‘Re’). The results are presented in Figure 4.3b (blue 
symbols), which shows the fraction of ordered molecules as a function of bulk 
concentration at equilibrium. At low concentrations most of the adsorbent 
molecules form an unordered phase on the graphite surface. With increasing 
concentration, at first small (but still dynamic) ordered clusters are observed. 
Further increased concentration changes the appearance of the system from a 
liquid phase to an ordered phase and the number of ordered molecules is 
increasing. Long-ranged stable domains are only found above ~80% coverage, 
as evidenced by a high fraction of ordered molecules. Although the fraction of 
ordered molecules increases with the concentration we have not observed small 
stable assemblies, which could act as nucleus. This behavior was independent of 
the system size: even if the size of the graphite flake (and the number of 
adsorbent molecules) was increased by a factor of four, almost full coverage of 
the surface was necessary to observe a long-ranged ordered domain (Figure 
4.3b, olive symbols). 

Despite the fact that clear nucleation events have not been observed in 
our simulations, the transition from an unordered to an ordered assembly on the 
surface can be described using the nucleation-elongation model for 2D self-
assemblies at liquid/solid interface, developed by Matsuda et al.119–124 (Figure 
4.3c). Our modified version of this model (Eqs. (4-4) and (4-5)) assumes, that 
the assembly process can be described by two equilibrium constants: (a) a 
nucleation constant  between an adsorbent molecule in solution or on the 
surface in an unordered state (denoted ) and a free surface adsorption site 
( ) on the one hand, and an ordered state ( ) on the other hand (a molecule 
is in an ordered state when it has two close neighbors with the same orientation, 
by which we mean it can be parallel or anti-parallel, see SI for details), which 
acts as a nucleus on the surface; and (b) an elongation constant  between an 
adsorbent molecule in an unordered state and ordered clusters of any size ( ) 
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adsorbed on the surface (note that in the original model of Matsuda et al.13 this 
equilibrium is only between monomers in solvent and clusters on the surface): 

 with  

 
(4-4) 

 with for  (4-5) 

 

Using the steady-state approximation, an expression for the surface coverage of 
ordered molecules, θ, as a function of bulk concentration of adsorbent, , can 
be derived (a detailed derivation can be found in SI): 

   (4-6) 
 

where  is the degree of cooperativity defined as the ratio between the two 
equilibrium constants for nucleation and elongation, , and  is the 
maximum concentration of ordered molecules on the graphite surface. 
Parameter σ describes the tendency of formation of ordered structures 
depending on the number of molecules already present. When σ is close to one, 
adsorbed molecules have a high tendency to align with other molecules on the 
surface, even if just a few molecules are present (referred to in literature as the 
isodesmic mechanism13). When σ is close to zero this tendency is lower; 
molecules only tend to order when many molecules are in their vicinity 
(referred to in literature as the cooperative mechanism13). The data obtained for 
the surface coverage of ordered molecules from the equilibrium simulations at 
fixed concentration was fitted to the model, using , , and  as variables (see 
Figure 4.3c). The fit shows that σ is smaller than one, which means that a 
specific concentration of unordered molecules is needed to be present on the 
surface before elongation sets in. Indeed, molecules hardly order (i.e., interact 
only weakly with neighbors) until a certain concentration is reached (see Figure 
4.3c; ordering starts at around ~ which corresponds to , see also 

SI). After this concentration is reached, the system undergoes a phase transition 
from a liquid-like phase to an ordered phase. Complete ordering of the assembly 
on graphite starts with bulk concentration above 0.14 M. Since a similar trend 
can be found for the larger graphite flake, the ordering starts with a specific 
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concentration of molecules on the surface, rather than with a specific number of 
molecules on the surface (the latter would point to the existence of a critical 
nucleus of specific size). We also tried to develop a model which explicitly 
incorporates unordered adsorbed molecules as a separate state; however, the 
simpler nucleation-elongation model gives the most accurate description of our 
data (for the other model see SI). 

An increasingly popular analysis of simulation data is Markov state 
modeling101–103, which has been applied to relatively simple self-assembling 
systems with some success51,157. We investigated two Markov State Models 
(MSMs), one using the global metrics used thus far to describe the self-
assembly process and one using the molecule-based metric that determines 
which molecules can be classified as neighbors in an ordered cluster. The latter 
has been advocated as superior in self-assembling systems that form ordered 
structures158. Details can be found in the Supporting Information. Both MSMs 
indicated similar implied time scales for the slowest processes, suggesting 
analysis in terms of three hidden states. The three states can be interpreted as 
one consisting of largely unordered molecules (free in solution or adsorbed on 
the surface), and two interconverting states that differ in a subtle manner in their 
metrics, probably indicating more extensive and less extensive ordered 
domains. No metastable states are detected in this analysis. A free energy 
landscape in terms of the global metrics displays only a single minimum, the 
final assembled, ordered state (see Figure 4.3d). 

Isodesmic nucleation mechanism at low temperatures 

In contrast to the cooperative nucleation observed at higher temperature, we 
found that at the lower temperature the nucleation mechanism resembles 
isodesmic nucleation. At high bulk concentration at low temperature, the 
presence of multiple nuclei in combination with rapid adsorption leads to 
relatively many domains or defects (particularly zig-zag patterns) that do not 
heal on the time scales simulated here and also does not allow clear distinction 
of the mechanism (see SI). Therefore, for simulations at low temperature we 
used the concentration of AM25 almost twice as low as for the simulation at the 
higher temperature of 298 K (approximately 0.07 M), to avoid rapid saturation 
of the surface. In fact, we made sure that the number of adsorbent molecules is 
insufficient to saturate the surface to be able to better characterize the assembly 
process. Representative snapshots are shown in Figure 4.4a-h. In contrast, in 
simulations for such concentration at higher temperature the final structure does 
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not display any ordering of the assembly as discussed in the previous section 
(see Figure 4.3c). At low temperature, randomly distributed molecules in 
phenyloctane (Figure 4.4a) adsorb on the surface and quickly aggregate creating 
small, thermodynamically stable, clusters (Figure 4.4b-c). These structures act 
as nucleation sites and grow to larger ordered structures over time as new 
molecules arrive on the surface and join the existing clusters (Figure 4.4d-f). It 
can be seen that the arrival of molecules is slower than at higher temperature, 
due to slower diffusion in the solution and to lower bulk concentration. The 
clusters on the surface largely maintain their orientation, and are not seen to 
undergo large reorganization on the time-scale of the simulation of 5 μs (cf. 
Figure 4.4f-h, and a movie in the SI). This is also due to the slower diffusion of 
molecules and clusters on the surface.  

The details of the adsorption and nucleation stages were investigated by 
running four independent simulations of 5 μs, monitoring the same quantities as 
at higher temperature and averaging them. The results are shown in Figure 4.4i-
j. In contrast to the self-assembly process at higher temperature, at the lower 
temperature, right from the start, the number of adsorbed molecules (Figure 
4.4i, blue line) is larger than the number of clusters (Figure 4.4i, red line), 
which means that many molecules are part of clusters shortly after they adsorb 
to the surface. The Langmuir adsorption rate law (a fit is shown as the orange 
line in Figure 4.4i) is valid over the length of the simulation. The entire 
structure consists of many, small, ordered domains at different orientations. 
This is consistent with experimental evidence showing that upon surface 
saturation, the number of domains formed at low temperature is larger than at 
high temperature159. Mechanisms to heal such defects are discussed 
elsewhere152. At the lower temperature, there is no transition from an 
unorganized liquid-like phase to a solid phase, and most of the molecules are 
ordered (Figure 4.3b). In fitting the nucleation-elongation model (shown in 
Figure 4.3c), we assumed that is the same as for self-assembly at high 
temperature, i.e. the maximum amount of molecules which can adsorb does not 
change with temperature. From the fit it was found that at low temperature  is 
close to 1, which confirms that molecules which adsorb on the surface tend to 
create ordered clusters even for low bulk concentration. Although potentially 
interesting, MSM was not possible at the lower temperature due to too limited 
sampling; many more repeats of the simulations and/or adaptive sampling 
techniques would be required. In closing this section, it should be noted that 
although at the lower temperature the clusters preserve the overall structure and 
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act as independent and stable nuclei, to some extent they do demonstrate some 
desorption-adsorption dynamics, i.e., molecules detach from and attach to the 
clusters during the simulation; more information is given in the SI. 

 

Figure 4.4. Snapshots from a representative simulation of AM25 at 258 K. (a-h) Adsorption and 
nucleation phase. (i) and (j) information as for Figure 4.2, see caption to  Figure 4.2. 

Similarities to other processes 

We noticed that processes described here for physisorption are similar 
to those occurring in crystallization. Two established mechanisms are 
distinguished for crystal nucleation: the single step nucleation mechanism and 
the multistep nucleation mechanism11,12. In the single step nucleation 
mechanism, which is based on classical nucleation theory (CNT), molecules 
strongly interact with each other. Once a critical number of molecules form an 
assembly, the interactions are holding the molecules together in a stable cluster, 
called the nucleus. The nucleus grows by acquiring additional molecules, 
eventually creating a large long-range ordered structure. For our system a 
similar mechanism takes place at lower temperature. Molecules strongly interact 
with each other forming a nucleus (in our case a molecule strongly interacts 
already with a single neighbor). Alternatively, in the multistep nucleation 
mechanism, the interaction between molecules is weaker and the system stays in 
a liquid state: molecules diffuse, interact with each other, but do no create stable 
structures. With growing concentration, eventually local oversaturation occurs, 
in which ordered structure starts to appear, eventually expanding to form long-
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range ordered structure. This kind of mechanism applies for formation of 
SAMNs at higher temperature. Molecules firstly form a liquid-like phase, from 
which upon saturation forms the ordered structure. 

The self-assembly of functionalized alkanes on graphite also resembles 
the formation of self-assembled monolayers (SAMs) on other surfaces. One of 
the most studied SAMs systems is thiols on a gold surface. The process can be 
described as a special form of chemisorption, in which the adsorbent interacts 
with the substrate by covalent, but reversible interaction. The covalent binding 
and unbinding allows the adsorbent to retain some lateral diffusivity on the gold 
surface, which is, however, sufficiently slow to make an observation of the 
processes of adsorption and of rearrangements on the partially covered surface 
possible by experimental techniques160. Similar observations are made here for 
physisorbed alkane assembly on graphite as described for SAMs: the 
mechanism is temperature dependent160. Below a certain temperature molecules 
start to form small ordered domains, which grow and eventually cover the 
whole surface. Above this point, molecules do not coalesce and create a 
condensed phase (liquid-like or ordered structures with lower density). Upon 
increasing the concentration of adsorbent on the surface the structure 
reorganizes into the ordered assembly. Although the underlying nature of the 
interaction between adsorbent and surface is different, both behaviors are 
similar, and the most significant difference is their time-scale, which in case of 
the graphite surface is so short that it is challenging to study the process by 
experimental techniques. 

From  a molecular simulation perspective, the slowness due to the 
covalent binding and unbinding equilibrium warrants methods that predict 
morphology of SAMs by adding molecules one by one, running short steered 
MD simulations to test if a molecule wants to adsorb to an increasingly 
occupied surface, as recently done by Dietrich et al.161 They found that with that 
procedure, maximum occupation of the surface as known from experiment is 
not reached in the simulations. The final patterning was therefore later imposed 
by allowing binding only at certain sites. A better treatment would be to include 
sampling of the unbinding of the adsorbents, breaking the chemical bonds and 
possibly full desorption. The technique would need time-scales for the slow 
processes as input. Previous work by us on the physisorbed monolayers 
revealed that partial desorption of the alkanes is closely linked to the 
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rearrangement of molecules on a saturated surface and that the time-scales for 
these rearrangements are accessible by our model152. 

Conclusions  
In this work, we present unprecedented insights concerning the formation of 
long-range ordered lamellar structures of physisorbed self-assembling long 
functionalized alkanes on graphite. The simulations show that the overall 
mechanism consists of two simultaneous processes, being adsorption to and 
rearrangement on the surface. The rearrangement process starts with nucleation 
(formation of long-range ordered structures) followed by Ostwald Ripening. 
The mechanism of nucleation is temperature dependent. At lower temperature 
the mechanism is more similar to isodesmic nucleation: adsorbed molecules 
rapidly form independent, small, ordered domains, which subsequently grow by 
addition of new arrivals. The different orientations of the domains lead to many 
domain boundaries and the overall order remains low. At higher temperature, 
the nucleation process can be described by cooperative nucleation. Here, 
molecules adsorb on the surface forming a liquid-like phase, and only when a 
certain level of surface coverage by the adsorbent is reached, the whole 
structure undergoes a phase transition to an ordered structure. In both cases, 
after the nucleation step, relatively slow corrections of the structure can be 
described by Ostwald ripening.  

Taken together, in this work we have provided insights into the 
nucleation mechanism of physisorbed alkanes which is not accessible by other 
techniques such as STM. Moreover, our method can be used to predict the 
structure of the final assembly.  

Methods 
Model. A recently developed modified Martini coarse-grained model was used 
to study the adsorption, structure, and dynamics of functionalized long-chain 
alkanes on a graphite surface87,142. The model treats groups of roughly four 
atoms (not counting hydrogens) as the basic building blocks, called beads. For 
aromatic moieties, a two-to-one correspondence (mapping) is used to preserve 
the ring structure. The mapping of the long-chain functionalized molecules used 
in this study is shown in Figure 4.1. The Martini model was originally 
developed to study the self-assembly, structure and dynamics of lipids72, but 
was successfully extended to study a variety of other self-assembly processes 
such as bulk heterojunctions162, supramolecular assemblies163, and oil-water 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 95PDF page: 95PDF page: 95PDF page: 95

87 

emulsions164. Briefly, bonded interactions include harmonic bonds between 
neighboring beads and cosine-type harmonic angle potentials between triplets of 
beads. Non-bonded interactions are modeled using a shifted form of the 
Lennard-Jones interaction, ensuring that both potential and force smoothly 
approach zero at the cut-off distance of 1.2 nm, starting the shifting from 0.9 
nm. None of the adsorbents used in this study carry partial charges and there are 
no Coulomb forces between any of the beads. Beads are classified as 
hydrophobic (strongly partitioning into alkane solvent over water, C-type), and 
polar (strongly partitioning into water, P-type). The non-bonded interactions are 
parameterized based on partitioning free energies between different types of 
solvent of small model compounds, each represented by a single bead. The 
modifications of the model to make it suitable for adsorbents on a graphite 
surface are based on adsorption enthalpies of a range of compounds, and on 
preferential adsorption of long-chain alkanes over short-chain alkanes from a 
mixed solution. The parameterization involved defining a new bead type for the 
underlying graphite surface (SG4), optimizing the non-bonded interaction 
parameters of the beads with the surface and fine-tuning adsorbent-adsorbent 
interactions and the bonded parameters describing molecular geometry (bonds, 
angles, dihedrals), with the aim to semi-quantitatively reproduce packing on the 
surface. The present model uses the alkane (C1S and C1E) and alkanol/amide 
beads (P1) for the adsorbents and alkane (C1) and aromatic (SC4) beads for the 
solvent phenyloctane, as described by Gobbo et al.142 and detailed in the 
Supporting Information (SI). Validation of the adsorbents is reported in Gobbo 
et al.142; validation of phenyloctane is described in the SI.  

Simulation details. Simulations were done using the Gromacs package91,165, 
using several installations of versions 4 and 5 on different hardware platforms. 
The equations of motion were solved numerically using a time-step of 30 fs. A 
triclinic unit cell (simulation box) was used, with the lateral dimensions (x, y) 
fixed, so that the basal plane is commensurate with a hexagonal lattice of the 
graphite beads. The perpendicular dimension (z) was kept orthogonal to the 
basal plane, but not fixed in length. Periodic boundary conditions were applied 
in all directions. Pressure coupling to a pressure of 1.0 bar was achieved 
through the Berendsen barostat166 with a coupling time of 3.0 ps and a 
compressibility in the z-direction of 3.0∙10-5 bar-1. Temperature was maintained 
by coupling to a bath through a Berendsen thermostat166 with coupling constant 
0.3 ps. Different adsorbents were coupled to separate temperature coupling 
baths. The graphite beads were always frozen. Thus, there is no dynamics in the 
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beads making up the surface. Simulations were run at 298 K and at 258 K. The 
neighbor list update was done every 10 steps. 

Analysis and visualization. Results were analyzed by MDAnalysis167,168. 
Visualizations has been done by VMD169. 

Systems. An initial set of simulations was performed with systems consisting of 
18,000 graphite beads, 388 adsorbent molecules, and 10,476 phenyloctane 
molecules, resulting in a bulk concentration of approximately 0.14 M. The 
graphite surface contains five layers of beads with an area of 227 nm2, and is a 
small free-standing flake, i.e. the surface is not connected through periodic 
boundary conditions; the idea is to avoid possible packing defects of the 
adsorbents due to imposed periodicity (see SI). The systems were prepared by 
first filling the simulation volume with the graphite surface already present with 
randomly placed adsorbent molecules, and subsequently adding randomly 
placed phenyloctane solvent molecules. The adsorbent molecules were 6-bead 
and 8-bead linear chains with zero, one, or two polar beads. Representations of 
the adsorbent molecules are shown in the top panels of Figure 4.1. In the 
Martini model these molecules can be taken as representative of tetracontane 
(C24H50, ALK), tetracosanol (C24H49OH, AL1), N-heptadecanobutanamide 
(C4H9-CO-NH-C17H35, AM2), N-tridecanooctanamide (C8H11-CO-NH-C13H27, 
AM3), N,N′-decanomethylenebispentamide (C4H9-CO-NH-(CH2)10-NH-CO-
C4H9, AM25), N,N′-decanomethylenebisnonamide (C8H17-CO-NH-(CH2)10-NH-
CO-C8H17, AM36), but may also be interpreted as chains that are one to two 
atoms longer or shorter and have the amide groups shifted up or down the chain 
by one or two positions. The adsorbents will be referred to by their polar 
substituent pattern: ALK: alkane, AL1: alcohol group at bead 1, AM2: amide at 
bead 2, AM3: amide at bead 3, AM25: amide groups at beads 2 and 5, AM36: 
amide groups at beads 3 and 6. Except AM36 which consist of 8 beads, all 
molecules are represented by a 6-bead chain. The number of adsorbent 
molecules in these simulations is such that it allows full coverage of both 
surfaces by the adsorbent molecules, with some excess molecules remaining in 
solution. The initial set of simulations was run for at least 10 μs each. It is worth 
noting that coarse-graining smoothens the potential, which results in a speed-up 
of a process with respect to all-atomistic simulations. For water and lipid 
systems, the Martini model shows a speed-up of about four times compared to 
atomistic simulations72,87 (i.e. 10 μs coarse-grained simulation time is roughly 
equivalent to 40 μs of all-atom simulation time), but the scaling may be 
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different for the present system, and was not investigated. All times reported are 
coarse-grained simulation times. Simulations for selected systems were repeated 
with different random starting structures to gather more statistics on the early 
stages of monolayer formation. 

In order to test for nucleation of adsorbent domains on the surface and 
to study domain size and dynamics at partial surface coverage, additional 
simulations were performed with a smaller number of adsorbent molecules. For 
some simulations at 258 K, the initial structures already contain molecules 
adsorbed on the surface, to avoid simulating the slow process of diffusion of 
adsorbent molecules unto the surface.  

Simulations were also performed on larger systems, multiplying the 
initial size of the graphite flake by a factor of 4 (2x2 in lateral directions) to 
study formation, organization, and dynamics of larger domains for the molecule 
showing the most ordered surface structures, AM25. A complete list of 
simulations is presented in the SI. 
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Supporting information 
Methods 

Analysis 

Measuring/Characterizing self-assembled structures and self-assembly process 

To study the adsorption process in more detail several quantities were monitored as a function of 
time.  

1. The fraction of the surface covered by adsorbent. For this purpose, the molecules adsorbed 
to one of the surfaces were selected. A molecule was considered adsorbed when both its end 
beads were within 5 Å of the graphite surface in the Z direction (the substrate plane is the XY 
plane). Counting molecules then allows calculation of the fraction of the surface covered by 
adsorbent with the highest value of observed adsorbed molecules as denominator.  

2. The nematic order parameter. The nematic order parameter was calculated by considering all 
molecules adsorbed to one particular surface. First, the so-called director was calculated, by 
diagonalizing the matrix Qab=½Σj(3djadjb-1), where dj is the vector connecting the end beads of 
molecule j, and a,b denote {x,y,z}: 

 

 

(S4.1) 

 

The eigenvector D with the largest eigenvalue is the director. It characterizes a preferred 
orientation of the adsorbents, irrespective of directionality, i.e. rotating any molecule over 180 
degrees leaves the director unchanged. The nematic order parameter is then calculated from the 
dot products of the molecular vectors and the director as , where <> 
denotes averaging: 

 (S4.2) 

Low values of the nematic order parameter indicate little ordering or alignment, high values 
indicate high ordering. Note that the nematic order parameter may have a low numerical value 
while most of the molecules are part of a locally ordered cluster or domain. This is then due to 
different orientations of the ordered domains, as seen in Figure 4.4f-h in the main text, for 
example.  
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3. Cluster analysis. The organization on the surface is further characterized using a clustering 
algorithm. Clusters were built by identifying neighbors amongst the molecules on a surface. The 
analysis was performed separately for each surface. Molecules were considered neighbors if they 
are close to each other and showed similar orientation (not considering their direction) on the 
surface. Two molecules were considered neighbors if they were both stretched (their end-to-end 
distance being at least 21 Å) and (i) (a) their center-to-center distance was less than 10 Å and (b) 
the absolute value of the dot product between their molecular vectors (a molecular vector is the 
vector connecting the two end beads of the molecule) was larger than 0.98 (the angle is then 
smaller than 11.5 degrees), or (ii) (a) their center-to-center distance was less than 26 Å and (b) the 
absolute value of the dot product between one molecular vector and the vector connecting the 
potential neighbors was at least 0.98. In this manner both molecules lying parallel or antiparallel 
to each other within a lamella (first criterion) and in neighboring lamellae (second criterion) are 
included in the same cluster. Again, the directionality (parallel or antiparallel) was not considered 
by taking the absolute value of the dot product between molecular vectors. Illustrations of the 
criteria are shown in Figure S4.1. Molecules 1 and 2 (cyan text and dashed lines) are neighbors 
based on criterion (i) because their orientation is similar (the angle θ12 between the dashed line is 
small) and the distance between their midpoints is small. Molecules 3 and 4 (yellow text and 
dashed lines) are neighbors based on criterion (ii) because they lie head-tail (the angle φ34 
between the dashed line and drawn arrowed line) and the distance between their midpoints is not 
much larger than the length of a stretched molecule. Molecules 5 and 6 are not neighbors: 
although the distance between their midpoints is less that that of the length of a stretched 
molecule, meeting criterion (iia), the angle between the vector connecting their midpoints and the 
vector connecting the head and tail of one of the molecules is large, not meeting criterion (iib).  

After assigning all neighbor pairs, one molecule is picked as the first member of the 
first cluster. Its neighbors are added to the cluster, and their neighbors are added to the cluster, 
etc., until no more neighbors are found. One of the remaining molecules is then picked as the first 
member of the second cluster, its neighbors are added, etc. Figure S4.1 shows the clusters that 
were assigned for this particular snapshot by color. The molecules with two colors are single-
molecule clusters.  

Performing cluster analysis on different snapshots allows a monitoring of the self-
assembly process by gathering statistics on the clusters. The number of clusters is a measure of 
the extent of self-assembly into ordered structures on the surface. The average area of clusters is a 
measure of domain size on the surface. The standard deviation in the average area of the clusters 
is a measure for the homogeneity of the domain sizes. The area of the largest cluster is a measure 
of the extent to which molecules tend to form long-range ordered domains.  

4. Fraction of ordered molecules. The order of formed structures is measured by calculating the 
fraction of adsorbed molecules which are ordered, for at least half of the time during the final 10 
ns of simulation (i.e. longer than 5 ns). A molecule is considered ordered when it is in a lamella, 
that means when it has two neighbors (the center-to-center distance is less than 10 Å), and the dot 
product of their molecular vectors is larger than 0.98 (the angle is then smaller than 11.5 degrees; 
the molecules are parallel). The fraction of ordered molecules is the number of ordered molecules 
divided by the the total number of adsorbed molecules. 
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Figure S4.1. Cluster analysis. Molecules belonging to the same cluster are indicated by the same 
color. Three pairs of molecules illustrate the definitions of the angles θ and φ and the criteria for 
assigning neighbors for the clustering algorithm (see text for details). 

5. θ-φ plot. Scatter plots were made of all θ-φ combinations between pairs of molecules on the 
surface. Note that all molecule pairs are considered, not just the ones that are assigned to be 
neighbors. A single dot is shown at coordinate {cosθ, cosφ}. The angles θ and φ are defined in the 
description of the clustering procedure and illustrated in Figure S4.1. The pattern informs about 
longer-range ordering. Well-defined stripes in the θ-φ plot mean that molecules are oriented 
similarly over large distances at well-defined angles to each other. Within a lamella, the θ and φ 
angles are approximately perpendicular to each other. Between neighboring lamella, the θ and φ 
angles are close to each other. A domain with a different orientation shows up by similar θ and φ 
angles between pairs of molecules, one from each domain.  

6. Miscellaneous. The distance between the first and last bead of an adsorbent molecule indicates 
how stretched the molecule is. In a lamellar arrangement, molecules must be (almost) straight to 
pack well. The average distance between first and last beads of molecules can serve as an 
indicator for domain formation on the premise that domains contain mostly stretched molecules. 
Surface coverage was measured as the fraction of adsorbent molecules on the surface, full 
coverage being 1. This metric informs about kinetics of adsorption but may also be used to study 
correlation between surface coverage and domain formation.   

Plotting 

For clarity all plots are plotted using rolling mean (sometimes referred as running mean or 
moving average). Rolling mean creates series of averages of the subset of the full data. In this 
paper we use windows size 50 on which all data is presented. For comparison here we present a 
plot with and without rolling mean for the selected simulation (whose snapshots are presented in  
in the main text). 
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Figure S4.2. Plot in this paper are presented with rolling mean (window size 50). Figure presents 
comparison of raw results (black lines) and the results with rolling mean. Considerable noise can 
be observed in raw data. 

Solver 

The functions (adsorption and KJMA+OR model) are fitted with curve_fit from SciPy python 
package170. The method uses the Levenberg-Marquardt algorithm to minimalize the sum of 
squares of the residuals. 

Force-field 

In this work we used exactly the same force-field parameters as presented in paper by Gobbo et 
al.142. The summary of Lennard-Jones interactions is shown in Table S4.1, and the summary of 
bonded interactions are presented in Table S2. 

 

Table S4.1. Interaction matrix for used beads in the recommended model. Roman numerals 
indicate the Lennard-Jones type potential interaction level of the bead-bead interaction as given in 
the Martini model 2 (sigma = 0.47 nm; epsilon values (kJmol-1) II 4.5; III 4.0; IV 3.5; V 3.1; VI 
2.7). Prefixes denote a scaling of the standard C6 and C12 parameters (75 means scale by 0.75, 
375 by 0.375). Postfixes denote using a sigma other than 0.47 nm (43 means 0.43 nm, 24 0.24 
nm). The OO interaction level has epsilon = 102 kJmol-1). C1: alkane bead for short alkanes; C1S: 
alkane bead for long alkanes in the middle of a chain; C1E:alkane bead for terminal groups of 
long alkanes; SG4: graphite bead; SC4: benzene/phenyl bead; Polar: alcohol/amide bead. 

Bead C1 C1S C1E SG4 SC4 Polar 

C1 IV IV IV 75VI43 V VI 
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C1S IV III43 V43 75V43 V VI 

C1E IV V43 III43 75V43 V VI 

SG4 75V43 75V43 75V43 OO24 375V43 75V43 

SC4 V V V 375V43 75IV43 IV 

Polar VI VI VI 75V43 IV II 

 

Table S4.2. Bonded potentials used in this study. C1X = C1S or C1E, Pol is the polar bead 
representing bead containing an alcohol or amide functional group. SC4 is a benzene/phenyl bead. 

Bond V(b)=1/2 Kb (b- b0)2 Angle - 0)2 

Beads b0 (nm) Kb (kJmol-1nm-2) Beads 0 (deg) K  (kJmol-1) 

C1X-C1X 0.51 1250 C1X-C1X-C1X 180 30 

Pol-C1X 0.51 1250 C1X-Pol-C1X 180 30 

   Pol-C1X-C1X 180 30 

C1-C1 0.51 1250 C1-C1-SC4 180 25 

C1-SC4 0.37 2500 C1-SC4-SC4 150 50 

SC4-SC4 0.27 constraint    

 

List of all simulations 

Lists of all simulations are presented in Table S4.3. 

Table S4.3. List of all simulations performed for this work. 

Type of 
molecule 

Temperature 
[K] 

Time of 
simulation 
[μs] 

Number of 
molecules 

Number of 
solvent 
molecules 

Concentration 
[mM] 

Surface 
area 
[nm2] 

ALK 298 11.5 388 

 

10476 136.4 

 

227 

 AL1 14.0 

AM2 12.0 
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AM3 11.5 

AM36 10.0 

AM25 12.0 

1.8 

1.8 

1.8 

1.8 

1.8 

1.8 

1.8 

1.8 

1.8 

258 5 

5 

5 

5 

Nucleation; Influence of number of adsorbed molecules on order of lamella: 

Type of 
molecule 

Temperature 
[K] 

Time of 
simulation 
[μs] 

Number of 
molecules 

Number of 
solvent 
molecules 

Concentration 
[mM] 

Surface 
area 
[nm2] 

AM25 298 2.0 10 10476 3.7 227  

 
2.0 40 10476 14.9 
1.8 80 10476 29.0 
2.0 100 10476 36.8 
2.0 120 10476 44.1 
2.0 140 10476 51.2 
2.0 180 10476 65.5 
2.0 200 10476 72.6 
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1.8 230 10476 83.2 
1.8 260 10476 93.6 
1.5 300 10476 107.4 
1.5 300 10476 107.4 
1.5 300 10476 107.4 
1.5 300 10476 107.4 
1.5 300 10476 107.4 
1.5 320 10476 114.3 
2.0 330 10476 117.6 
2.0 330 10476 117.6 
1.5 340 10476 121.1 
1.5 360 10476 127.8 
1.5 420 10476 147.8 
1.5 440 10476 154.3 

258 (*) 5.0 10 10476 3.7 
5.0 40 10476 14.9 
5.0 100 10476 36.8 
5.0 140 10476 51.2 
5.0 180 10476 65.5 
5.0 200 10476 72.6 
5.0 260 10476 93.6 
2.5 300 10476 107.4 
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Type of 
molecule 

Temperature 
[K] 

Time of 
simulation 
[μs] 

Number 
of 
molecules 

Number 
of solvent 
molecules 

Concentration 
[mM] 

Surface area 
[nm2] 

Reorganization on large (2x2) graphite flake: 

AM25 

 0.72 1072 20176 177.3 

908 
 0.72 1152 20176 189.3 

 0.72 1232 20176 197.7 

 0.72 1392 20176 215.2 

Different condition (increased concentration, doubled volume): 

AM25 298 
1.5 776 10476 271.1 227 

 1.0 776 20952 140.4 

Different shapes of graphite flake, periodic boundary conditions: 

AM25 298 

0.9 388 5044 254.2 

227 
(free-
standing 
squared 
graphite 
flake, see 
Figure S3d) 

0.9 388 5044 253.3 

227 
(infinite 
graphite 
flake in 
cubic 
simulation 
box, see 
Figure S3b) 

10.0 388 5044 255.6 

227 
(infinite 
graphite 
flake in 
rhombic 
simulation 
box, see 
Figure S3a) 

 (*) To check if nucleation happens at lower temperature we took the last frame from a trajectory 
of simulation at 298K and used it as the initial frame for 258 K. Simulation of the entire process 
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was computationally too expensive at 258K, since molecules diffuse considerably more slowly to 
the surface at 258 K than at 298 K. 

Nucleation-elongation models 

Modified Matsuda’s nucleation-elongation model 

Here, we recall the derivation of the nucleation-elongation model for 2D self-assembly on an 
interface developed by Matsuda et al.119. The model takes inspiration from cooperative and 
isodesmic mechanisms of self-assembly of supramolecular polymers. It distinguishes two regimes 
of the process: nucleation and elongation. An unordered molecule in the solvent or on the surface, 

, adsorbs on the surface, S, creating a nucleus, . Then, the nuclei grow by coalescence 
with other molecules from solution, forming dimers, trimers, etc. 

The first step, the nucleation, can be described as an equation, and is associated with an 
equilibrium constant, : 

  (S4.3) 

 

The growth or elongation of the nucleus can be described as a series of reactions with 
associated equilibrium constants, , which for simplicity are assumed to be the same for all 
species: 

 
 

 
 

(S4.4) 

  

 
(S4.5) 

The amount of free graphite surface (the part of the surface on which molecules can adsorb) can 
be expressed in terms of a free surface concentration, : 

  (S4.6) 

 

where  is the fraction of occupied surface,  is the total surface (in our case of the 
graphite flake),  is the surface occupied by a single adsorbed molecule,  is Avogadro 
number, and  is the total volume of the solution. We simplify the notation of the functions by 
introducing the maximum concentration of ordered molecules on the graphite surface, : 

  (S4.7) 
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Therefore, the free graphite surface concentration can be expressed as: 

  (S4.8) 
At equilibrium - or steady state - we can now express the concentration of ordered clusters of size 
n adsorbents as: 

 
 

(S4.9) 

Where . 

Then we can calculate the total concentration of ordered molecules: 

 

 

(S4.10) 

 

because , for . 

Since 

  (S4.11) 
 

where  is the bulk (i.e., total) concentration of adsorbent molecules in the system, we can write: 

  (S4.12) 

 

This equation can be expanded to polynomial form, giving a cubic equation relating  and , and 
therefore, it can be solved analytically. We used the analytical form to fit the data. The solution 
has a spacious and complex form, and we don’t show it here. 

Intuitive example: fully adsorption controlled process 

To better understand the Matsuda function, let’s can consider special case, for a system which is 
completely adsorption controlled, that means . The above equation then can be transformed 
to the form: 
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  (S4.13) 
 

Therefore, for :  

  (S4.14) 
 

And we can express the surface coverage of ordered molecules as a linear function in the total 
concentration of adsorbents: 

  (S4.15) 

 

Therefore, surface coverage for the fully adsorption controlled process is equal to zero for 
; then it has the form of a linear function with a slope  , for  and finally 

for  is equal to 1. The boundaries of the function, come from the assumption that 

. 

Other models 

Although, the elongation-nucleation model gives a good fit to our data (Figure S4.3 and Figure 
4.3c in the main text), it does not include in its derivation a species of molecules that are adsorbed 
on the surface but that are not part of an ordered structure. In our simulations, we observe that 
during the initial stages of self-assembly molecules adsorb on the surface and create unordered 
clusters. When the concentration is large enough the clusters start to create ordered structures. 
However, in all simulation, even in the final stages, part of the surface is covered by these 
unordered molecules (see Figure S4.3, green points). We wanted to develop a model that 
explicitly includes this species. 

Here we show two attempts of development of such a model. However, the model of elongation-
nucleation developed by Matsuda gives a better fit (see Figure S4.3). 

Model 1: Rearrangement on the surface model 

In this model, in the first stage molecules adsorb on a surface, , but these do not create 
nuclei: 

  (S4.16) 
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The adsorbed molecules diffuse on the surface, eventually merging into bigger clusters that are 
considered to contain ordered molecules: 

  

 
(S4.17) 

 
 

 
 

(S4.18) 

  

 
(S4.19) 

 

The concentration of a cluster of size  can be expressed by: 

 
 

(S4.20) 

 

Where  and   

Then the total concentration of ordered molecules is:  

 
 

 

(S4.21) 

 

 

 

 

(S4.22) 

 

The resulting fit of our data to this model is presented in Figure S4.3 as model 1. The solution of 
this equation is unstable numerically, and strongly depends on the choice of the starting point. 
Therefore, we fitted it by scanning the variables and searching for the best solution as the one 
with the lowest mean squared error between data points and fit.  

Model 2: Rearrangement on the surface with gain of free surface 

Model 1 described above takes into account the rearrangement of molecules on the surface and 
the existence of an unordered phase, but it does depend only weakly on the available free graphite 
surface. In our simulations, we observed that at higher concentrations, when there is little or no 
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free space on the graphite surface, the equilibrium is strongly shifted toward ordered structures 
(see green points on Figure S4.3 which indicate the fraction of unordered molecules). 

In the second model we attempt to incorporate the gain of free surface area upon 
ordering of the molecules (ordered molecules are better packed than unordered ones). 

The first step is the same as in model 1: 

  (S4.23) 

 

Then, when molecules order, they create a better packed structure, resulting in a small gain of free 
graphite space: 

  

 
(S4.24) 

  

 
(S4.25) 

   

  

 
(S4.26) 

Where  is the fraction of surface which is released upon packing. Manipulation similar to the one 
shown for the nucleation-elongation model and for model 1 at this stage, in this case leads to: 

 
 

 

(S4.27) 

 
 

 

(S4.28) 

  

 
(S4.29) 

The resulting fit of model 2 to our data is also presented in Figure S4.3. The solution of this 
equation is unstable numerically, and strongly depends on a choice of the starting point. 
Therefore, we fitted it by scanning the variables and searching for the best solution as the one 
with the lowest mean squared error between data points and fit. 
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Figure S4.3. Surface coverage as a function of concentration for assemblies in equilibrium. 
Surface coverage is normalised to ordered molecules from the nucleation-elongation model (the 
y-axis is then the same as in Figure 4.3 in the main text). Blue dots represent ordered molecules, 
orange all adsorbed molecules (not necessarily ordered), and the green dots their difference, i.e. 
unordered but adsorbed molecules. It can be seen that from one point (around 0.09 M) the 
coverage by unordered molecules decreases. This is the result of limited available space on the 
graphite surface, and better packing allows more molecules to adsorb. The nucleation-elongation 
model with rearrangement on the surface is presented as model 1 (red line). The nucleation-
elongation model with rearrangement and gain of the free surface upon ordering is shown as 
model 2 (purple line). None of these models reproduces trend of the ordered molecules as well as 
the nucleation-elongation model developed by Matsuda (light blue line). 

Discussion 

The resulting trends of both developed models (model 1 and model 2) are similar to each other. 
This indicates that the gain of the surface upon ordering, if it is part of the mechanism, has little 
influence on the final trend. The inferior fit of these models compared to the Matsuda model 
indicates that the unordered part of the graphite flake, at least in equilibrium, might not be an 
important part of the model. This could indicate that the presence of edges of graphite flake 
(where molecules can easily desorb and are more mobile) is the reason for the disordering of 
molecules. 

Additional results 

Underlying graphite structure 

The simulations presented in this work were done for self-assembling systems on a finite graphite 
flakes, in contrast to the model published in the original paper by Gobbo et al.142 that connects the 
surface beads across periodic boundary conditions. For systems in a rhombic simulation box with 
an infinite graphite layer spanning through periodic boundary condition (Figure S4.4a), we were 
not able to reproduce correct alignment (for example22) of molecules to the graphite structure, 
whose hexagonal packing directions are indicated in the bottom right of the panels in Figure S4.4. 
When the simulation box was changed to cubic we observed a large number of kinks and defects 
(Figure S4.4b). This is due to minimization of surface tension between two different domains. 
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Although kinks are observed experimentally, in this case, the number of kinks is believed to be 
too large. To avoid the artifacts due to periodic boundary conditions, we use a finite graphite 
flake. For this system it was possible to reproduce parallel alignment of the main axis of 
molecules on the basal plane of graphite and long stable lamellae are observed (sometimes with a 
small number of kinks). Therefore if not stated differently, in all simulations mentioned here we 
are using the rhombic flake (Figure S4.4c). We also tested self-assembly on a squared free 
standing type of flakes (Figure S4.4d). In this case, we also reproduced the angle between 
molecules and basal vectors of graphite. This proves that the orientation of molecules is not 
driven by edges of the flake. We believe that this type of flake better represents reality as the 
lateral dimensions of all graphene layers are finite. 

 

Figure S4.4. Snapshots of final structures (top row) and distribution of the angle between the 
molecular vectors (examples as red bars in the top row) and the main symmetry axes of graphite 
(black) for different shapes of graphite layer (bottom row). (a) infinite graphite flake in a rhombic 
box (b) infinite graphite layer in a cubic box (c) free standing rhombic flake (d) free standing 
rectangular flake. The basal vectors of the underlying graphite surface are indicated in black in the 
bottom-right corner of each panel. 

Parameterization and validation of phenyloctane 

The solvent phenyloctane was mapped and described according to the standard Martini model 
version 287.  The mapping can be seen in Figure S4.5 in which the phenyl ring is described by 
three SC4 beads and its alkyl fragment by two highly apolar C1 beads. Bulk properties 
representative of the molecular interactions in the pure phenyloctane liquid model were used to 
validate the model. Although quantitative agreement is not expected due to the coarse grained 
nature of the model, simple comparison of the density of the liquid at 25 °C, enthalpy of 
vaporization and surface tension at 20 °C (see Table S4.4) shows that the standard Martini model 
can reproduce density and surface tension of phenyloctane reasonably well, but that the enthalpy 
of vaporization is too large. The latter is a common observation for the Martini model. 
Remember, however, that the Martini model is primarily parameterized to reproduce partitioning, 
i.e. free energy rather than enthalpy data. 
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Figure S4.5. (a) Phenyloctane (b) and its representation in Martini model. Yellow circles denote 
small alkyl beads (SC4); white circles denote alkyl-type beads (C1). 

Table S4.4. Comparison of experimental results with simulated values of density, enthalpy of 
vaporization and surface tension of pure phenyloctane. 

Physical data Empirical Value Model value 

Density of the liquid (25 °C) 0.854 g cm-3 [171] 0.786 g cm-3 

Enthalpy of vaporization 63 kJ mol-1 [172] 87 kJ mol-1 

Surface tension (20 °C) 30 mN m-1[173] 35 mN m-1 

 

Final structures  

Figure S4.6 shows the final structures of the different adsorbent molecules studied at 298 K. 
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Figure S4.6. Final assemblies on graphite surface of molecules studied in this work: (a) ALK, (b) 
AL1, (c) AM2, (d) AM3, (e) AM25, and (f) AM36. This figure is an extension of Figure 4.1 in 
the main text. 

Defects of the kind seen for molecules represented by coarse-grained structure AL1 (Figure 
S4.6b) were reported in the literature144. In Figure S4.7 we present a comparison of such a defect 
with experimental results. 
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Figure S4.7. Comparison of defect obtained by simulation and experiment from literature144. 

The additional final structures were analyzed as described in the Analysis section 5 of the SI in 
terms of the θ-φ plot, which measures the quality of the final structure. The results are presented 
in Figure S4.8. 

 

Figure S4.8. θ-φ plot of all studied structures in this work: (a) ALK, (b) AL1, (c) AM2, (d) AM3, 
(e) AM25, and (f) AM36.   The pattern informs about longer-range ordering. Well-defined stripes 
mean that molecules are oriented similarly over large distances at well-defined angles to each 
other. For all the plots the strongest stripes are close to cos(θ)=-1 and cos(θ)=1, which represents 
a parallel arrangement of molecules in structure. For AL1, AM25 and AM36 two strong stripes 
around cos(θ)=-0.5 and cos(θ)=0.5, indicate many molecules are arranged by 60° in respect to 
each other, which is a result of the presence of domains rotated by 60° with respect to each other. 
Many stripes for ALK show that the final structure is well defined, however, it has many different 
arrangements of molecules. 

 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 116PDF page: 116PDF page: 116PDF page: 116

108 

Comparison of experimental and simulated assembly of ALK 

Simulated assemblies of functionalized alkanes (i.e. AL1, AM2, AM3 and AM25) reproduce 
experimental results by creating assemblies where lamellae and molecules are oriented at an angle 
of 60 degrees with respect to each other. However, this is not the case for alkane (ALK) 
assembly, where experimentally lamellae and molecules are oriented by 90 degrees with respect 
to each other. This is a result of coarse-graining of the molecules and of the graphite surface (see 
Figure S4.9). If the adsorbents were arranged such that the lamella's central axis is at 90 degrees 
with respect to the long axis of the adsorbents, the beads would be at a distance ~0.47 nm (see 
middle scheme in Figure S4.9), which is the same distance as the sigma parameter of LJ 
interaction of beads (see Force-field section of this SI). Therefore, at this distance repulsion and 
attraction are in the balance. However, the energy minimalisation would result in a shift of the 
molecules with respect to each other, which would result in attractive interaction between beads 
(see bottom scheme in Figure S4.9): their distance is now closer to the minimum of the potential; 
moreover, most beads interact in this manner with two other beads from the same neighbor. In our 
simulations this shift is always favorable. It also plays a role in the observed difference in 
ordering of the AM2 and AM3 beads. The shift as shown in bottom panel of Figure S4.9 is 
referred to in the main text as offset by half a bead. Parallel arrangement as shown in the middle 
scheme of Figure S4.9 probably requires tuning the interaction both between the adsorbent beads 
and between the adsorbent beads and the graphite beads, but we did not attempt to do this.  
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Figure S4.9. The figure presents the origin of the mismatch between experimental and simulated 
assembly. As a result of coarse-graining, beads in the assembly where lamellae and molecules are 
arranged by 90 degrees with respect to each other are not in an optimal configuration. Therefore 
while simulating (or energy minimalizing) the assembly rearranges into an assembly where 
lamellae and molecules create 60 degrees angle with respect to each other. 
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Nematic order parameter 

The nematic order parameter can be used as a measure of the order of the assembly as a whole. 
Note that although the fraction of ordered molecules can be high, the number of clusters can still 
be high: molecules can be well ordered in many differently oriented domains. Therefore, the 
fraction of ordered molecules cannot be used as a measure of the overall orientational ordering of 
the entire assembly. Overall long-range ordering can be measured by the nematic order parameter, 
which is a measure of the orientation of all molecules in one direction. (For calculation, see 
Analysis section 2 in the SI.) It gives additional information about the mechanism. 

We observed that at higher temperature, often, the order of the assembly is gained over short time 
intervals, which can be observed as a relatively large jump of the nematic order parameter, 
occurring at different times in individual runs (Figure S4.10a, exemplified by panels 2f and 2g of 
Figure 4.2 in the main text). On average, the nematic order parameter follows a sigmoidal shape 
as a function of time, consistent with a stochastic process underlying the formation of long-ranged 
structure (red line in Figure S4.10a). 

The nematic order parameter at lower temperature shown in Figure S4.10b does not have one 
large rapid transition for any individual simulation, again in contrast to the observation at the 
higher temperature. At the lower temperature, there is no transition from an unorganized liquid-
like phase to a solid phase, and the increase in the average nematic order parameter is slow and 
steady as opposed to the sigmoidal shape at the higher temperature. The entire structure consists 
of many, small, ordered domains at different orientations, which is reflected in a low value of the 
nematic order parameter. Although not pursued here, it may be expected that further adsorption of 
molecules to reach saturation of the surface leads to more domains than observed at high 
temperature, separated by multiple domain boundaries. 

 

Figure S4.10. Nematic order parameter of self-assembly of AM25. Gray lines indicate results for 
(a) ten independent runs at 298 K and (b) four independent runs at 258 K. The thick black lines 
show the results for the representative trajectories discussed in the main text (black dots 
correspond to selected snapshots shown in Figures 2 and 4 in main text for higher and lower 
temperatures, respectively). The average nematic order parameter is shown as a thick red line. 
The nematic order parameter is a measure of a global ordering of molecules on a surface. (a) At 
high temperature order is gained over short time intervals, which can be observed as a relatively 
large jump of the nematic order parameter, occurring at different times in individual runs. On 
average, the nematic order parameter follows a sigmoidal shape as a function of time, consistent 
with a stochastic process underlying the formation of long-ranged structure. (b) At lower 
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temperature the nematic order parameter does not have one large rapid transition for any 
individual simulation, and on average increases slowly.  

Trajectory for ALK, AL1, AM2, AM3, AM36. 

Comparison of snapshots of representative trajectories for different molecules are shown in 
Figure S4.11. 

 

Figure S4.11. Snapshots of trajectory of formation of monolayers for studied molecules at 298 K. 

The parameters describing self-assembly process: number of adsorbed molecules, number of 
clusters and nematic order parameter for all molecules are presented in Figure S4.12. Figure 
S4.12a can be compared to Figure 4.2i in the main text; Figure S4.12b to Figure S4.10a.  
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Figure S4.12. Parameters describing self-assembly of different molecules on graphite surface at 
298 K. 

Markov State Model 

The apparent absence of clear nucleation events was confirmed by investigating two Markov 
State Models (MSMs), one using the global metrics used thus far to describe the self-assembly 
process and one using the molecule-based metric that determines which molecules can be 
classified as neighbors in an ordered cluster. The latter has been advocated as superior in self-
assembling systems that form ordered structures. Both MSMs indicated similar implied time 
scales for the slowest processes, suggesting analysis in terms of three hidden states. The three 
states can be interpreted as one consisting of largely unordered molecules (free in solution or 
adsorbed on the surface), and two interconverting states that differ in a subtle manner in their 
metrics, probably indicating more extensive and less extensive ordered domains. The global 
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metrics MSM allows visualization of a free energy landscape, which displays only a single 
minimum, the final assembled, ordered state. No metastable states are detected in this analysis.   

Here, we present results of MSM analysis which has been done using pyEMMA102 for 
self-assembling in high temperature. For low temperature there is insufficient sampling to 
perform this analysis. 

Markov State model with global metrics 

We analyze trajectories using the metrics presented in the manuscript (i.e., the number of 
adsorbed molecules, number of clusters and fraction of ordered molecules). The used metrics 
allow studying the system on a three-dimensional energy landscape. Its projections on two-
dimensional spaces are presented in Figure S4.13. From the pictures, it can be seen that the 
energy landscape is shaped as a slope leading towards the structure with a large number of 
adsorbed molecules and significant fraction of ordered molecules (i.e., towards a stable self-
assembled structure - from visual inspection this is a lamellar arrangement). Except for the stable 
state, it appears that the energy landscape does not have any local minima, which would reflect 
metastable states. 

 

Figure S4.13. Two-dimensional projections of the energy landscape from MSM using the metrics 
number of adsorbed molecules, number of clusters, and fraction of ordered molecules. The color 
scale reflects the free energy proportional to the negative logarithm of the probability. 

After discretization of the space (by K-means cluster analysis) and calculation of implied 
timescales, we have chosen a lag time 100 frames, which gave the best results for Chapman-
Kolmogorov test (see Figure S4.14). However, there is still a small difference between predicted 
probabilities and the one from the trajectories, which unfortunately means, that the exact values of 
the result can be interpreted only semi-quantitatively. 
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Figure S4.14. (a) Chapmann-Klogomorov test. (b) Implied timescale. (c) Separation between 
timescales. 

We have constructed the Hidden Markov Model with three discrete states, which is presented in 
Figure S4.15. From this picture, it can be seen that states below ~80 adsorbed molecules are not 
included in the model (because of the lack of the ergodicity). The model shows the reorganization 
of two states on the surface (in Figure S4.15 denoted as 0 and 1). Unfortunately, the division 
between these states is somewhat arbitrary, and both correspond to states in which most of the 
molecules are ordered on the surface.  
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Figure S4.15. Hidden Markov state model constructed with three macrostates. (a) Transitions 
between three macrostates, (b-d) Two-dimensional projections of energy landscape with centers 
of the clusters and its membership to one of the macrostates. (e-g) Distribution of number of 
clusters, number of adsorbed molecules and fraction of ordered molecules for different 
macrostates. 

Markov State model with molecule-based metrics 

However, measures used above describe the system as a whole and does not make a distinction 
between molecules and their particular state. We could think about a measure which would 
describe the system by describing the state of every single molecule. Such a system would then be 
described as a vector , where  describes the state of a single molecule. 
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However, one of the challenges of systems with many identical molecules is that such vector 
would depend on the numbering of the molecules174, and two exact systems with the different 
numbering of molecules would be described by a different vector. A simple trick to ensure that 
such vector is invariant on numbering, is to sort its values from smallest to largest. Such trick 
ensures invariance on numbering, however, it limits elements only to scalars. Therefore, as a 
measure of the a single element we chose the coordination number, which describes a molecule 
by number of its neighbors (in this work is used to calculate the fraction of ordered molecules, see 
SI). In such a vector every element has values  describing the number of 
neighbors. To understand it intuitively, let’s consider an example of a system with 5 molecules: 
the stat with 5 unordered molecules is described by , the state with two monomers 
and a cluster of three molecules is described by , and the state of a single strand 
lamella containing all 5 molecules is described by . The distances between the 
states can be easily calculated in Euclidean metrics: , , and 

. As it can be seen from these examples, we can compare systems simply by 
calculating the Euclidean distance between the vectors. The more similar systems are, the shorter 
the distance is, and the more different they are, the longer the distance is. 

Having such a detailed measure we were able to construct a Markov State Model again. We have 
again clustered the states by the K-Means algorithm. The implied timescales converged better 
than for the previous description; it seems that for even short lag-times some processes are 
invariant on its choice (Figure S4.16a). We have chosen a lag-time of 80 frames, which gave the 
best result for the Chapman-Kolmogorov test (Figure S4.16b). We could distinguish two slow 
processes. Therefore we have performed coarse-graining with three states. Unfortunately, results 
of coarse-graining are similar as for the previous measure (Figure S4.16c) and provide little 
additional insight. There are three states, but exchange occurs only between two. Moreover, since 
a long vector describes the system, it is hard to represent states in 2-dimensional space. However, 
we can reduce such a vector by calculating the distribution of coordination number in the states 
(see histograms in Figure S4.16c). As a result, we learn that the exchange between states is 
between two states that both have the majority of their molecules in ordered clusters, but which 
differ in the degree of 'orderedness', as quantified by the difference in the distributions of 
coordination numbers of the molecules in ordered clusters, which can be interpreted in terms of a 
difference in the number of ordered domains and/or size of the largest domain. 
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Figure S4.16. (a) Implied timescales. (b) Chapman-Kolgomorov test. (c) Hidden Markov Model 
and transition between states. States can be summarized by the histogram of coordination number: 
State 0 and 1 correspond to ordered structure (with state 0 more ordered), because most of the 
states have coordination number larger than two, and state 2 corresponds to less ordered structure, 
because most of the coordination numbers is below three. 

KJMA – fitting 

The Kolmogorov−Johnson−Mehl−Avrami equation (see also main text): 

  (S4.30) 
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is fitted utilizing the Python function curve_fit. The results of fitting the average size of the 
largest cluster of AM25 molecules are presented in Table S4.5. Although the function fits the 
average size of the clusters well, the values themselves appear to be much larger than commonly 
reported experimentally. Stabel et al.151  have investigated Ostwald ripening of 2-hexadecyl-
anthraquinon and tetradodecyl-octathiophen on highly oriented pyrolytic graphite. They have 
shown that a  defect of 2-hexadecyl-anthraquinon is coarsened in  and a  
defect of tetradodecyl-octathiophen is coarsened in 45 s, giving the rates of Ostwald ripening, 

, of  and , respectively. The fitted value of Ostwald ripening for our system 
is 5-6 orders of magnitude larger. Many factors could contribute to this speed up: the molecules 
studied here are smaller (and therefore more dynamic), therefore we would anticipate speed up of 
coarsening; a further likely cause is usage of coarse-grained force-field which in general speeds 
up dynamics72,87; finally, the small size of the graphite flake (and closeness of graphite edges) 
speeds up coarsening104. Thus, the numerical results shown here should be treated only semi-
quantitatively. 

Table S4.5. Fit parameters for AM25 self-assembly runs to KJMA+OR expression. 

 Estimated value 
  

  
  
 

 

  
  

 

Double concentration and double volume  

The influence of double concentration and excess of adsorbent was checked for AM25. 

Doubling the initial concentration of adsorbent, but keeping the volume of the simulation box the 
same as in the original set of simulations, results in shortening of the first phase of the self-
assembly process: molecules diffuse arrive more quickly at the surface through diffusion and 
adsorb on the surface. However, the quality of the final structure is decreased, and it takes longer 
for the molecules to rearrange into aligned lamellae. This is illustrated in Figure S4.17a-c. 

An excess of adsorbent was achieved by doubling the volume of the initial supernatant solution 
(including the adsorbent) of the simulation box while keeping the same size of the graphite flake 
(see Figure S4.17d). Therefore when the AM25 molecules cover the entire surface, a relatively 
large excess of molecules is present in the solvent (see Figure S4.17e,f). The adsorption phase 
follows exactly the same trend as for normal volume. However, after this phase the excess of 
molecules in the solvent slows down alignment of molecules on the surface, as indicated by the 
metrics shown in Figure S4.17g and Figure S4.17h. This trend is also observed experimentally119. 
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In both cases an excess of molecules in the solvent is present. However, in neither of them, we 
have observed the formation of a second layer on the surface.  

 

Figure S4.17. Influence of concentration on self-assembly of AM25 monolayers. (a-c) Snapshots 
of simulation of self-assembly with doubled initial concentration of adsorbed molecules (volume 
kept the same as for simulation in main text), (d-f) snapshots of simulation with doubled volume 
of simulation box (concentration kept the same as for simulation in main text), (g) number of 
clusters/adsorbed molecules as a function of time, (h) nematic order parameter (see methods). The 
black line is given as a reference to simulation present in the main text (see Figure 4.2). 

Self-assembly at high bulk concentration at low temperature 

Figure S4.18 show the assembly after 4.3 μs from high concentration (~0.14 M) at low 
temperature. It can be seen that assembly consist of many domains. The defects do not heal on 
time scale of the simulation. 
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Figure S4.18. Snapshot of assembly formed from high concentration (~0.14 M) at low 
temperature (258 K). 

Stability of clusters at lower temperature 

From analysis of the number of clusters and the number of adsorbed molecules, it can be seen that 
stable clusters are formed. However, observation of specific clusters revealed that they are stable 
only to certain extent and after long simulation runs they can rearrange, in particular that 
molecules exchange between well-formed lamellae over relatively long times. Figure S4.19 
shows how the number and size of lamellae remain similar after 2 and 5 microseconds of 
simulation, but by coloring the members of the clusters that exist after 2 microseconds, it can be 
seen that clusters acquire new members and that members from different clusters are exchanged 
between clusters. 

 

Figure S4.19. Simulation of self-assembly of 200 AM25 molecules on graphite flake at 258K 
after 2 μs and 5 μs. Although in both cases clusters can be observed, their internal structure 
changes over time. 

Description to supplemented video 

Trajectories were visualized using VMD169. To all the presented videos we applied trajectory 
smoothing to make videos more clear (for every video window of trajectory smoothing is 4). The 
solvent (phenyloctane) is not shown for clarity. 

SI_self-assembly_388mol_298K.mov: video presents the simulation of self-assembly of 388 
AM25 molecules on graphite surface at 298 K. The video shows a progression of self-assembly 
from the initial configuration at 0 μs until the formation of the stable self-assembled monolayer at 
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1.8 μs. The snapshots of this trajectory are shown in Figure 4.2 in the main text. Frames are saved 
every 1.2 ns. 

SI_self-assembly_200mol_298K.mov: video presents the simulation of self-assembly of 200 
AM25 molecules on graphite surface at 298 K. The video shows a progression of self-assembly 
from the initial configuration at 0 μs until complete adsorption and formation of unstable clusters 
at 2 μs. Frames are saved every 1.2 ns. 

SI_self-assembly_200mol_258K.mov: video presents the simulation of self-assembly of 200 
AM25 molecules on graphite surface at 258K. The video shows a progression of self-assembly 
from the initial configuration at 0 μs until the formation of large domain at 12.9 μs. Frames are 
saved every 9.0 ns. The snapshots of this trajectory are shown in Figure 4.4 in the main text. 
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Chapter 5 

Mechanism of Ostwald Ripening in 2D 
physisorbed assemblies at molecular time- 
and length-scales by Molecular Dynamics 

simulations 
 

Ostwald ripening can improve the long-range order of self-assembled 
monolayers by the growth of large domains and disassembly of smaller ones. 
Here, coarse-grained molecular dynamics simulations are used to study 
dynamics of the stable assembly and the coarsening of defects of physisorbed 
monolayers of long-chain functionalized alkanes. Our results show that the 
partial desorption from the surface of one or more adsorbent molecules is the 
essential process that allows other adsorbent molecules to rearrange on the 
surface and thereby improve alignment. We also show that the ripening process 
is faster at higher temperature, because the rate of partial desorption is higher. 

Chapter 5 Mechanism of Ostwald Ripening in 2D 
physisorbed assemblies at molecular time- and length-
scales by Molecular Dynamics simulations 
 

 

This chapter is published as: 

T.K. Piskorz, A.H. de Vries, S. De Feyter, J.H. van Esch, Mechanism of 
Ostwald Ripening in 2D Physisorbed Assemblies at Molecular Time and 
Length Scale by Molecular Dynamics Simulations, J. Phys. Chem. C, 2018, 
122, 42, 24380-24385. 
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Introduction 
Long-range ordered physisorbed self-assembled monolayers (SAMs) on a 
substrate surface are promising for building controlled nanopatterned structures 
as an alternative to conventional top-down methods currently used in 
industry111–114. However, obtaining perfectly aligned structures is still a 
challenging task175. The alignment of the final structure can be improved by 
Ostwald ripening, in which large domains grow at the expense of small 
ones151,156,176. A better understanding of the process could improve control over 
the alignment of the assemblies. 

The Ostwald ripening of physisorbed self-assembled monolayers has 
been studied experimentally using scanning tunneling microscopy (STM) by 
Stabel et al.151. They have shown that the process occurs while the adsorbents 
remain on the surface and is reaction-controlled, i.e. the limiting step is 
desorption from one domain and adsorption to another. Such a reordering on the 
surface was directly observed using STM125. This explanation assumes that a 
liquid-like zone exists between domains in which a molecule can rearrange and 
adsorb to a domain. However, more stable domains with tightly packed 
interfaces176 also can undergo coarsening. For example, for an alkylated 
porphyrin on graphite, the growth of one domain at the expense of another was 
shown to occur only at a defect125. Note that the term 'coarsening' in the context 
of domain formation and growth refers to the appearance of large, long-range 
ordered domains. Experimental studies of the molecular details of the 
coarsening process by STM are limited by its spatial and temporal resolution, as 
well as by potentially strong interactions between the probe and the 
adsorbent123.  

In this work, we provide a molecular level description of the coarsening 
process. Since the process happens on a short timescale, we choose to use 
molecular dynamics simulations to study these systems, which allow high 
resolution in time and space.  

Results and discussion 
Self-assembly on graphite. We utilize a recently developed variant of the 
Martini model to simulate adsorption from a solution and subsequent self-
assembly of molecules on a graphite surface at near atomistic resolution142. 
Molecules of a six-bead adsorbent, representing a long-chain alkane 
functionalized with amide groups (Figure 5.1a), were randomly placed in a 
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simulation box containing a graphite flake (Figure 5.1b), and solvent, 
phenyloctane, was added. In repeated simulation runs at 298 K, the adsorbent 
preferentially adsorbs on the surface, and forms an ordered structure after about 
2 μs, usually consisting of several large domains (Figure 5.1c). The mechanism 
of this process has been described elsewhere177. Simulation surrounded by a 
small number of molecules near the edge of the flake that have a different 
orientation, likely due a mismatch between the width of the lamellae and the 
size of the flake.  

 

Figure 5.1. (a) Molecule studied in this work and its coarse-grained representation. (b) Snapshot 
of initial system: graphite flake and randomly distributed adsorbent in 1-phenyloctane (not shown 
for clarity), (c) snapshot of an initial self-assembled monolayer after 2 μs of simulation, (d) 
snapshot of a well-ordered self-assembled monolayer after additional 5 μs of simulation. Inner 
lamellae (indicated by red; 2 nm from the edge of the graphite flake) do not undergo substantial 
structural changes. In contrast, molecules on the edge of graphite flake stay dynamic. 

Dynamics of the self-assembled monolayer. In order to better understand the 
dynamics of the defects, we first analyzed dynamics of the molecules in a 
single, stable, well-ordered domain, as illustrated in Figure 5.2d. We measured 
the rates of full and partial vertical desorption from and readsorption to the 
surface during a period of 5 μs. As an example, Figure 5.1c and Figure 5.1d 
illustrate the initial and final structures of such a run. In partial vertical 
desorption, two or more beads lift off the surface, but at least one bead remains 
on the surface (see Methods). To give a better impression of the types of 
desorption molecules display, Figure 5.2a shows some examples of partially 
desorbed molecules pointed out in snapshots taken from the simulations (and 
for clarity Figure 5.2b shows its schematic representation). It can be seen that 
one or more beads from a molecule can be lifted from the surface at different 
positions within the chain. The classification of different states and processes is 
schematically represented on Figure 5.2c. Figure 5.2f summarizes the results 
(additional results and study of different types of molecules can be found in 
Figure S5.1 and Table S5.1). The rates are represented by frequencies how often 
(on average) an adsorbed molecule vertically fully desorbs, or partially desorbs. 
The process of full vertical desorption is observed rarely, and mostly at the 
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edges of the graphite flake. The inner part of the assembly is especially stable 
(compare Figure 5.1c and Figure 5.1d). The full desorption of these molecules 
is ~10 times less frequent than desorption for molecules close to the edge of the 
graphite flake.  

 

Figure 5.2. (a) Snapshots and (b) schematic representation of examples of partially desorbed 
molecules. (c) Classification of different states and processes analyzed in this work. Snapshots of 
initial (d) one domain and (e) two domain structures of assemblies on graphite. For analysis, two 
parts of the assembly were distinguished: inner (molecules further than 2 nm from the graphite 
edge; indicated by red for one domain assembly and purple for two domain assembly) and outer 
(molecules within 2 nm from the graphite edge; indicated by white for one domain assembly and 
yellow for two domain assembly). (f) Rates of full and partial desorption of molecules from a 
self-assembled monolayer on graphite flake during 5 μs of simulations. 

Although it appears that the inner part of the assembly is static, a closer look 
reveals that partial desorption is frequent (the rate is ~10-20 times larger than 
that of full desorption). The lifetime of this partially desorbed unstable state is 
short (in all simulations ~1 ns, see Table S5.1), and molecules tend to readsorb 
quickly on the surface. 
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It is noteworthy that the dynamics of the assemblies depend on temperature and 
the chemical nature of the adsorbents. By increasing the temperature, the 
monolayer becomes more dynamic, which can be observed as the increased rate 
of full and partial desorptions (Figure 5.2f). 

The dynamics of the molecules in the single domain were contrasted with that 
in assemblies composed of two domains separated by a domain boundary 
(Figure 5.2e), which shows that the partial desorption in the latter case is more 
frequent (see Figure 5.2f). This finding can explain “fuzziness” of domain 
boundaries observed on STM images156. At the domain interface, molecules 
have different orientations, which hinders stabilization by alignment of the 
functional groups, resulting in more frequent partial desorption. Increased rate 
of desorption/readsorption of molecules near defects was also observed 
experimentally for systems of long-chain functionalized alkanes148. 

Ostwald ripening. Ostwald ripening (in the context of physisorbed self-
assembled monolayers sometimes referred to as self-healing or domain 
coarsening) is a process in which large domains grow at the expense of small 
ones151. The thermodynamic force driving this process is the decrease of 
interfacial energy generated by different domain boundaries. In our earlier 
work, most of the independent repeated self-assembly simulations led to well-
ordered lamellae in an equilibrated state, but we observed several types of 
defect, with long lifetimes. Here, we elaborate on the domain coarsening of two 
types of defect: (a) two large domains which both occupy a large area of 
graphite and (b) a small defect surrounded by a large domain. 

Firstly, we analyzed coarsening of two domains with different orientations 
which span on the entire graphite flake. Figure 3a shows a zoomed-in image on 
the domain boundary, the full graphite surface can be found in Figure S5. 
Molecules are colored on the basis of their initial membership of one of the two 
domains. As mentioned before, the structure is most dynamic on the interface of 
two domains. We observed that in both temperature regimes one of the domain 
orientations starts to dominate. Figure 5.3b-c show the changes in organization 
at lower temperature, Figure 5.3d-f at higher temperature for one out of six 
independent simulations of this process. At low temperature the coarsening 
process occurs in several distinct stages. Local fluctuation causes one of the 
lamellae of one domain to grow at the expense of the second domain. One by 
one, lamellae start to extend by rearrangement of the second domain, until the 
entire surface is covered by a single domain. The increased alignment can be 
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seen as small jumps in nematic order parameter plot (see Figure 5.3g, blue line; 
see Methods). In the higher temperature regime this transformation is more 
dramatic. The instability on the domain boundary progresses through the major 
part of one of the domains, resulting in disassembly of the domain into partially 
ordered clusters. These clusters restructure and align with the second domain, 
covering the entire flake. This can be seen in the nematic order parameter as a 
small decrease (disassembly of one of the domains) followed by a sudden 
increase which leads to ordered structure (see Figure 5.3g, red line). At both 
temperatures, kinks occur in lamellae structure, forming “zig-zag” patterns. 
Such structures have been observed amongst others in docosylether physisorbed 
on graphite, and were characterized as the effect of a pair of twin boundaries 
between lamellae. In the study by Padowitz at al. 148, motion of the pair of twin 
boundaries was observed. A twin boundary is the result of the change in 
displacement or shift between two neighboring molecules within a lamella, in 
which the angle between the lamellar axis and the molecular axis is not 90°, but 
60°. In our model, there is such a displacement between neighboring molecules, 
because of the coarse-grained nature of the beads. The lateral interaction 
between neighbors is more favorable if the neighboring molecules are displaced 
by half a bond length, because a bead interacts with two neighboring beads 
instead of one. More discussion can be found in SI. 

Although both assemblies show increased order, the composition of the final 
structure is different. At the lower temperature, the reorganization is local, and 
molecules rearrange on the surface, i.e. without full desorption. In the final 
structure, it can be clearly seen that the assembly was formed from different 
domains by reorientation of the molecules in one of the domains. In contrast, 
the rearrangement in the higher temperature regime leads to extensive mixing of 
the molecules in the final structure. This indicates that significant rearrangement 
of the molecules was involved. By looking at the trajectories, several types of 
molecular rearrangements can be observed. It is difficult to quantitatively 
classify these events; we feel the nematic order parameter is a useful measure to 
monitor the increased ordering. Movies of several rearrangement events are 
provided in SI.  
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Figure 5.3. Reorganization of two domains with a different orientation. (a-f) Snapshots of two 
representative trajectories. The color of the molecules (red and yellow) indicates initial 
membership to one of the original domains, whereas white color indicates molecules which are 
not a part of the original domains (they originate in the supernatant or from the edges of the 
flake). At both temperatures the domains rearrange, but at lower temperature (b-c), they do not 
mix extensively, whereas at higher temperature (d-f) they do. (g) Nematic order parameter for the 
process at room temperature (blue) and high-temperature regime (red) for six independent 
simulations. The bold lines represent the nematic order parameter for the simulations from which 
the snapshots were taken. At higher temperature molecules align faster. 
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The second type of commonly observed defect is one in which in the middle of 
the well-ordered structure, a small defect is incorporated, as shown in Figure 
5.4a (snapshots of the whole system can be found in SI). We constructed a 
single large domain with one such defect in order to be able to study only the 
rearrangement of the defect. This way we avoid all the issues present in the two-
domain study such as edge effect, imperfect packing etc. Defects that are close 
to an edge of the graphite flake rapidly disappear due to increased mobility on 
the edge of the flake, see SI. We ran several instances of simulations and 
observed different behavior at different temperatures (Figure 5.4b-e and Figure 
5.4f-i). Similar as for coarsening of two domains, the process is slower at the 
lower temperature (Figure 5.4k). At the lower temperature reorganization 
occurs on the surface of the graphite flake; molecules partially vertically desorb 
resulting in free space on the graphite flake for other molecules to laterally 
desorb from one domain and readsorb on the other. At higher temperature the 
partial vertical desorption occurs more often. This results in higher lateral 
mobility of the molecules on the surface, effectively speeding up the healing. It 
is noteworthy to mention that vacancies on the graphite flake were not 
observed; the area freed by (partially) desorbing molecules is occupied by beads 
of adsorbent or solvent molecules within the time between snapshots (which is 
30 ps).  
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Figure 5.4. Reorganization of a small defect surrounded by a large domain. Selected beads of the 
molecules that constitute the defect are colored red. (a) Snapshot of starting small structure defect. 
(b-e) Representative snapshots of Ostwald ripening at higher temperature and (f-i) at lower 
temperature (the molecule indicated by yellow color takes part in final healed structure, although 
at the beginning it was part of the well-ordered lamella), (j) representative snapshot of healed 
structure. (k) Nematic order parameter of the defect molecules with respect to the large-domain 
director for the process at lower temperature (blue) and higher temperature (red). The bold lines 
represent the trajectories from which snapshots were taken; the snapshots are indicated by the 
letters. At high temperature, the process starts early, and it is fast, whereas at room temperature it 
takes longer to begin the process, and when initiated it takes a longer time to complete. 
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Finally, simulations of an asymmetrically functionalized molecule (see SI) 
showed that the rearrangement process of the isolated domain occurs in similar 
fashion as for the symmetric molecule described above. Although partial 
desorption rates for different molecules differ, we do not have enough statistics 
to make statements about how these affect the rate of the rearrangement of the 
isolated domain. 

Mobility. Our simulations at different temperatures suggest that the rate of 
coarsening depends on the partial vertical desorption of molecules from the 
surface, which is enhanced near the edge of the graphite flake, at domain 
boundaries, and at higher temperature. Partial vertical desorption is expected to 
increase the lateral mobility of molecules on the surface because packing is less 
tight. We previously also observed that when the surface is not completely 
covered, the lateral mobility of adsorbent on the surface is high177. To 
investigate the influence of the partial desorption on the surface mobility, we 
imposed forces in the z-direction (the normal vector to the graphite plane) 
restraining the adsorbed molecules to the surface, thereby suppressing (partial 
and complete) desorption. For a single molecule, the restraining force can be 
related to adsorption energy. We randomly removed ~10% molecules from the 
system and observed changes in the mobility. Increasing the restraining force 
leads to a drop in mobility (see Table S5.2 for quantification). Thus, the lateral 
mobility of the molecules on the surface strongly depends on the level of partial 
desorption. Our simulations are consistent with the view that molecules do not 
need to fully desorb from the surface to enable coarsening; the coarsening 
process is, however, slowed down considerably if the molecules are more 
tightly bound to the surface.  

Conclusions 
In this work, we systematically studied the mechanism and the parameters 
influencing the Ostwald ripening process of self-assembled monolayers. We 
observed that molecules are more mobile on the interface between different 
domains, and they tend to partially vertically desorb from the surface. Partial 
vertical desorption allows Ostwald ripening to take place: molecules can 
laterally desorb from one domain, laterally diffuse and adsorb on another. Since 
the rate of partial desorption is higher on the interface, in the long term, the 
defects promote coarsening. In all of the simulations, increasing the temperature 
resulted in speeding up the healing of structure. This is caused by increased 
desorption from the substrate. However, higher temperature also results in a 
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substantial mixing of the adsorbed molecules on the surface. If the assembly 
consists of identical molecules, as in this work, this effect is irrelevant; 
however, it can be crucial for assemblies consisting of various molecules and 
must be taken into account. Although we did not follow the effect of different 
solvents here, we expect it to be similar to the temperature effect: a different 
solvent could influence partial desorption from the substrate, thus speeding up 
or hindering the healing. We believe that all of the presented results give a clear 
picture of the mechanism of Ostwald ripening.  

Methods 
Coarse-grained model. Simulations were performed using Gromacs 5 
software91 with the Martini coarse-grained force-field87. The Martini force-field, 
initially developed for lipids, was adapted rapidly for other biomolecules87,88, 
and recently to adsorption and self-assembly of small organic molecules on 
graphite142. As a rule of thumb, the force field represents the system by treating 
four non-hydrogen atoms as one bead (except for atoms inside a ring, where 
mapping is 2:1). Here, we studied a six-bead molecule with two polar beads, 
which can be viewed as a coarse-grained representation of N,N’-
dodecanomethylenebishexanoamide. Results for other adsorbents can be found 
in the SI. Self-assembly on a graphite surface of these molecules has been 
studied in the past145. The molecules were randomly distributed in the system 
and solvated in phenyloctane. The molecules adsorb on the surface and form 
long-range ordered lamellar structures, which are aligned with the underlying 
graphite layer (see SI). After 2 μs of simulations an ordered structure formed on 
a graphite flake. Most often a single, well-ordered domain is formed. However, 
in some instances, we observed several domains. We used them to study their 
coarsening by further simulation up to 6.5 μs. For self-healing of the small 
defect, a well aligned long-range ordered structure was used. Five molecules in 
the middle of the structure were rotated by 60°. Then the simulations were 
carried out for another 4 μs. All simulations were run at two temperatures – 298 
K referred here as lower temperature, and 308 K, referred as higher 
temperature. We intentionally avoid referring to the absolute temperatures 
because in general it is difficult to interpret temperature scales in coarse-grained 
models178. We also performed simulations at 318 K, at which long-range 
ordered structure completely disappears (see SI).   

Analysis of monolayer. Vertical desorption was analyzed as two separate 
telegraph processes179 describing desorption and partial desorption, respectively. 
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For analysis of desorption, molecules were assigned to one of two states: 
adsorbed (all beads are adsorbed) or desorbed (all beads are desorbed). A single 
bead is considered adsorbed if it is within 0.5 nm from the graphite surface. The 
residence time of an adsorbed state was calculated, and from it, rate of 
desorption, i.e. the change from adsorbed to desorbed state, was calculated. 
Similar calculations were performed for the partial desorption process, in which 
molecules were assigned to one of three states: fully adsorbed (five or six beads 
adsorbed), partially adsorbed (one to four beads adsorbed) and fully desorbed 
(all beads desorbed). The residence time of a fully adsorbed state was calculated 
and from it the rate of partial desorption, i.e. change from fully adsorbed state to 
partial desorbed state, was calculated. Details of this analysis can be found in 
SI. 

Nematic order parameter quantifies alignment of a structure. To calculate the 
parameter, first the preferred orientation (director) has to be found. This is 
achieved by finding eigenvectors of the matrix 

, where  denotes the molecular vector (vector connecting the two 

ends of molecule) of molecule , and the sum runs over all adsorbent molecules. 
The eigenvector with the largest eigenvalue is called the director, , and it is the 
preferred orientation of the molecules. The nematic order parameter is 
calculated as a sum , where  is angle between the 
director, , and the molecular vector of -th molecule, . Low values mean that 
the molecules are oriented in random directions, a value close to one means that 
all molecules are aligned in the same direction. In case of self-healing of small 
defects, the director was calculated with respect only to the large well-ordered 
structure. 
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Supporting Information 
Different types of molecules 
We analyzed dynamics of assemblies consisted of different types of six-beads molecules (Figure 
S5.1a): AM25 (two polar in position 2 and 5, this molecule is the focus of the article), AM2 (the 
polar bead in position 2), AM3 (the polar bead in position 3), ALK (no polar beads), AL1 (the 
polar beads in position 1). The stability of the structures was highest for AM25 molecules (the 
focus of the article) due to the presence of two polar groups, which stabilize the lamellae. 
Although the stability of the assemblies varies across different molecules (Figure S5.1d), the same 
conclusions can be drawn: (a) inner parts of assembly are much more stable than parts close to the 
edge of the graphite flake, (b) the frequency of partial desorption is ~10 times higher than the full 
desorption (compare timescale of partial and full desorption). It is also noteworthy that when a 
molecule desorbs, readsorption occurs on a similar time scale (~ 10 ns) across all types of 
molecules. All results are summarized in Table S1. 

 

Figure S5.1. (a) Studied molecules and their coarse-grained representation. Snapshots of self-
assembly of these molecules: (b) initial system, (c) self-assembled systems after 2 μs (the 
molecules in the inner part of the assembly, ~2 nm from the edge, are indicated in red), (d) the 
same assemblies after additional 5 μs of simulation; these 5 μs of simulation were used for 
analysis, (e) further 4 μs (in case of AM25 5 μs) of simulations, not analyzed in this work. 

Underlying graphite structure 
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The distribution of angles between molecular vector and the main symmetry axes of graphite 
(Figure S5.2a) in self-assembled monolayers are close to 0 and 60 (Figure S5.2b-d), which 
indicates that molecules which are part of the ordered domains align with underlying graphite 
structure. 

 

Figure S5.2. (a) Snapshot of self-assembled monolayer after 2 μs of simulations (the same as 
Figure 5.1c in main text), red line exemplifies the molecular vector of adsorbent, and the black 
lines show main symmetry axes of graphite. (b-f) Distribution of the angle between the molecular 
vectors  and the main symmetry axes of graphite for (b) self-assembled monolayer after 2 μs of 
simulation (Figure 5.1c in main text; Figure 5.2a), (c) self-assembled monolayer after additional  
5 μs of simulation (Figure 5.1d in main text), (d) two-domain self-assembled monolayer (Figure 
5.3a in the main text; Figure S5.5a). 

Rates of partial and full desorption 

Vertical desorption was analyzed as two separate telegraph processes179 (Figure S5.3 and Figure 
5.2 in the main text). The telegraph process is a description of a process as a sequence of 
numbers, representing different states (Figure S5.3b schematically represents different states and 
Figure S5.3a show example snapshots). To describe full desorption, we assign to every molecule 
one of two states (Figure S5.3c): adsorbed, when all beads are adsorbed, or desorbed when all 
beads are desorbed. A single bead is considered desorbed if it is at least 0.5 nm from the graphite 
surface Then, we analyze the trajectory for a single molecule by measuring the time spent in one 
of these states. We average these times over all molecules present in the system, obtaining an 
average residence time of adsorbed state, , and desorbed state, . Since the only change from 
the adsorbed state is to the desorbed state, we can calculate the rate of leaving the adsorbed state, 
that means the rate of desorption as . Similarly, we can calculate the rate of readsorption 

as . The process of partial desorption is calculated in the same manner. In this case, we 
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distinguish three states (Figure S5.3d): fully adsorbed, when five or six beads are adsorbed, 
partially adsorbed, when one to four beads are adsorbed, and desorbed when all beads are 
desorbed. The relaxation time of adsorption-desorption of only one bead from a molecule is too 
short to be resolved; therefore, the molecule with one desorbed bead is considered as adsorbed. 
Similarly, we calculate residence times of fully adsorbed state, , partially adsorbed state, , 

and desorbed state, . The rate of partial desorption can be then calculated as , and 

similarly rate of desorption as . Since molecule in partially desorbed state can change 

state to two different states (fully adsorbed or desorbed), the rate  is hard to interpret. The rates 

of desorption,  , and partial desorption (for both cases is the same),  are represented as a bar 
chart in Figure 5.2f in the main text. All rates , , and , as well residence time of partially 
adsorbed state, , are shown in Table S5.1. For asymmetric molecules (i.e. AM2, AM3, AL1) 
we counted which side of the molecule (with or without polar bead) partially desorb more often. 
In these type of molecules, apolar part of the molecules desorbs more often, which probably is a 
result of strong interaction between polar beads in lamellae. 
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Figure S5.3. Scheme representing different states of molecules. (a-b) Molecules are classified to 
different states depending on the number of adsorbed beads. Different states are presented on (a) 
as a representative snapshots of simulation or on (b) as schematic representation. A single bead is 
considered desorbed if it is at least 0.5 nm from the graphite surface. (c) States used for telegraph 
analysis of desorption: adsorbed (one to six beads adsorbed) and desorbed (all beads desorbed). 
(d) States used for telegraph analysis of partial desorption: fully adsorbed (five or six beads 
adsorbed), partially desorbed/adsorbed (two to six beads are desorbed) and fully desorbed (six 
beads are desorbed). 

Table S5.1. Rates of partial and full desorption and residence time of the partial desorbed state of 
molecules from an assembly on a graphite flake for five different functionalized long alkanes, see 
Figure S5.1. The calculation of the rates and residence time is explained in the text accompanying 
Figure S5.3. For partial desorption of asymmetric molecules, we counted which side of the 
molecule (with or without polar bead) desorbs more often, and the percentage of desorption of 
polar side is shown in brackets. 

Molecule Part of flake Rate of 
desorption,  
[μs-1] 

Rate of partial 
desorption,  
[μs-1] 

Residence 
time of 
partial 
desorbed 
state,  
[ns] 

Rate of 
readsorption, 

 [μs-1] 

AM25 Inner 298K 0.49 4.46 0.66 84.59 
308K 2.43 22.18 0.58 116.95  

Outer 298K 5.77 55.89 0.63 85.77  
308K 8.55 71.43 0.58 105.40 

2 domains 
Inner 

298K 1.79 17.85  0.68 93.76 
308K 2.76 24.80 0.62 96.82 

2 domains 
Outer 

298K 6.00 66.94 0.62 93.71 
308K 8.22 69.67 0.61 99.39 

AM2 Inner 

1.23 

20.73 
(polar side: 
33%)  

0.66 

93.30 
Outer 

6.47 
79.11 
(polar side: 

0.67 
85.88 
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41%) 
AM3 Inner 

5.54 

94.37 
(polar side: 
42%) 

0.54 

107.51 
Outer 

6.78 

117.19 
(polar side: 
45%) 

0.56 

118.89 
AL1 Inner 

0.26 

7.24 
(polar 
side:42%) 

0.74 

733.94 
Outer 

4.86 

72.46 
(polar side: 
38%) 

0.78 

88.50 
ALK Inner 0.64 9.41 1.66 65.79 

Outer 5.33 74.65 0.77 126.79 
 

Ostwald ripening close to the graphite flake edge 

We have observed that defects, which are close to the edge of the graphite flake coarsen faster due 
to increased mobility of molecules in this region (see Table S1). See Figure S5.4. 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 148PDF page: 148PDF page: 148PDF page: 148

140 

 

Figure S5.4. Self-healing of an isolated defect close to the graphite edge and surrounded by a 
larger cluster; compare to Figure 5.4 in the main text. Five independent simulations of the process 
were performed at 298 K. 

Diffusion coefficients 

Influence of partial desorption on the mobility of molecules was checked by imposing harmonic 
restraining forces in the z-direction (the normal vector to the graphite plane). This additional force 
was applied to all beads of all adsorbent molecules and not to beads of solvent molecules. 10% of 
adsorbent molecules were removed from the system to avoid very low diffusion due to tight 
lateral packing of long-range ordered domains. We observed that diffusion dropped with 
increasing force constant (Table S5.2a).  
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Table S5.2. Lateral diffusion coefficient and its dependence on partial desorption. 

Force constant [kJ/mol/nm2] Lateral diffusion coefficient [m2/s]  
0 3.3∙10-10   
10 6.3∙10-12  
500 2.5∙10-12  
 

Ostwald ripening of two-domain system (whole) 

Figure S5.5 presents the full view of the Ostwald ripening of two domains of self-assembled 
monolayers oriented in different directions. Zoom-ins are shown in Figure 5.3 in the main text. 

 

Figure S5.5. Ostwald-ripening of self-assembled monolayer consisted of two domains at low (b-c) 
and at high (d-f) temperature. Figure show reorganization of the whole assembly. 

Zig-zag patterns 

Zig-zag patterns are observed in almost all our simulations of these long-chained molecules. As 
explained by Padowitz et al. (their Figures 5 and 7), their occurrence is a reflection of one or more 
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twin boundaries, in which the displacement or shift between two neighboring molecules within a 
lamella changes. In this case, the angle between the lamellar axis and the molecular axis is not 
90°, but 60°. Whether or not this occurs depends on the nature of the adsorbent molecules. In our 
model, there is such a displacement between neighboring molecules in general, because of the 
coarse-grained nature of the beads. The lateral interaction between neighbors is more favorable if 
the neighboring molecules are displaced by half a bond length, because a bead interacts with two 
neighboring beads instead of one.  

In our simulations, we observe 2-3 kinks in long lamellae, consisting of 30-40 molecules, which 
are rather dynamic and often disappear during long simulation, but may also appear. We therefore 
view them as defects that can heal.  

In our view, the free energy difference between a straight lamella and one showing a 
zig-zag pattern is probably relatively small. The zig-zags can easily accommodate defects or 
domains at a different orientation, as can be seen in Figure 5.3b-c in the bottom left-hand corner. 
While maintaining an overall favorable lamellar structure, in particular enabling parallel lamellae 
to remain in favorable contact, the zig-zags sacrifice a little free energy by kinking. It would be 
interesting to substantiate this belief by explicit calculation of the free energy difference. We 
expect this is in principle possible, but also non-trivial to implement correctly in simulations, and 
are not able to complete this now.  

In support of the view that the zig-zags can be seen as defect, note also that the zig-zags 
are observed at both high and low temperatures, as can be seen in Figure 5.3c, and Figure 5.3e, 
respectively. The difference is that the zig-zag defect heals at high temperature on the simulated 
time scale, whereas it does not at low temperature, which is consistent with the slower healing 
process at lower temperatures. 

The dynamics of a zig-zag pattern was observed by Padowitz et al.148. They suggest that 
the motion is driven by the labile site at the domain boundaries. 

Ostwald ripening of small defect system (whole) 

Figure S5.6 presents the full view of the Ostwald ripening of a small defect in self-assembled 
monolayer on a graphite flake. The zoomed-in images are shown in Figure 5.4 in the main text. 
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Figure S5.6. Ostwald ripening of small defect in self-assembled monolayer (a) at low (b-e) and at 
high (f-i) temperature. Figure shows reorganization of the whole assembly. 
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Ostwald ripening of a small defect for AM2 type of molecules 

Figure S5.7 shows rearrangement of a small isolated defect for asymmetric molecules with one 
polar bead. We have run three independent simulations (i.e. simulated six defects) and observed 
three Ostwald ripening processes, from which two coarsened to a parallel configuration and one 
with an antiparallel orientation to surrounding molecules  (the snapshots from this particular 
simulation are shown in Figure S5.7). The overall reorganization is similar to the symmetric 
molecules: molecules rearrange on the surface of the graphite flake facilitated by partial 
desorption. Although partial desorption rates for different molecules differ, we do not have 
enough statistics to make statements about how these affect the rate of the rearrangement of the 
isolated domain. 

 

Figure S5.7. Coarsening of a small isolated defect of AM2 type molecules; compare to Figure 5.4 
in the main text. Three independent simulations (with different simulation time indicated by red 
circles) of the process were performed at 298 K.
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Ostwald ripening at 318 K 

Simulations presented in this work were performed at 298 K and 308 K, referred in this paper as 
low and high temperature respectively (see Methods). We observed that additional increase of 
temperature to 318 K results in disassembly of the structure. (Figure S5.8a-f). This  can also be 
seen as a significant drop in nematic order parameter of whole structure (Figure S5.8g). 

 

Figure S5.8. Disassembly at 318 K. At 318 K the whole structure disassembles a-b, which can be 
seen on individual traces of the nematic order parameter of the whole structure (g). Different 
traces represent independent simulations, all starting from a well-ordered structure. 

Plotting 

For clarity, all plots are treated by rolling mean. Rolling mean is calculated by taking average of 
subsets of full data. It is used to smooth plots, which consists of many short-term fluctuations. In 
this paper we use window size of 50, which is equivalent to 15 ns of simulation. 
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Description to supplemented videos 

All supplemented videos are done with VMD169. For every video, we applied trajectory 
smoothing to make them more clear (therefore, on some of them it can be seen that molecules act 
unphysical (i.g. overlap) – it means that in between frames molecules changed conformation 
extensively). In all videos solvent (phenylooctane) is not shown. 

SI_2domain_healing_298.mp4: Video presents coarsening of a two-domain system (initial 
membership to one of the domains is indicated by the color codes red and yellow) at lower 
temperature (298 K). White color indicates molecules which are not part of the original domains 
(they originate in the supernatant or from the edges of the flake). The video presents 
representative simulation from an initial structure at 0.0 μs until it final stage at 6.5 μs. Snapshots 
are taken every 6 ns, and trajectory smoothing with a window of 5 frames is used. From right to 
left it can be seen that defected is healed lamella after lamella, eventually covering most of the 
surface with one domain. Snapshots of this video are presented in the main text on Figure 5.3b-c. 

SI_2domain_healing_308.mp4: Video presents coarsening of a two-domain system (initial 
membership to one of the domains is indicated by the color codes red and yellow) at higher 
temperature (308 K). White color indicates molecules which are not part of the original domains 
(they originate in the supernatant or from the edges of the flake).  The video presents 
representative simulation from an initial structure at 0.0 μs until 6.5 μs. Snapshots are taken every 
6 ns, and trajectory smoothing with a window of 7 frames is used. In comparison to the lower 
temperature, the whole system is more dynamic, many changes in the structure during the course 
of simulation can be observed. Around 2.3 μs one domain disassemble into an unordered 
structure. After some rearrangement, around 2.7 μs, it reassembles to existing domain creating 
one ordered structure. Snapshots of this video are presented in the main text on Figure 5.3d-f. 

SI_defect_healing_298.mp4: Video presents coarsening of a small defect (indicated by red) 
surrounded by one domain in lower temperature (298K). Molecule indicated by yellow does not 
take part in the defect, but at the end of the simulation, it is part of the healed defect. The video 
presents representative simulation from 2.0 μs until 2.3 μs. Snapshots are taken every 0.9 ns, and 
trajectory smoothing with a window of 3 frames is used.  During the rearrangement, molecules 
move only on the surface. This movement is possible because of the partial desorption of 
molecules. Snapshots of this video are presented in the main text on Figure 5.4f-i. 

SI_defect_healing_308.mp4: Video presents coarsening of a small defect (indicated by red)  
surrounded by one domain in higher temperature (308K). The video presents representative 
simulation from 1.2 μs until 1.7 μs. Snapshots are taken every 0.9 ns, and trajectory smoothing 
with a window of 3 frames is used. During the simulation, one of the molecules from the defect 
desorbs (around 1.27 μs). Shortly after, rest of the molecules rearrange creating ordered structure. 
Snapshots of this video are presented in the main text on Figure 5.4b-e. 
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Summary 
General 
In this thesis, we explore the application of various molecular simulations 
techniques to give insights into the self-assembly of supramolecular systems. 
Chapter 1 explains the importance of molecular simulation to study the self-
assembly process. In chapter 2 we study self-assembly of a derivative of 1,3,5-
triamidocyclohexane (CTA) using common techniques: simulations of self-
assembly from randomly distributed molecules and simulations of the final 
structure. The results show the importance of the choice of force-field and 
limitations of conventional molecular dynamics to give insights into processes 
which occur on a long timescale. In Chapter 3 we tackle the timescale issue by 
using an adaptive sampling method. The results provide a unique insight into 
the kinetic pathways of the self-assembly process. Moreover, we were able to 
provide insights into the next stages of the self-assembly. Although, the method 
provides insight at a level of detail hardly accessible by any other technique it is 
limited to rather small systems. In Chapter 4 we study self-assembly of long 
functionalized alkanes on a graphite flake. We use coarse-grained molecular 
dynamics to tackle both temporal and spatial scales instead of the high 
resolution of the all-atomistic model. These results give insights into the 
mechanism of self-assembly of monolayers on graphite. Chapter 5 is an 
extension to Chapter 4. Here, we study the last stage of the self-assembly 
process, Ostwald ripening, responsible for correction of the structure, which 
leads to high quality long-range ordered assemblies. 

The results presented in this thesis have two major outcomes: (a) methodology 
to simulate of self-assembly, and (b) insights into self-assembly process. 

Simulations of self-assembling systems 
The results of this thesis show challenges, which the researcher can encounter 
during the simulations of self-assembly of supramolecular systems. The three 
most significant challenges are: 

(a)    Force-field quality, 

(b)    Long time scale, 

(c)    Large spatial scale. 
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Chapter 1 shows that depending on the choice of the force-field simulations can 
lead to different results. This chapter shows the importance of force-field 
validation. The choice of force-field strongly depends on the system and the 
level of details of interest. For the self-assembly of long functionalized alkanes 
we used a coarse-grained force-field, which only roughly estimates interactions 
between molecules, but still gives results aligning with experiments. The 
supramolecular fiber formation from CTA molecules turned out to be more 
challenging and usage of a high quality, computationally expensive force-field 
(polarizable CHARMM Drude) turned out to be necessary to simulate the self-
assembly process. 

To tackle issues of temporal and spatial scales we used different techniques 
allowing access to scales beyond conventional molecular simulations. An 
adaptive sampling method, a rare-event method which we developed in this 
thesis, turned out to be a great method to provide high quality and resolution 
insights into small self-assembling systems. We were able to show the kinetic 
pathways leading to the formation of the final structure. Although the level of 
detail provided by this method is excellent, it is limited only to small systems. 
To study systems with large spatial and temporal scale, such as self-assembly 
on graphite, we used a coarse-grained technique. Although this technique loses 
fine details of the process, it still provides unique insights into the process. 

Insights into self-assembly 
The results presented in this thesis provide new insights into self-assembly 
processes of (a) supramolecular fiber and (b) physisorbed monolayer on a 
graphite surface.  

In Chapter 3 we give insights into the mechanisms of formation of a 
supramolecular fiber by studying several, distinct phases: aggregation and 
nucleation, elongation, secondary nucleation, and bundling. We show that the 
process starts with aggregation of molecules into an unordered cluster, which 
slowly by stepwise reorganization changes into an ordered structure. The 
formed fiber elongates most likely by attachment of new molecules on the side 
of the fiber followed by its diffusion towards one of its ends, where it absorbs. 
Moreover, the surface of the fiber catalyzes the formation of new nuclei, whose 
growth on the side of the existing fiber results in the creation of a bundle of 
fibers. Lastly, a bundle can be also created by interaction of already existing 



534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz534597-L-sub01-bw-Pikorz
Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019Processed on: 20-8-2019 PDF page: 157PDF page: 157PDF page: 157PDF page: 157

149 

fibers. Results presented here give detailed insights into processes leading to the 
formation of supramolecular fiber. 

In Chapters 4 and 5 we give insights into the formation of long-ranged ordered 
lamellar structures by long functionalized alkanes on a graphite surface. The 
results show that the mechanism follows two processes happening 
simultaneously: adsorption and rearrangement on the surface. The 
reorganization starts with nucleation (Chapter 4), followed by Ostwald ripening 
(Chapter 5). We show that the mechanism of nucleation is temperature 
dependent. At lower temperature adsorbed molecules interact with each other, 
which results in small ordered domains. At higher temperature, adsorbed 
molecules do not create ordered structures, but a liquid-like, unordered phase, 
and only upon reaching a certain level of surface coverage of molecules the 
system undergo phase transition leading to an ordered structure. The resulting 
structure may still have some defects, which can be repaired by Ostwald 
ripening, i.e., a process in which large ordered structures grow at the expense of 
smaller ones. We show that in Ostwald ripening the partial desorption is an 
essential process, which allows rearrangement on the surface. The Ostwald 
ripening can be controlled by changing temperature due to its influence on 
partial desorption. 

Although the nature of these systems is different, they exhibit similarities. Both 
self-assembly processes start with separation into an unordered phase by non-
directional interaction (for CTA in the unordered aggregate by van der Waals 
and hydrophobic interactions, and for long functionalized alkanes in molecules 
adsorbed on graphite by van der Waals interactions). The newly separated, 
unordered phase undergoes rearrangement, which leads to the formation of the 
ordered structure via strong directional interactions (in both cases by hydrogen 
bonds). 

Overall conclusions 
In conclusion, this thesis contributes to understanding self-assembly process by 
molecular simulations. The results presented here show that molecular 
simulations can be used as a molecular microscope for self-assembling systems, 
which provides insights into the process on a spatial and temporal scale not 
accessible by experimental techniques. This thesis shows the great potential of 
molecular simulation into providing insights into the self-assembly of 
supramolecular systems. 
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Samenvatting 
Algemeen 
In dit proefschrift verkennen wij de toepassing van verscheidene moleculaire 
simulatietechnieken om meer inzicht te krijgen in de zelf-assemblage van 
supramoleculaire systemen. Hoofdstuk 1 legt uit hoe belangrijk moleculaire 
simulatie is voor het bestuderen van het zelf-assemblageproces. In hoofdstuk 2 
bestuderen we de zelf-assemblage van een 1,3,5-triamidocyclohexaan (CTA) 
derivaat met gebruikelijke technieken: simulatie van zelf-assemblage van 
willekeurig verdeelde moleculen en simulaties van de eindstructuur. De 
resultaten laten zien hoe belangrijk de keuze in krachtveld en de beperkingen 
van conventionele moleculaire dynamica zijn om inzicht te krijgen in de 
processen op lange tijdschaal. In hoofdstuk 3 pakken we het probleem van 
tijdschaal aan door een ‘adaptive sampling ’ methode te gebruiken. De 
resultaten verschaffen een uniek inzicht in de kinetische paden van het zelf-
assemblageproces. Bovendien kunnen we inzicht verkrijgen in de volgende 
fasen van zelf-assemblage. Hoewel de methode inzicht verschaft op een niveau 
van detail dat nauwelijks bereikbaar is met andere technieken, is het gelimiteerd 
tot nogal kleine systemen. In hoofdstuk 4 bestuderen we de zelf-assemblage van 
lange gefunctionaliseerde alkanen op een grafietschilfer. We gebruiken ‘course-
grained’ moleculaire dynamica om de tijd- en ruimtelijke schaal te onderzoeken 
in plaats van de hoge resolutie van ‘all-atomistic’ modellen te gebruiken. Deze 
resultaten geven inzicht in het mechanisme van zelf-assemblage van monolagen 
op grafiet. Hoofdstuk 5 is een uitbereiding van hoofdstuk 4. Hierin bestuderen 
we het laatste stadium van het zelf-assemblageproces, ostwaldrijping, 
verantwoordelijk voor het corrigeren van de structuur, dat leidt tot hoge 
kwaliteit lange-afstand geordende assemblages.  

De gepresenteerde resultaten in dit proefschrift hebben twee grote uitkomsten: 
(a) de methodologie om zelf-assemblage te simuleren, en (b) het inzicht in het 
zelf-assemblageproces.  

Simulaties van zelf-assemblagesystemen 
De resultaten in dit proefschrift laten de uitdagingen zien die de onderzoeker 
tegen kan komen tijdens de simulaties van zelf-assemblages van 
supramoleculaire systemen. De drie belangrijkste uitdagen zijn: 

(a)    Kwaliteit in krachtveld, 
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(b)    Lange tijdschaal, 

(c)    Grote ruimtelijke schaal. 

Hoofdstuk 1 laat zien dat afhankelijk van de keuze in de krachtveldsimulatie 
kan leiden tot verschillenede resultaten. Dit hoofdstuk laat zien hoe belangrijk 
de validatie van het krachtveld is. De keuze in krachtveld is sterk afhankelijk 
van het systeem en het niveau van gewenst detail. Voor de zelf-assemblage van 
lange gefunctionaliseerde alkanen hebben we de ‘course-grained’ krachtveld 
gebruikt dat alleen een ruwe schatting maakt van de interacties tussen de 
moleculen, maar nog steeds resultaten geeft die in overeenstemming zijn met 
experimenten. De supramoleculaire fibervorming van CTA moleculen bleek 
uitdagender te zijn en het gebruik van een hoge kwaliteit, rekenkundig duur 
krachtveld (polariseerbare CHARMM Drude) bleek nodig ze zijn om het zelf-
assemblageproces te simuleren. 

Om de problemen van tijd- en ruimtelijke schalen aan te pakken hebben we 
verschillende technieken gebruikt die toegang bieden to schalen buiten de 
conventionele moleculaire simulaties. Een ‘adaptive sampling’ methode, een 
zeldzaam-gebeurtenis methode die we hebben ontwikkeld in dit proefschrift 
bleek een gewelde methode te zijn om hoge kwaliteit en resolutie inzichten in 
kleine zelf-assemblagesystemen te verkrijgen. We kunnen de kinetische paden 
laten zien die leiden tot de vorming van de eindstructuur. Hoewel het niveau 
van details verstrekt door de methode uitstekend is, is het gelimiteerd tot kleine 
systemen. Om systemen met een grote ruimtelijke en tijdschaal te bestuderen, 
zoals de zelf-assemblage of grafiet, hebben we een ‘coarse-grained’ techniek 
gebruikt. Hoewel deze techniek fijne details verliest, verschaft het nog steeds 
unieke inzichten in het proces.  

Inzichten in zelf-assemblage 
De resultaten gepresenteerd in dit proefschrift verschaffen nieuwe inzichten in 
zelf-assemblageprocessen van (a) supramoleculaire fiber en (b) fysisch 
geadsorbeerde  monolaag op een grafietoppervlak.  

In Hoofdstuk  3 geven we inzicht in de mechanismen van de vorming van een 
supramoleculaire fiber door verschillende, onderscheidende fases: aggregatie en 
nucleatie, groei, tweede nucleatie, en bundeling. We laten zien dat het proces 
start met de aggregatie van moleculen in een ongeordende cluster, die langzaam 
door stapsgewijze reorganisatie verandert in een geordende structuur. De 
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gevormde fibers groeien waarschijnlijk door de aanhechting van nieuwe 
moleculen aan de zijkant van de fiber gevolgd door zijn diffusie richting één 
van de einden, waar het absorbeert . Bovendien katalyseert de zijkant van de 
fiber de vorming van nieuwe kernen, die groeien op de zijkant van de bestaande 
fiber wat resulteert in de creatie van een bundel fibers. Tenslotte kan een bundel 
ook gecreëerd worden door de interactie van al bestaande fibers. De hier 
gepresenteerde resultaten geven gedetailleerde inzichten in de processen die 
leiden tot de vorming van supramoleculaire fibers.  

In de Hoofdstukken 4 en 5 geven we inzicht in de vorming van lange-afstand 
geordende gelaagde structuren door lange gefunctionaliseerde alkanen op 
grafiet. De resultaten laten zien dat het mechanisme uit twee processen bestaat 
die tegelijkertijd gebeuren: adsorptie en herschikking van het oppervlak. De 
reorganisatie begint met nucleatie (Hoofdstuk 4), gevolgd door ostwaldrijping 
(Hoofdstuk 5). We laten zien dat het mechanisme van nucleatie temperatuur 
afhankelijk is. Op lagere temperatuur hebben de geadsorbeerde moleculen 
interactie met elkaar, wat resulteert in kleine geordende domeinen. Op hogere 
temperaturen creëren de geadsorbeerde moleculen geen geordende structuren, 
maar een vloeibaarachtige, ongeordende fase, en alleen door een bepaalde 
moleculaire bedekking van het oppervlak te bereiken, ondergaat het systeem  
een faseovergang dat leidt tot een geordende structuur. De resulterende 
structuur kan nog steeds wat gebreken hebben, welke hersteld kunnen worden 
door ostwaldrijping, i.e., een proces waarbij grote geordende structuren groeien 
ten koste van kleinere. We laten zien dat tijdens ostwaldrijping de gedeeltelijke 
desorptie een essentieel proces is, dat de herschikking van het oppervlak 
mogelijk maakt. De ostwaldrijping  kan gecontroleerd worden door de 
temperatuur te veranderen vanwege zijn invloed op de gedeeltelijke desorptie.  

Hoewel de aard van deze systemen verschillend is, vertonen ze gelijkenis. Beide 
zelf-assemblageprocessen starten met de scheiding in een ongeordende fase 
door niet-directionele interactie (voor CTA in het ongeordende aggregaat door 
Van der Waals en hydrofobe interacties, en voor de lange gefunctionaliseerde 
alkanen in moleculen geadsorbeerd op grafiet door Van der Waals interacties). 
De nieuwe gescheiden, ongeordende fase ondergaat herschikking, dat leidt tot 
de vorming van de geordende structuur via sterke directionele interacties (in 
beide gevallen door waterstofbindingen).  
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Algemene conclusies 
Ter conclusie, dit proefschrift draagt bij tot het begrijpen van zelf-
assemblageprocessen door moleculaire simulaties. De hier gepresenteerde 
resultaten laten zien dat moleculaire simulaties gebruikt kunnen worden als een 
moleculaire microscoop voor zelf-assemblagesystemen, die inzicht geven in het 
proces op ruimtelijke en tijdschaal, niet toegankelijk voor experimentele 
technieken. Dit proefschrift laat de grote mogelijkheid zien van moleculaire 
simulaties voor het verkrijgen van inzicht in de zelf-assemblage van 
supramoleculaire systemen. 
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