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SUMMARY

The lighting profession is developing from its first and second stage to the third stage.
While in the first and second stage lighting professionals mainly focused on providing
light for visibility, in the third stage they aim at human visual experience of the actual
resulting light and the potential of illumination to interact with its surroundings. Ignor-
ing the spectral characteristics of the light, the distribution of light in a space greatly
influences the appearance and experience of the space and objects in it. Designers use
layered approaches to compose the light, of which the main elements correspond with
physical decompositions of the light field. Psychophysics research using pictures has
shown human beings’potential sensitivity to these properties of the light field. This the-
sis supports bridging the gap between the second stage and third stage of the lighting
profession by investigating human perception of (combinations or mixtures of) these
elements, their interactions with each other and the environment, and their measure-
ment in real scenes.

In order to do so, we developed an experimental setup based on the generic notion
of a “probe object" with which we can intuitively measure human beings’ sensitivity to
variations of light properties in real scenes. To find a less ambiguous “probe object" a
smooth sphere and a rough sphere were compared. This test indeed showed that the
rough sphere was a better “probe object" than the smooth sphere, in the sense that it
shows less perceptual interactions between light characteristics. In the novel experimen-
tal setup, the method of adjustment was implemented to measure human beings’ ability
of inferring the three basic light field properties (i.e. light density, light direction and dif-
fuseness). In order to determine the feasibility of adjusting three light field properties
simultaneously in lighting design or lighting perception research, we compared the in-
dependent and simultaneous estimations of the three light field properties. The results
showed that the simultaneous adjustment method using an optically mixed scene and
rough spherical white probe was an efficient way to measure observers’ sensitivity for
light field characteristics in real scenes. However, the veridicality of the estimated light
flow was found to be influenced by the scene layout and content. This result indicates
that light, material, shape and space perception interact and should be studied in an in-
tegrated manner.

Besides investigating observers’ subjective perception of light, we also studied the
objective description, measurement and visualization of the light field. We noticed that
unlike the light density and direction, the light diffuseness lacked a unified definition
related to the physical light distribution in the space. Thus, we did a theoretical and em-
pirical review of four diffuseness metrics, which led to a novel proposal of a diffuseness
metric Dxi a . Dxi a reframes Cuttle’s “strength of light flow" in a spherical harmonic (SH)
description of the light field. Together with the light density and direction, it forms a
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global integrated description of the first order properties of the SH light field structure.
Additionally, a way to simultaneously describe, measure and visualize the light density,
light vector and diffuseness (variations) of the light field was introduced. To conclude,
the methods and results presented in this thesis focus on investigating human percep-
tion of light in real scenes and its metrics. The outcomes of this research offer insights
and methods to improve human perception based lighting design theories, research and
applications and allows making the progression towards the third stage of the lighting
profession.



SAMENVATTING

De verlichtingsprofessie ontwikkelt zich van zijn eerste en tweede stadium naar het derde
stadium. Terwijl verlichtingsprofessionals zich in het eerste en tweede stadium vooral
richtten op het verschaffen van licht voor zichtbaarheid, beogen zij in het derde stadium
de menselijke visuele ervaring van het eigenlijke licht en het potentieel van verlichting
om te interacteren met de omgeving. We laten spectrale eigenschappen van het licht
buiten beschouwing en richten ons op de verdeling van het licht in een ruimte, waarmee
het uiterlijke voorkomen en de ervaring van de ruimte en objecten erin sterk beïnvloed
wordt. Ontwerpers gebruiken een gelaagde benadering om het licht samen te stellen; de
belangrijkste elementen van die gelaagdheid corresponderen met fysische decomposi-
ties van het lichtveld. Psychofysisch onderzoek met afbeeldingen heeft de gevoeligheid
van mensen voor deze elementen van het lichtveld aangetoond. Dit proefschrift draagt
bij aan de overbrugging van het tweede naar het derde stadium van de verlichtingspro-
fessie door de menselijke perceptie van (combinaties van) deze elementen te onderzoe-
ken, alsmede hun interactie met elkaar en met de omgeving, en de meting ervan in echte
scène.

Om dit te doen, ontwikkelden we een experimentele opstelling gebaseerd op het ge-
bruik van een meetobject, waarmee we op intuïtieve wijze de gevoeligheid van de mens
voor variaties van lichteigenschappen in echte scénes konden meten. Om een minder
ambigu meetobject te vinden, hebben we een gladde bol en een ruwe bol vergeleken.
Een eerste experiment toonde aan dat de ruwe bol beter in staat was dan de gladde bol
om perceptuele interacties tussen de lichteigenschappen te vermijden. De nieuwe ex-
perimentele opstelling werd vervolgens gebruikt om het vermogen van mensen voor het
bepalen van de drie basale lichtveld-eigenschappen (dat wil zeggen lichtdichtheid, licht-
richting en diffusie) te meten. Om de haalbaarheid van het tegelijkertijd instellen van de
drie lichtveld-eigenschappen in lichtontwerpen of verlichtingsperceptie onderzoek te
bepalen, vergeleken we afzonderlijke en gelijktijdige schattingen van de drie lichtveld-
eigenschappen. De resultaten lieten zien dat de methode van gelijktijdige instelling met
gebruik van een optisch gemengde scéne en een ruw bolvormig wit meetobject een effi-
ciënte manier was om de gevoeligheid van waarnemers te meten. Echter, hoe nauwkeu-
rig het geschatte lichtveld het ware lichtveld weergaf, bleek te worden beïnvloed door
de lay-out en inhoud van de scéne. Dit resultaat geeft aan dat licht, materiaal, vorm en
ruimte perceptief interacteren en op een geïntegreerde wijze onderzocht moeten wor-
den.

Naast het onderzoek naar subjectieve lichtwaarneming , bestudeerden we ook de
objectieve beschrijving, meting en visualisatie van het lichtveld. We ontdekten dat het
ontbrak aan een uniforme definitie voor de lichtdiffusie in termen van de fysische licht-
verdeling in de ruimte. Daarom hebben we een theoretisch en empirisch onderzoek ge-
daan naar vier diffusiematen, wat leidde tot een nieuw voorstel voor een maat genoemd
Dxi a . Deze maat definieert Cuttle’s “strength of light flow" in een sferisch harmonische
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(SH) beschrijving van het lichtveld; samen met de lichtdichtheid en -richting vormt deze
maat een globale geïntegreerde beschrijving van de eerste orde eigenschappen van de
SH lichtveld-structuur. Ook introduceerden we een manier om tegelijkertijd de licht-
dichtheid , lichtrichting en diffusie(-variaties) van het lichtveld te beschrijven, te me-
ten en te visualiseren. Samenvattend, de methoden en resultaten die zijn gepresenteerd
in dit proefschrift richten zich op het onderzoeken van de menselijke waarneming van
licht in echte scénes en de bijbehorende fysische maten. De uitkomsten van dit onder-
zoek bieden inzichten en methodes ter verbetering van op menselijke waarneming ge-
baseerde theorieën voor, onderzoek naar en toepassingen van het ontwerpen van licht,
en ondersteunen de progressie naar het derde stadium van de verlichtingsprofessie.
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Visualization of scenes of a story or of certain moments in our deep memory always
includes lighting conditions. For instance, I remember having dinner together with my
beloved grandparents (in memory) under a dim incandescent lamp with the yellow light
pouring over my grandma’s dishes. I will never forget the Chinese New Year celebrations
with my parents and sister outside our house with fireworks sparkling on their faces ev-
ery now and then. During the middle school days, lots of my nights were spent doing
homework under a table lamp with my books being brightly illuminated in an other-
wise dark room. However, I did not pay much attention to lighting until I visited my
uncle’s home one day. It hit me like lightning how different I experienced his home to
be from mine, because of the use of fluorescent lamps instead of incandescent lamps,
which made his home much brighter and whiter and uniformly illuminated. Later, in
my home city, the supermarkets, shopping centers and advertising boards sprang up like
mushrooms. It struck me that some of them gave good lighting experiences and some
less good. Later, studying discomfort glare of LED lighting in the office, I found that be-
sides “good" and “less good", lighting can also be “bad", even resulting in discomfort or
visual fatigue.

Figure 1.1: Visualizations of certain moments in my deep memory.

During my PhD project I learned that the pictures in my mind were correlated with
the “visual light field". The interplay between lighting, geometries and materials shapes
the architectural space and the light field in it (i.e. the light distribution). Human be-
ings are sensitive to the lighting distribution in a space in that they have expectations of
how objects will look like under certain lighting conditions, which is called the “visual
light field" [40]. But questions still largely unanswered are: what kinds of lighting prop-
erties are human beings usually concerned about in common lighting environments?
Do lighting schemes and design guidelines meet observers’ psychological experience of
lighting? Using Elsevier Scopus I analysed the 1200 most relevant publications related
to lighting design and the visual light field. This input was used in VOSviewer to make
a topical structure of this literature. As shown in Figure 1.2, the work is separated into
two clusters. On the one hand, researchers in the light perception domain mainly focus
on shape and surface properties under different lighting conditions in pictures and how
people can extract light(ing) information or otherwise shape and material information
from photographs or synthetic images. On the other hand, researchers in lighting design
focus on how to improve the light in buildings and how to increase the lighting efficiency
and reduce energy costs. The separation between the clusters indicate that the research
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being done in these two fields had little connection - while they could benefit from each
other if considered integrally.

Figure 1.2: Topical structure of lighting related scientific publications analyzed using
“VOSviewer". The 1200 most relevant scientific papers were used as input, with 600 linked to “vi-
sual light field" (left cluster) and the others linked to “lighting design" (right cluster).

It is undeniable that the primary purpose of artificial lighting for long was visibility,
and later the visual performance on specific tasks, while reducing the energy consump-
tion. However, modern designers prefer to see lighting principally in terms of how it
influences the appearance of people’s surroundings and allows to create various expe-
riences. Thus, a gap between lighting profession and human’s experience of lighting
exists. The aim of this thesis is to bridge this gap by studying the visual light field and
developing perception-based metrics.

The introduction is divided into five parts. In the first part, I give a brief introduction
of “what is light". In the second part, I give an overview of the development of methods
for interior lighting design, while in the third part, relevant research on human percep-
tion of light(ing) is reviewed. This results in the formulation of research questions and
the methodologies used to answer these questions, which are described in the fourth
part. Finally in the last part, the structure of the thesis is explained.

1.1. What is light?

Light is a kind of medium that makes objects visible without being visible itself in empty
space. Our visual system relies on the patterns of light projected on the retina to provide
information about the outside world. The photoreceptors in the human eye absorb en-
ergy of visible light and thereby initiate the process of seeing [54]. The visible light only
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covers a small part of the total electromagnetic spectrum, in the wavelength range 380
nm-780 nm (see Figure 1.3).

Figure 1.3: The electromagnetic spectrum and the visible light spectrum (from http://
psychedelic-information-theory.com/em_spectrum).

Photometry concerns light measurements as experienced by the human visual sys-
tem. The most frequently used photometric terms are luminous flux, intensity, illumi-
nance and luminance, as shown in Figure 1.4 and described in detail in the following
paragraphs.

Figure 1.4: Illustration of luminous flux, luminous intensity, illuminance and luminance.

The most fundamental measure of the total power of electromagnetic radiation is the
radiant flux (including infrared, ultraviolet, and visible light). Accounting for the sensi-
tivity of the human eyes, scientists use the luminous flux to describe the total amount of
light emitted in all directions. The luminous flux is derived from the radiant flux by mul-

http://psychedelic-information-theory.com/em_spectrum
http://psychedelic-information-theory.com/em_spectrum
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tiplying with the relative spectral sensitivity of the human visual system over the wave-
length range 380nm to 780nm. The luminous flux is measured in lumens (lm).

Luminous intensity is the amount of luminous flux emitted by the source in a given
direction per unit solid angle. The luminaire manufacturers usually use the polar lumi-
nous intensity graph to provide a visual representation of the type of light distribution
emitted from a luminaire (e.g. wide, narrow, direct, indirect etc.). The unit of measure-
ment of luminous intensity is the candela, which is equivalent to one lumen/steradian.

Illuminance is the luminous flux arriving at a unit area of a surface. The illuminance
incident on a surface is the most widely used electric lighting design criterion. The unit
of measurement of illuminance is the l umen/m2 or lux.

Luminance is the luminous intensity per unit area of light travelling in a given direc-
tion. It describes the amount of light that passes through, is emitted or reflected from a
particular area, and falls within a given solid angle. The unit of measurement of lumi-
nance is the candel a/m2.

In 3D spaces, light rays travel in a straight line until they are reflected, absorbed,
or refracted by a surface on its path. Thus, once the light is emitted from its source, it
starts a journey, interacting with its surroundings. The interactions between light and
scenes result in so-called light fields, a physical concept that was introduced by Gershun
in 1936 in a Russian article and published in an English translation three years later [29].
According to Gershun, if color and temporal variations are neglected, the light field is a
5-dimensional function that describes the light traveling in every direction (θ,φ) through
any point (x, y, z) in space. The focus of this thesis is on the spatial distribution of light
and its spectral composition (i.e. color information) will not be discussed here.

1.2. A concise history of lighting design

The lighting profession emerged in 1898 when a meeting of gas engineers in Paris laid
the basis for an international system of photometry. The development of the lighting
profession can be divided into three stages according to Cuttle [18], which will be treated
in the next three sessions.

1.2.1. The first stage of the lighting profession

The first stage of the lighting profession is characterized by the aim of provision of uni-
form illumination over a horizontal plane. Uniformity is usually defined as the ratio of
the minimal illuminance and the area weighted average illuminance:

u = Emi n/Eaver ag e (1.1)

Because gas lighting was largely used in the 19th century, illumination uniformity
was eagerly pursued since the light intensity of a flame burning around a wick varied
enormously [32]. Hence, gas engineers tried to develop photometric data in order to
improve uniformity in the illuminance. As electric lighting came to dominate lighting
practice, the illumination uniformity related studies were switched to focus on unifor-
mity recommendations and acceptable illuminance uniformity for various occasions
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[15, 61, 62]. The SLL code suggested that for a room where tasks would have to be done
anywhere in the room, the uniformity ratio on the working plane should not be less than
0.7 [54].

1.2.2. The second stage of the lighting profession

With the use of electric lighting as a replacement of gas lighting in the early 20th cen-
tury, the illumination uniformity on horizontal planes became easier to manipulate. The
main reasons were that the emitted light intensity by electric lighting was more uniform
than that of gas lighting and that electric lighting had more size and shape variability
and was easier and safer to control [6]. The lighting professionals started to focus on the
question of how to define the amount of light on the horizontal plane that people needed
in order to perform a specific task [4, 21, 26, 27, 55, 56, 66, 67]. Both the Chartered Insti-
tution of Building Services Engineers (CIBSE) and the Illuminating Engineering Society
of North America (IESNA) established illuminance categories based on descriptions of
various visual tasks (see Table 1.1). Although the category descriptions given by the two
organizations were different, the underlying visual task-performance relations of these
descriptions were similar. Generally, it was suggested that in public spaces where read-
ing and visual inspection were only occasionally performed, the illuminance level could
be less than 100 lux. The illuminance levels on a working plane were advised to be in
between 300 lux to 500 lux, with higher levels recommended for visual tasks involving
critical elements of low contrast or small size. For tasks involving visual inspection of
very small or very low contrast critical elements, like medical surgical rooms, an illumi-
nance level higher than 1000 lux was suggested. Elderly have reduced levels of retinal
illuminance because their crystalline lens becomes thicker and more absorptive. Thus
elderly need higher illuminance levels while doing the same tasks [11].

The illumination uniformity proposed in the first stage and the illuminance levels
proposed in the second stage of the lighting profession mainly focused on the horizon-
tal illuminance. These two standards are widely used and serve as valuable references
for the traditional lighting schemes in the fields of illumination engineering and archi-
tectural lighting design. However, office spaces and work procedures have changed a lot
over the past 30 years. Desktop computers have replaced paper, pen, printed materi-
als, typewriters, and drafting tables. Computer screens have a self-illuminated screen,
and so continuing using illumination levels on the working plane as standards seems
improper.

1.2.3. The third stage of the lighting profession

In the meantime, the development of novel and more efficient lighting technologies,
such as LED lighting, made lighting planning and control more flexible and people’s ex-
pectations of lighting became higher. Instead of taking light simply as a provision for
visibility, people expect light to serve as a medium that conveys content, both informa-
tive and emotional. In this line of thought, Cuttle proposed that the lighting profession
should move from its first and second stage to the third stage [18]. The aim of the third
stage of lighting is consistent with the definition of “good lighting" by Boyce et al. [9].
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According to Boyce et al., lighting can be simply classified into “bad lighting", “indif-
ferent lighting" and “good lighting". Characteristics of “good lighting" are not only the
guarantee of good functional values of the lighting (ensuring visibility and visual comfort
characterized as “indifferent lighting"), but also consider human experiences.

Human beings perceive the outside world primarily via the luminance pattern gener-
ated by the environment instead of the illuminance distribution on the objects or planes
in the environment. The proximal stimulus for the human visual system is thus gener-
ated by the actual light in the space, being the result of the interaction of the primary
lighting with the geometry and materials of the environment (so called light field or
plenoptic function [2]). Thus, caring about human perception of light (the visual ef-
fects of lighting) requires lighting professionals to pay attention to the light (luminance)
distribution in the space. Encouragingly, the lighting professional standards are mak-
ing progress towards such an approach [25, 36]. Comparing with the old codes, the SLL
codes 2012 suggest to illuminate the task area (which can be horizontal, vertical or in-
clined) instead of illuminating an entire space at working plane height. The aim of doing
this is to provide visual interest, which has been shown to increase occupant concentra-
tion and satisfaction within spaces [10] and reduce energy consumption. Furthermore,
the new codes point out that the use of high reflectance of room surfaces allows for an in-
creased quantity of reflected light, which thus increases the brightness of a space. In ad-
dition, the new codes introduce the cylindrical illuminance and modelling index, which
are stated as “a big step forward in recognizing the importance of the visibility of people’s
faces and objects, within a space [54]".

To design “good lighting" as the third stage of the lighting profession requires, the ac-
tual light in the spaces should be considered as light field. Besides that, attention should
also be paid to the aesthetic and emotional aspects of lighting related to human being’s
experience. Therefore, lighting designers should interact with other design profession-
als, particularly architects and interior designers, aiming at revealing the potential of
illumination to interact with its surroundings to create various types of visual experi-
ences. Thus, besides following the numerical criteria of lighting guidelines to eliminate
“bad lighting" and to ensure only “indifferent lighting" [53] how do architects and light-
ing designers play with lighting to achieve “good lighting"? “To play with light is to play
with magic" said Richard Kelly, who is widely recognized as one of the pioneers and great
contributors in the history of the architectural lighting profession, and the founder of
so-called qualitative or perception-based lighting design. Based on his understanding of
“light impact", Richard Kelly noted that a feeling for light and lighting starts with visual
imagination, just as a painter’s talent. He coined three elemental kinds of light effects in
the visual perception of lighting design: (1) focal glow or highlight, (2) ambient lumines-
cence or graded washes, and (3) play of brilliants or sharp detail [37]. He defined them
as follows. Focal glow makes the target easier to see, draws attention, pulls together di-
verse parts, sells merchandise and separates the important from the unimportant (see
Figure 1.5 (a)). Ambient luminescence is well known as “global, indirect" lighting. It
makes a surrounding look safe and reassuring, produces shadow-free illumination and
minimizes the importance of all things and people (see Figure 1.5 (b)). Play of brilliants
is also known as “light texture" [50]. Play of brilliants stimulates the body and spirit and
entertains the eye and charms the senses as with sunlight on a fountain (see Figure 1.5
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(c)). Visual beauty is perceived by the interplay of all three kinds of light (see Figure 1.5
(d)). A designer can mix or superpose these three types of light to achieve the desired
result, planning what we see and how we respond to the lighting, though one type of
lighting is usually dominant.

(a) focal glow (b) ambient luminescence (c) brilliants

(d) three elements combined

Figure 1.5: The three elemental kinds of light in perception-based lighting design, (a) focal glow,
(b) ambient luminescence, and (c) play of brilliants, plus (d) all three elements combined.

Kelly’s three types of light effects are consistent with the new direction for general
lighting practice proposed much later by Cuttle [19]. Cuttle introduced two criteria for
practical lighting installations, being perceived adequacy of illumination (PAI) and illu-
mination hierarchy (HI). He suggested that the third stage has as its objective the pro-
vision of acceptably bright surroundings and this can be reflected using PAI. The PAI is
corresponding to Kelly’s ambient luminescence and known as “ambient light" in com-
puter graphics. The PAI level reflects the perceived brightness of a space and according
to Cuttle it can be specified in terms of mean room surface exitance (MRSE), which is a
measure of the overall density of reflected (excluding direct) light within a space. Cut-
tle’s IH is corresponding to Kelly’s focal glow. IH expresses how the direct flux from the
luminaires is distributed to specific targets in spaces and creates visual significance. It
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is specified in terms of the target/ambient illuminance ratio (TAIR). In addition, Cuttle
proposed a design procedure based on MRSE and TAIR. The basic idea is to first fulfill the
MRSE considering the brightness requirement of a space and the reflectances of its sur-
faces, and then to consider TAIR according to which objects or surface areas one wants
to highlight with selective lighting. Thus, this proposal also comes down to mixing am-
bient and focus lighting and is in that regard consistent with Kelly’s approach (although
the “play of brilliants" is missing in Cuttle’s approach). The ratio of ambient and focus
components (or “diffuseness") was mentioned to determine the shape and space form-
ing qualities of light [17, 54].

These approaches for lighting design using mixtures of basic light elements can be
linked to physical descriptions of light that consist of basic mathematical elements. The
physical light field distribution is described by Gershun using a 5-dimensional function
of direction and position. He introduced the notion of “density of light" and the notion
of “light vector" to describe its two most basic properties [29]. Mury et al. used spherical
harmonics decompositions to represent this 5-dimensional function as a combination
of components of different mathematical orders [46, 47]. He found that the zeroth or-
der component of such a spherical harmonic decomposition corresponds to Gershun’s
“density of light" and the first order component corresponds to the “light vector" as de-
fined by Gershun. However, neither Gershun nor Mury defined “diffuseness of light" in
their mathematical descriptions of the light field. Moreover, their approaches do not al-
low straightforward practical application due to the technical complexity of their meth-
ods.

In this thesis we investigate the fundamentals of these layered / mixing approaches
to describe and design light. How sensitive are human beings to the basic elements of
the spatial distribution of a light field in real 3D space? Is there an integral yet practi-
cal way to describe and measure these elements of physical light field structures? Can
human beings perceive how these basic elements interact with each other and with the
environment and objects in it?

1.3. Human perception of lighting properties

Human observers are sensitive to the “(physical) light field" in the sense that they have
expectations of how a given object would appear at an arbitrary location in a scene,
which was termed as the “visual light field" [40]. The light field in natural scenes is highly
complex, containing low and high frequencies due to inter-reflections within scenes.
Nonetheless, psychophysical research showed that the human visual system (HVS) is
able to distinguish the light density, the primary illumination direction, and the diffuse-
ness, which are basic (low-order) properties of a light field, ignoring color and motion
[20, 28, 41, 45, 46, 48–50, 64]. Te Pas and Pont found that observers could not distinguish
the difference between illumination of spheres from the Dror database [24] if the global
properties of the illumination, such as the average direction and diffuseness, were sim-
ilar [64]. This suggested that observers primarily used the low order properties of the
illumination to distinguish illumination. Thus, we focus only on the three lowest order
properties of the illumination (i.e., the intensity, direction and diffuseness) in the rest
of this thesis. These properties are consistent with third stage lighting designers’ de-
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scriptions of the light’s shape and space forming qualities; see the examples of how they
influence the appearance of a plaster face in Figure 1.6.

(a) (b) (c) (d)

(e) (f) (g)

Figure 1.6: A plaster face illuminated by light with different density in (a) and (b), different di-
rections in (c) and (d) and different diffuseness levels in (e), (f) and (g). (photos from:http:
//www.thornlighting.com)

Research on how well observers can estimate the properties of a light field directly
was available. Pentland [49] investigated how well humans could estimate the illumi-
nation direction from an image. In his experiment, a paper sheet with a series of disks
with varying surface normal was provided to the observers. The observers were asked
to select from these disks the one with its surface normal closest to the illumination di-
rection in test pictures of natural objects. The results showed that the observers could
estimate both tilt and slant of the illuminant direction. Koenderink et al. [42] did a
study on estimating illumination orientation from textures in images. In order to test
the perceived illumination in a more genetic and intuitive way, they used a purely visual,
appearance-based interface in the form of a rendering of an illuminated hemispheri-
cal boss on a plane. The participants were asked to match the illumination direction
of this probe to the illumination direction of the textures. They found that participants
were generally quite good at estimating the illumination orientation, but not its direc-
tion because 180◦ flips happened quite frequently due to the “convex/concave ambi-
guity" [14, 33, 52]. Connected with this finding, they confirmed the “light-from-above
bias" [34, 52, 58], which predicts a bias toward judging the illumination to be from above
rather than from below. Moreover, they found that participants were much worse at es-
timating the elevation of the illumination than the orientation, as the theory “bas-relief

 http://www.thornlighting.com
 http://www.thornlighting.com
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ambiguity" predicts [3]. The lower performance for estimating elevation than for az-
imuth was confirmed in an experiment done by Pont and Koenderink [51]. In the latter
experiment, the observers were asked to match the illumination direction of a probe (i.e.
a Lambertian sphere) and that of real rough spherical objects with various surface tex-
tures. They varied the diffuseness of the illumination in addition to the illumination di-
rection. The results showed that observers were able to estimate the diffuseness, but with
a quite large variance. Furthermore, they found that illumination direction estimates in-
teracted with illumination diffuseness estimates, because more frontal lighting or more
diffuse lighting resulted in quite similar changes in object appearance (i.e., “diffuseness-
direction ambiguity"). Lighting designers and architects reported this ambiguity for case
studies too. In a workshop led by Madsen and Donn [43], white spheres were used as a
“light-flow-meter" (light flow is the term used for the set of local average directions of
the light throughout a space) to visually assess spatial and form-giving characteristics
of daylight. They found that the shading pattern varied with different perspective views
and that variations in diffuseness and direction were confounded, complicating precise
judgments of light flow using the matte white sphere as a gauge object. Using a scene
with penguins facing each other, Koenderink et al.[40] conducted another experiment
in which three light field properties (i.e. intensity, direction and diffuseness) could be
adjusted simultaneously. They introduced a gauge object into the scene serving as a
purely visual “yardstick", which allows the observers to quantify what they see in the
scene based on visual “fit". Their results suggested that the observers could estimate a
light field filling the entire visual space. Taken together, these studies have shown that
for matching experiments on images human observers are able to estimate the illumina-
tion orientation in the plane of the image quite well, and the elevation and diffuseness
coarsely.

Besides evaluating light field properties directly, studies into surface color and light-
ness perception often gave indirect evidence of our awareness of the light field [1, 8, 12,
13, 16, 30, 35, 39, 44, 59, 60, 65]. For instance, researchers showed that human observers
substantially compensated for changes in test patch orientation when judging surface
lightness, whether in computer-rendered scenes [8] or in actual surfaces [5, 57]. Human
observers were found to partly discount the perceived orientation of a surface in surface
color perception [7, 23]. In another series of studies, instead of changing the orientation
of a test surface, the test surface was placed at various locations in a light field [31, 63].
Gilchrist argued that the perceived lightness of a surface is determined by the relation-
ship between the surface and regions that are seen as coplanar. Snyder et al. concluded
that all observers significantly discounted the gradient of illumination in depth in all ex-
periments when estimating the lightness of the test patch. Additionally, Doerschner et
al. [22] found that the visual system could effectively represent complex lighting models
that contain two light sources.

In summary, lighting designers take the low order structure of a light field (i.e., light
density, direction and diffuseness) as basic light layers that can be superposed or mixed
to arrive at the desired quality of light. The research in the psychophysics domain shows
direct and indirect evidence of human being’s sensitivity to these lighting properties
through a series of experiments, which were mostly performed on the basis of pictures
on a computer screen.
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1.4. Research questions

In order to achieve good lighting qualities, the lighting profession is developing towards
its third stage aiming at revealing the potential of illumination to interact with its sur-
roundings to create various types of visual experiences. Ignoring the spectral character-
istics of the light, the distribution of light in a space greatly influences the appearance
and experience of the space and objects in it. Designers use layered approaches to com-
pose the light, of which the main elements correspond with physical decompositions
of the light field. Psychophysics research using pictures has shown human beings’ po-
tential sensitivity to these properties of the light field. This thesis focuses on perception
of (combinations or mixtures of) these elements, their interactions with each other and
the environment, and their measurement in real scenes. The following 5 main questions
have driven the research presented in this thesis.

The first three research questions mainly focus on probing human being’s subjective
sensitivity for the light density, direction and diffuseness in real scenes. The last two
questions focus on the objective description, measurement and visualization of these
properties in 3D spaces.

Research Question 1: Are human beings sensitive to variations of light field properties
in real scenes and in what way can their perception be measured intuitively?

Looking at a real scene is different from looking at a picture of it because of the dif-
ferences in dynamic range, stereo cues, and intra-ocular scattering. Thus, investigating
whether human beings are sensitive to variations of light field properties in real scenes is
necessary. Furthermore, research based on pictures showed that the method embedding
a probe object into the scene and letting the observer judge its “fit" is efficient. The task
to judge the visual “fit" quantifies what the observer sees with a purely visual “yardstick".
In order to implement this method into real scenes, a novel experimental setup had to
be developed.

Research Question 2: How well can human beings infer light field properties and how
can we measure their sensitivity using our real experimental setup?

In order to develop the probing method in perception experiments and for practi-
cal lighting interfaces, it is important to find out how well observers are able to infer
and adjust the light density, direction and diffuseness in real scenes. More importantly,
most of the previous studies focused on observers’ estimations of single properties of
the light field, with the light direction being studied most intensively. The light inten-
sity, direction and diffuseness influence the appearance of the scenes collectively. The
question remains how well human observers can estimate the three lighting properties
simultaneously in a real scene. Answering these questions is important to design light-
ing interfaces for perception research and lighting design and to formulate guidelines
for perception based lighting design.



1

14 1. Introduction

Research Question 3: Can observers’ perception of light direction be influenced by
scene content and layout in real scenes?

Light makes objects visible without being visible itself in an empty space. As such the
appearance of the space and the objects inside it are the main cues for the perception of
the lighting. In the experiment conducted to answer Research Question 2, we found
that observers’ estimated light directions had a significant deviation near a pentagon
body and not near a bowling pin in the scene. We noticed that, both in psychophysi-
cal research and interior design, it appears to be neglected that objects placed within a
3D space might influence observers’ perception of light in that space. There is research
showing that light direction estimation can be influenced by materials [38]. However, it
is still not clear whether the types of shapes (geometries) and scene layouts affect light
direction estimation.

Research Question 4: Can we find a mathematical way to describe the light diffuseness
based on the physical light distribution of light fields?

Light density and direction were well defined by Gershun and Mury et al. and their
relationship with the light as such was clarified through a 5-dimensional function of the
light field [29] and its spherical harmonics decomposition [46, 47]. However, this is not
the case for the light diffuseness. Light diffuseness ranges from fully collimated light (i.e.
direct sunlight) via hemispherical diffuseness (i.e. illumination by an overcast sky) to
completely diffuse light (i.e. the light in a polar white-out). The light diffuseness can
strongly influence the appearance of scenes and objects in it. We found that various
practically defined diffuseness metrics exist, but they differ from each other by definition
and were implemented in different fields. We investigated how these metrics are related
to each other and whether we could find a way to describe the light diffuseness in a
theoretically sound and practical way.

Research Question 5: Can we describe, measure and visualize the complete first order
structure of the light field in an integral way?

The light density, the primary illumination direction, and the diffuseness shape the
basic (first order) properties of a light field structure and can be perceived by humans.
Can we find a method to integrally describe, measure and visualize the global structure
of these properties of the light field? Results provide insights into the spatial and form-
giving character of light.

1.5. Structure of the thesis

This thesis consists of seven chapters. After introducing the background, the main con-
tributions are presented in Chapters 2-6, answering the research questions formulated
in Section 1.4. Each of these chapters addresses one research question, and the corre-
sponding findings and contributions are discussed in each chapter. The work in these
chapters is based on the publications listed in Section 1.6. Each chapter is self-contained
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and can be read independently. The relationship between the main work described in
this thesis and the development of the lighting profession, as well as the general struc-
ture of the chapters in this thesis are depicted in Figure 1.7.

Figure 1.7: Overview of the structure of the main work presented in this thesis (marked with gray
background).

• Chapter 2 based on [Xia-1], proposed a novel experimental setup to investigate
human sensitivity for variations of light field properties in real scenes. This setup
was developed based on the generic notion of a “probe object" by optically mixing
a light probe into a real scene. Observers’ sensitivities for low order properties
of the light field (i.e., light density, direction and diffuseness) in real scenes were
evaluated.

• Chapter 3 based on [Xia-2], used the method of adjustment to quantitatively mea-
sure human observers’ sensitivity for the low order properties of the light field. Two
experiments were conducted using the experimental setup proposed in Chapter 2,
in which human observers’ abilities to infer the light density, direction and diffuse-
ness independently and simultaneously were studied.

• Chapter 4 based on [Xia-3], presents a systematic exploration of the effect of scene
content and layout on light direction perception in space. Again, two experiments
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were conducted based on the experimental setup proposed in Chapter 2. The first
experiment focused on studying whether types of shapes and scene layout influ-
ence light direction estimation and the second experiment focused on studying
how the shape properties, scene layout and light direction estimation impact each
other.

• Chapter 5 based on [Xia-4], we reviewed the four most frequently used light dif-
fuseness metrics and proposed a diffuseness metric based on the mathematical
description of the physical light distribution in a space. This work is an extension
of Mury’s work on describing the light field’s structure in terms of flux density and
direction variations in 3D spaces based on the spherical harmonics representation
of the light field. The relationships between the five diffuseness metrics were ex-
amined using a model named “probe in a sphere" and each of them was examined
against our criteria proposed for a general purpose diffuseness metric.

• Chapter 6 based on [Xia-5], introduced an integral way to describe, measure and
visualize the flux density, light vector and diffuseness (variations) of the light field
based on the spherical harmonics representation of the light field. A way to simul-
taneously measure the light density, light vector and diffuseness (variations) of the
light using a cubic illumination meter was introduced. This approach was applied
to six light probe images of natural scenes and four real scenes built in our lab.
Furthermore, a cubic meter was built using commercially available components
and laser-cutting MDF boards.

In the end, Chapter 7 concludes this thesis by summarizing the main contributions
and findings. In addition, limitations and possible directions for future research are dis-
cussed. Some of the relevant research that has not been shown in previous chapters will
be presented in the Appendix.
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Abstract

Human observers’ ability to infer the light field in empty space is known as the
“visual light field". While most relevant studies were performed using images on
computer screens, we investigate the visual light field in a real scene by using a
novel experimental setup. A “probe" and a scene were mixed optically using a semi-
transparent mirror. Twenty participants were asked to judge whether the probe fit-
ted the scene with regard to the illumination intensity, direction and diffuseness.
Both smooth and rough probes were used to test whether observers use the addi-
tional cues for the illumination direction and diffuseness provided by the 3D tex-
ture over the rough probe. The results confirmed that observers are sensitive to the
intensity, direction and diffuseness of the illumination also in real scenes. For some
lighting combinations on scene and probe, the awareness of a mismatch between
the probe and scene was found to depend on which lighting condition was on the
scene and which on the probe, which we called the “swap effect". For these cases the
observers judged the fit to be better if the average luminance of the visible parts of
the probe was closer to the average luminance of the visible parts of the scene ob-
jects. The use of a rough instead of smooth probe was found to significantly improve
observers’ abilities to detect mismatches in lighting diffuseness and directions.

This chapter is based on the following publication:
XIA, L., PONT, S. C. & HEYNDERICKX, I. 2014. The visual light field in real scenes. i-Perception, 5, 613-629.
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2.1. Introduction

The interplay between lighting, geometry and materials in a scene shapes the architec-
tural space and the light field in it. The structure of the light field depends on the spatial
and spectral characteristics of the light sources, and on the shape, 3D texture (corruga-
tion) and material reflectance properties of the patches in the light field that receive and
re-emit the light. According to Gershun, if color and temporal variations are neglected,
the light field is a 5-dimensional function, that describes the light traveling in every di-
rection (θ,φ) through any point (x, y, z) in space [8]. Gershun’s light field is essentially
the radiance distribution over space and directions. The theory of the light field devel-
oped by Gershun describes light physically (optically). It describes everything that can
potentially be seen and in psychology this concept was called the “plenoptic function"
by Adelson and Bergen [1].

Our interest mainly concerns the perception of the light field; are people able to
discern all aspects of the optical light field? A detection study done by Ostrovsky[20]
showed that observers were remarkably insensitive to inconsistencies of illumination
direction. They used both computer renderings consisting of identical but randomly ori-
ented cubes and photographs of real scenes in which local inconsistencies of illumina-
tion were created. Their results suggest that the visual system does not verify the global
consistency for locally derived estimates of illumination direction. However, Koenderink
et al. found that human observers have expectations of how an object would look like
when it was introduced at an arbitrary location in a scene [11]. It means that human
observers can infer the light field even in the empty space around them, which the au-
thors called the “visual light field". Later, Schirillo confirmed this theory on the basis of
a review study [26]. In this study, Schirillo presented both direct and indirect evidence of
our awareness of the light field.

Which properties of the light field can human observers perceive? The light field can
strongly influence the appearance of a scene and inversely, its properties can be reflected
by the appearance of a scene. The light field in natural scenes is highly complicated due
to intricate optical interactions, containing low and high frequencies in the radiance dis-
tribution function. Nonetheless, the human visual system (HVS) is able to distinguish
the intensity, the primary illumination direction, and the diffuseness, which are basic
(low-order) properties of a light field [5, 7, 12, 14–16, 19, 21, 24, 27]. Mury et al [17] de-
scribed the relations between the mathematical structure and physical meaning of the
light field components, plus a manner to measure and visualize the light field. The in-
tensity corresponding to “radiant flux density" in Gershun’s theory describes a constant
illumination from all directions, which is usually known as ‘ambient light’ in computer
graphics. The “light vector" describes the average illumination direction and strength.
Diffuseness of light was not mathematically described by Gershun or Mury and it ranges
from fully collimated via hemispherical diffuse to completely diffuse light. An overcast
sky generates hemispherical diffuse light, while direct sunlight is a typical example of
collimated light and a polar whiteout of completely diffuse light.

The next question is how to reliably measure the perceived light field properties.
Koenderink et al.’s experiment [11] adopted a method based upon the generic notion
of a “gauge object". Their stimuli were stereo photographs of a scene consisting of matte
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white painted penguins facing each other. A suitable “gauge object" was introduced at
various locations in the photographic scenes and the observers were asked to adjust the
appearance of the gauge object to visually fit the scene with respect to the lighting. Three
properties of the light field (i.e., intensity, direction and diffuseness) could be adjusted
simultaneously. The results suggested that observers could accurately match the illu-
mination at arbitrary locations in a static scene. The high reliability of the observers on
their settings also demonstrated the validity of the method of using a “gauge object" to
measure the visual fit with a scene. In our research, a similar experiment with the same
method is conducted. However, instead of using photographs, we perform our experi-
ment in a real scene by optically mixing a gauge object into a group of scene objects.

Looking at a real scene is totally different than looking at a picture of it, even when
stereo pictures are used. There are a few reasons. Firstly, there is a big difference in the
dynamic range (DR) of luminance values between the real world and a computer screen.
The real world has about ten orders of dynamic range for luminance values spread across
the spectrum from darkness to brightness while a computer screen has only approxi-
mately two to three [18]. Secondly, some depth cues also induce differences between
the real world and synthetic stereo images. The depth cue “motion parallax" is one of
them. Observers can’t stay absolutely still. When they move, the apparent relative mo-
tion of several stationary objects against a background gives hints about their relative
distance, which can provide absolute depth information if the direction and velocity of
the movement are known [6]. Besides head movements, eye movements can also pro-
vide additional information about the observed objects [28].

In this paper, we will implement a novel experimental setup to introduce a real gauge
object into a real scene [29]. A similar setup was firstly used in a material perception
study in which real objects with different materials were optically mixed together [22].
The key point of this setup lies in the use of a semitransparent mirror. The scene and
probe are located inside two separated boxes and they are mixed together optically by
a semitransparent mirror (see Figure 4.1). In this way, the properties of lighting for the
probe and scene can be changed separately without any mutual interference. We will
focus on testing observers’ sensitivities for illumination direction, diffuseness and inten-
sity because former studies into picture perception showed that observers are sensitive
to these low-order characteristics of light. Observers have to judge the visual ‘fit’ of the
probe in the scene.

In the experiment, two types of probes will be used, a smooth sphere and a rough
sphere (golf ball). Theoretically, the illuminance flow or texture contrast gradients over
the sphere due to the roughness of the golf ball give cues about its illumination addi-
tional to shading [10, 23]. It has been found that observers are sensitive to such gradient
orientations on flat rough surfaces [13], but to our knowledge this is the first systematic
study of whether observers use such cues on 3D objects to judge specific illumination
characteristics.

2.2. Experimental setup

We made a setup to optically mix the scene and probe object, as shown in Figure 4.1.
Three 30cm ×30cm ×30cm cubes formed the main framework of this setup. In cube B,
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there were five colourful geometrical shapes forming a simple scene. In the center of
cube C, there was a white sphere, which served as the probe. Because a white object
has a higher albedo than an object with any other colour, one of the colourful geomet-
rical shapes was painted white to provide an anchor. Inside Cube A, a semi-transparent
optical mirror was placed vertically at the diagonal, which was at 45 degrees with re-
spect to the viewing direction. Due to this mirror, the probe was seen through the mirror
within the scene via its reflection in the mirror. The edges of the mirror could not be seen
through the viewing hole. All cubes’ insides were covered with light absorbing black-out
material (black flocked paper, from Edmund Optics) to avoid too much scattering from
the background, optical cross-talk through, and haze on the mirror. Occlusions between
the probe and the shapes in the scene were prevented. Thus, when observers looked
through the viewing hole, they saw the optical mixture of the scene and probe as if they
were put together, as illustrated in Figure 2.2. The lighting of the scene and probe were
provided by one LCD screen on top of cube B and one on top of cube C. Independent
images were displayed on the two screens to determine the individual lighting for the
scene and for the probe.

To make sure that both the probe and scene contributed 50% to the final super-
positioned scene, we calibrated our setup. Firstly, the relationship between the screens’
luminance and their pixel values was measured. Then we measured the reflectivity and
transmission of the semi-transparent mirror, being 41% and 59% respectively (adding
up to 100%, since this was a high quality semi-transparent mirror). By multiplying the
luminance of screen B with the reflectivity of the mirror, we calculated the “simulated
luminance" for screen B. In the same way, we calculated the “simulated luminance" for
screen C by multiplying the luminance of screen C with the transmission of the mirror.

B

A

Viewing
Hole

Semitransparent
Mirror

C
Screen B

Screen C

Figure 2.1: Illustration of the setup. The setup consists of three 30cm × 30cm × 30cm cubes, of
which the inside is covered with black velvet paper. In cube B, we made a simple scene with five
geometrical shapes. In cube C, we placed a white sphere, which served as the probe. A semi-
transparent mirror was placed vertically at the diagonal of box A. Two LCD screens, one covering
the top of cube B and one the top of cube C, provided the lighting which could thus be varied
independently for the scene and probe
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(a) (b)

Figure 2.2: Optical mixture of scene and probe photographed from the viewing hole, with a
smooth probe (left image), and a rough probe (right image).

2.2.1. Lighting stimuli

Two groups of images were used to simulate the light sources on the scene and probe, as
depicted in Figure 2.3. The first group of stimuli was made to simulate intensity varia-
tions (group I) and a second group of stimuli was made to simulate variations in direc-
tion and diffuseness (group II).

In stimulus group I, we investigated whether human beings are sensitive to varia-
tions in lighting intensity over a scene. The lighting intensity variations were achieved
by varying the pixel value of an image consisting of a white disk in the center of the LCD
screen. The diameter of the white disk was L/3 (L=25 cm, which was the width of the
cube’s top window). Three levels of intensity were used, marked as I1, I2 and I3 (with
I1 > I2 > I3) . For each level of intensity, we selected pixel values such that the “simu-
lated luminance" of screen B and screen C were the same, as given in Table 2.1. It has
long been known that the HVS has a nonlinear response to luminance. This nonlin-
earity can be quantified using the concept of JND (Just Noticeable Difference), which
represents the luminance difference between two patches that the average human ob-
server can just perceive under given viewing conditions. Following the definition, the
difference between two luminance levels on the perceptual scale is proportional to the
number of JNDs between them [30]. Based on the Barten model [3, 4], Rosslyn et al. [2]
developed a Grayscale Standard Display Function which describes the relationship be-
tween luminance and Just-Noticeable Differences. When selecting three intensity levels,
we made sure that the difference in luminance between I1 and I2, and between I2 and
I3 had the same number of JNDs. The I1 and I3 were selected such that the difference
when I1 illuminated the scene and I3 illuminated the probe, or vice versa, was obvious
(based on a pilot experiment with 7 observers). The difference in luminance between I1

and I2, and between I2 and I3 were 60 JNDs.
In stimulus group II, we varied the position and the size of the disk to investigate

whether human beings are sensitive to the average direction as defined by the light vec-
tor [8, 16, 17] and to the diffuseness as defined by the scale of light of a light source [7]. We
displayed white disks with a diameter of L/3 in the center and in two opposite corners of
the screen to vary the direction, and displayed white disks with diameters L/3, 2L/3 and
L to investigate the sensitivity to diffuseness. The simulated luminance for screen B and
screen C was set to their maximum of 77 cd/m2, corresponding to I1. As we needed to
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keep the total emitted luminous flux for the three diameters of the white disk the same,
we used the same number of white pixels as for L/3, but randomly distributed them over
the disk when its diameter was larger than L/3. This created a noise pattern in the LCD
image mimicking the light source (as shown in Figure 2.3), but didn’t impact the light on
the probe or scene objects. We also varied the position of the disk for the diameters L/3
and 2L/3 to investigate the interaction between direction and diffuseness. We refer to
the stimuli in Group II by D1 to D7.

Figure 2.3: Lighting stimuli: Group I, variations in intensity which were achieved by changing
the pixel values of the image of a disk (diameter of L/3, L=25 cm) in the center of the LCD screen;
Group II, variations in direction and diffuseness which were achieved by changing the position and
the size of the displayed white disks. The disks were displayed in the center and in two opposite
corners and had a diameter of L/3, 2L/3 and L (L=25cm).

2.2.2. Probe

This experiment was performed with two different probe objects, i.e., a smooth sphere
and a golf ball (see Figure 2.2), in order to check whether human beings are sensitive to
illuminance flow over a rough probe. The dimples on the golf ball resulted in 3D texture
contrast gradients over the ball, which generated “illuminance flow" and provided cues
additional to the shading.
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Table 2.1: Pixel values, simulated luminance values and their corresponding JND levels for three
levels of intensity.

I1 I2 I3

Pixel values of screen B 255 135 85
Pixel values of screen C 156 103 68
Simulated luminance (cd/m2) 77 47 28
JND values 441 381 321

2.2.3. Task

The task of the observer was to judge whether the white probe fitted the scene with re-
gard to its lighting. If the observer thought the lighting of the scene and probe was the
same, they had to press “Yes" on the keyboard. Otherwise, they had to press “No". After
they had given their answer, they had to press “confirm" to proceed to the next trial. As
illustrated in Figure 2.3, stimulus group I consisted of 3 lighting conditions, and so, re-
sulted in 9 combinations for scene and probe. Stimulus group II consisted of 7 lighting
conditions, and so, resulted in 49 combinations for scene and probe. So, among the total
of 58 combinations, 48 had different lighting settings for scene and probe and 10 had the
same lighting settings for scene and probe. We repeated the 10 “same combinations" for
3 times to improve the balance between the number of same and different combinations,
resulting in a total of 78 comparisons to be made for one probe. As we used two probes,
this resulted in 156 trials in total. Before the formal experiment started, all participants
were asked to do a few practice trials to become familiar with the procedure. The whole
experiment was divided into two sessions, where a different type of probe was evaluated
in each session. Since only one type of scene layout was used, there could be learning
effects. In order to minimize the effects on the outcome, all stimuli were randomly given
within each session and the order of the two sessions was balanced across participants.
Between the first and second session, the observers took a break. The whole experiment
took about half an hour for each participant.

2.2.4. Participants

Twenty observers participated in this experiment, 11 females and 9 males, two of whom
were the first and second author. Observers ranged in age from 24 to 43 and the median
age was 30. The participants were naive with respect to the setup of this experiment
except for the two authors. All participants had normal or corrected-to-normal vision.
They all gave written, informed consent. All experiments were done in agreement with
local ethical guidelines, Dutch Law and the Declaration of Helsinki.

2.3. Results

This results section is organized as follows: firstly, we analyze the overall percentages of
correct answers; after that we use the data of Group I to investigate how sensitive our
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Table 2.2: Percentages of correct answers split up for stimuli with the same lighting setting on
scene and probe and stimuli with different lighting setting on scene and probe (N = total number
of answers, Percentage = percentage of correct answers)

Stimuli Type of probe
Stimuli with same lighting Stimuli with different lighting

N Percentage N Percentage

Group I
Smooth 180 77% 120 66%
Rough 180 73% 120 67%

Group II
Smooth 420 80% 840 61%
Rough 420 78% 840 65%

observers are to variations in lighting intensity; then the data of Group II are used to
check how sensitive they are to the variations of lighting direction and diffuseness. For
all statistical tests applied below, we measured the significance at the 0.05 level.

When examining the overall percentages of correct answers, we distinguish two op-
tions: for the stimuli with the same lighting on probe and scene, “Yes" was the correct
answer, while for the stimuli with different settings, “No" was the correct answer. Conse-
quently, we split the data into two categories, one category “stimuli with same lighting"
and another category “stimuli with different lighting". The percentages of correct an-
swers are given in Table 2.2. We used one-sample binomial tests to check whether these
percentages were significantly different from 50%. The results showed that they all were
significantly different from chance level.

Before we go into a more detailed analysis, we introduce the phenomenon of the
“swap effect". For some combinations of the scene and probe lighting, participants
judged the probe to fit the scene well, yet swapping the lighting over the probe with
that over the scene dramatically shifted participants’ judgments. One example is given
in Figure 2.4, where the optical mixture of a lower intensity I3 on the probe and a higher
intensity I2 on the scene (Figure 2.4(a)) looks as a good fit between probe and scene (only
35% of the observers recognized a mismatch between probe and scene), while the op-
tical mixture of a higher intensity I2 on the probe and a lower intensity I3 on the scene
(Figure 2.4(b)) does not look as a good fit between probe and scene (indeed 75% of the
observers recognized the mismatch in illumination on probe and scene). Because of this
asymmetry, we take this “swap effect" into consideration in the rest of our analysis. To
quantify the combinations of lighting on probe and scene as susceptible to the "swap
effect", we used the Pearson’s Chi-square test on the percentages of correct answers for
the combinations of mirrored lighting on probe and scene. The lighting combinations
that resulted in a significant difference are marked with a red solid frame in the matrix
graphs of Figure 5, Figure 6, Figure 8 and Figure 10.

2.3.1. Group I results: intensity sensitivity

The percentages of correct answers to compare lighting intensity on probe and scene
are visualized in Figure 2.5 for each possible combination. The gray level indicates the
percentage of correct answers, where black means that 0% of answers is correct. One-
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(a) (b)

Figure 2.4: “Swap effect" for lighting settings with different intensity: (a) lower intensity on the
probe and higher intensity on the scene (percentage of correct answers: 35%), (b) lower intensity
on the scene and higher intensity on the probe (percentage of correct answers: 75%)

sample binomial tests were performed to check whether the percentage of right answers
was significantly different from chance. Cells in the matrix graph of Figure 2.5 for which
this was the case are marked with red “∗".

Figure 2.5: Matrix graphs representing the percentages of correct answers for stimulus group I. The
columns represent the intensity level on the probe, while the rows represent the intensity level on
the scene. The gray level indicates the percentage of right answers. Black means that 0% of the
answers was correct. For the cells marked with a red “∗", the proportion of correct answers was
significantly different from 50%, according to the result of a one-sample binomial test. The paired
cells marked with a red solid frame show where the swap effect occurred according to a Pearson’s
Chi-square test. The left graph represents the data for the smooth probe and the right graph the
data for the rough probe.

We noticed that the data in Figure 2.5 are not symmetrical with respect to the black
dashed diagonal (from upper left to bottom right), which is due to the “swap effect".
The lighting combinations where the “swap effect" occurred are marked with a red solid
frame. The cells in the upper right represent lighting with lower intensity on the probe
than on the scene (see Figure 2.4(a)). The cells in the bottom left represent lower inten-
sity on the scene than on the probe (see Figure 2.4(b)). The combination “I1 ∼ I3" had
the largest difference in intensity (120 JNDs), and the observers were quite sensitive to



2.3. Results

2

33

Table 2.3: Results of a binary logistic analysis for the effect of probe type, “swap effect" and inten-
sity difference on the percentage correct answers.

Source Wald Chi-square df P

Probe type 0.059 1 0.808
Swap effect 6.826 1 0.009

Intensity difference 18.994 2 <0.001
Probe type * intensity difference 0.024 2 0.988
Swap effect * intensity difference 7.426 2 0.024

it with more than 85% of correct answers. For the combinations “I1 ∼ I2" and “I2 ∼ I3",
the difference in intensity was much smaller (60 JNDs), but still rather well perceived if
the lower intensity illuminated the scene and the higher intensity illuminated the probe
(except for the combination “I1 ∼ I2" for the smooth probe). However, when the lower
intensity illuminated the probe and the higher intensity illuminated the scene, the ob-
servers had difficulties seeing the mismatch (the percentage of correct answers was not
significantly different from the chance level).

We employed a binary logistic analysis of the generalized linear model to analyze
the probability that the observers could see the difference in lighting intensity between
probe and scene. Only the combinations with different intensity levels of lighting for
scene and probe were included in this analysis. The predictable variables were the type
of probe, the “swap effect" and the difference in intensity level. The “swap effect" in-
cluded two cases: (1) lower intensity on the probe than on the scene, and (2) lower in-
tensity on the scene than on the probe. Two-way interactions between probe type and
intensity difference and between the “swap effect" and intensity difference were also
included. The results are given in Table 2.3. There was no significant difference in per-
centage of correct answers between the smooth and rough probe. Also the interaction
between probe type and intensity difference was not significant. The influence of the
“swap effect" and intensity were both statistically significant (p<0.05), as well as their in-
teraction. The latter is consistent with what we described before: people are sensitive
to a small difference in intensity only when the scene is illuminated by the lower inten-
sity and the probe by the higher intensity, but this “swap effect" disappears when the
intensity difference is large enough.

2.3.2. Group II results: direction and diffuseness sensitivity

To give an overview of the data, the percentages of correct answers for different combi-
nations of direction and diffuseness are visualized as matrix graphs in Figure 2.6. Again,
the gray level in the cell represents the percentage of correct answers, where black means
that 0% of the answers was correct. In Figure 2.6, it can be seen that the global patterns
for the performance as a function of lighting direction and diffuseness are quite robust.
In both graphs, the grey levels are not symmetrically distributed with respect to the di-
agonal (from upper left to bottom right) due to the “swap effect". Where it occurs, the
corresponding cells are marked with a red solid frame.
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Figure 2.6: Matrix graphs representing the percentages of correct answers for stimulus group II.
The columns represent the lighting setting on the probe, while the rows represent the lighting
settings on the scene. The gray level indicates the percentage of correct answers. Black means
that 0% of the answers was correct. For the cells marked with a red “∗", the proportion of correct
answers was significantly different from 50%, according to the result of a one-sample binomial
test. The paired cells marked with a red solid frame show where the swap effect occurred according
to a Pearson’s Chi-square test. The left graph shows the data for the smooth probe and the right
graph the data for the rough probe.

For further analysis, Figure 2.7 illustrates the percentages of correct answers for light-
ing with different directions or different diffuseness or both, for the smooth probe and
the rough probe respectively. We did not consider the “swap effect" in Figure 2.7 be-
cause the “swap effect" for directions differs from that for diffuseness. Later, we will
discuss the “swap effect" for direction and diffuseness separately. The bars labeled as
“same-direction" represent cases with the same direction on the probe and the scene.
Since only the data for combinations with different lighting settings for scene and probe
were considered here, the bar labeled as “same-direction" was absent from the diffuse-
ness combination of “same-diffuseness" in Figure 2.7. Likewise, because the display
disk with the largest diffuseness L could only be located in the center, the bars labeled
as “near ∼ f ar ther ", which represent direction variation from the near corner to far
corner, were absent from the diffuseness combinations “2L/3 ∼ L" and “L/3 ∼ L". One-
sample binomial tests were conducted to evaluate to what extent the percentages correct
answers differed from a chance level of 50%. If the latter was the case, the correspond-
ing bar in Figure 7 is marked with a red “∗". If the percentage was significantly lower
than the chance level, it indicated that the observers consistently saw the lighting on the
scene and probe to fit. If the percentage was significantly higher than the chance level,
it implied that the observers had no difficulty to perceive the mismatch in lighting on
scene and probe.

Again we used a binary logistic analysis of a generalized linear model to analyze the
probability that the observers could see the mismatch in lighting for the probe and the
scene. The predictable variables were the type of probe, the difference in direction and



2.3. Results

2

35

(a) (b)

Figure 2.7: Percentages of correct answers as a function of the difference in diffuseness for dif-
ferent pairs of directions. The left graph represents the data for the smooth probe and the right
graph for the rough probe. The bars marked with red “∗" had a percentage of correct answers
significantly different from 50%. Error bars show the 95% confidence interval

the difference in diffuseness. All two-way interactions were included. Since the “swap
effect" for direction and diffuseness was different and will be discussed separately later,
we did not introduce the “swap effect" into this analysis. The results in Table 2.4 reveal
that the influence of probe type was statistically significant (P<0.05). Thus, as we ex-
pected, the probe type did have an effect on the detection of combined direction and
diffuseness differences while it had no effect on the detection of intensity differences.
Overall the percentage of correct answers was higher for the rough probe than for the
smooth probe. The effects of differences in direction and in diffuseness were both highly
significant. The first set of bars in Figure 2.7 (i.e., differences in direction for the same
diffuseness) illustrates that as the difference in direction increased, more and more peo-
ple could see that the directions did not fit. Generally, as the difference in diffuseness
became larger (i.e., illustrated by the same type of bars in different sets in Figure 2.7),
more of the observers could detect the mismatch. The percentage of correct answers
was especially low for the combination “2L/3 ∼ L". We also found a significant inter-
action between direction and diffuseness differences. These results were in agreement
with what Figure 2.7 showed. In general, observers were very sensitive to differences in
lighting direction, but this sensitivity was affected by the lighting diffuseness. When the
diffuseness was relatively large, but different for probe and scene (i.e., for the combi-
nation 2L/3 ∼ L), most of the observers tended to be uncertain whether the scene and
probe fit each other (since both in Figure 2.7(a) for the smooth probe and in Figure 2.7(b)
for the rough probe most of the bars were not significantly different from chance level).

2.3.3. Swap effect

The influence of the “swap effect" for direction and diffuseness was analyzed separately
to investigate what happened when the lighting with only different directions or only
different diffuseness was swapped between probe and scene. We selected the data with
only one kind of difference either in direction or in diffuseness, to avoid mutual impact.



2

36 2. Sujective sensitivity for the visual light field in real scenes

Table 2.4: Results of a binary logistic analysis for sensitivity to differences in lighting direction and
diffuseness, including the effect of probe type

Source Wald Chi-square df P

Probe type 3.963 1 0.047
Direction difference 103.719 3 0.001

Diffuseness difference 60.926 3 0.001
Direction difference * diffuseness difference 14.166 6 0.028

Probe type * direction difference 4.258 3 0.235
Probe type * diffuseness difference 1.957 3 0.581

The “swap effect" for direction included two conditions: (1) farther lighting on the probe
and closer on the scene, and (2) farther lighting on the scene and closer on the probe.
Similarly, the “swap effect" for diffuseness included also two conditions: (1) larger dif-
fuseness on the probe and smaller on the scene, and (2) larger diffuseness on the scene
and smaller on the probe.

For lighting settings with different directions but same diffuseness, both stimuli with
diffuseness of L/3 and 2L/3 were selected as shown in Figure 2.8. The cells right above
the black dashed diagonal (from upper left to bottom right) in the matrix graph represent
farther lighting on the probe than on the scene, while the cells left below the diagonal
represent farther lighting on the scene than on the probe.

Generally speaking, both graphs in Figure 2.8 were symmetrically mirrored with re-
spect to the black dashed diagonal except for the combination D2 −D3 when a smooth
probe was used (as marked with a red solid frame in Figure 2.8 left graph). The result
of a binomial test showed that when D3 was on the probe and D2 on the scene (as il-
lustrated in the left image of Figure 2.9), the observers were just guessing whether both
lighting conditions fitted. However, when D3 and D2 were swapped (as illustrated in the
right image of Figure 2.9), the observers were quite sure that the light on the probe did
not fit the light on the scene. We have no specific explanation for this observation, but
just noticed (as can be seen from Figure 2.9) that the mixed scene looked more dishar-
monious with a brighter illumination on the probe when the center lighting was on the
probe and the far lighting on the scene. A binary logistic analysis of a generalized linear
model was performed using the probe type, the “swap effect", the difference in direction
as well as their two-way interactions as predictor variables. However, the result showed
that the “swap effect" did not statistically significantly influence observers’ awareness of
the mismatches the probe and scene (C hi 2 = 1.179, p = 0.278).

For lighting settings with different diffuseness but same direction on scene and probe,
stimuli in the center, in the near left corner and in the far right corner were selected as
shown in Figure 2.10. In each group of cells the ones right above the black dashed di-
agonal (from upper left to bottom right) have a higher diffuseness on the probe than on
the scene, while the ones left below the black dashed diagonal have higher diffuseness
on the scene than on the probe. In general, each group of cells is pretty well mirrored
with respect to its diagonal, suggesting that the “swap effect" was small, except for the
combination D2 −D7. Again, a binary logistic analysis of a generalized linear model was
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Figure 2.8: Matrix graphs representing the percentages of correct answers for combinations of
different directions but same diffuseness on the probe and the scene. The columns represent the
lighting condition on the probe, while the rows represent the lighting condition on the scene. The
gray level in each cell indicates the percentage of correct answers. Black means that 0% of the
answers was correct. The cells marked with red “∗" indicate that the proportion of correct answers
for this combination of lighting on probe and scene was significantly different from 50%. The
paired cells marked with a red solid frame show where the swap effect occurred according to a
Pearson’s Chi-square test. The left graph represents the data for the smooth probe and the right
graph for the rough probe.

performed, using the probe type, “swap effect" and difference in diffuseness as main pre-
dictor variables, including their two-way interactions. We did not find a significant main
effect of the “swap effect" (C hi 2 = 2.991, p = 0.084), but we did find a significant inter-
action between “swap effect" and “difference in diffuseness" (C hi 2 = 12.432, p = 0.002).
The latter was already suggested by our observations in Figure 2.10. With small “differ-
ence in diffuseness" between the probe and scene (L/3 ∼ 2L/3 : D2 −D5,D1 −D4,D3 −
D6;2L/3 ∼ L : D5 −D7), observers often had difficulties to see the mismatch in illumi-
nation diffuseness and there was no significant “swap effect". However, when the “dif-
ference in diffuseness" was relatively large (L/3 ∼ L : D2 − D7), the “swap effect" was
significant. In the latter case, the percentage of correct answers was higher when the
lighting on the scene was more diffuse than on the probe, while the percentage of cor-
rect answers was much lower when the lighting on the probe was more diffuse than on
the scene.

2.4. Discussion

We have used a novel experimental setup to investigate human sensitivity for lighting
intensity, direction and diffuseness in real scenes. One advantage of this setup is that it
allows us to introduce a real probe object into a real scene while the lighting of the scene
and the probe can be varied separately without any mutual interference. Furthermore,
the task to judge the visual “fit" of the illuminated probe in a scene allows us to obtain a
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(a) (b)

Figure 2.9: Optical mixture of scene with center lighting (D2) and right far lighting (D3): The left
image represents center lighting on the scene and right far lighting on the probe; The right image
represents center lighting on the probe and right far lighting on the scene

Figure 2.10: Matrix graphs representing the percentages of correct answers for combinations of
different diffuseness but the same direction on the probe and the scene. The columns represent
the lighting condition on the probe, while the rows represent the lighting condition on the scene.
The gray level in each cell indicates the percentage of correct answers. Black means that 0% of
the answers was correct. The cells marked with red “∗" indicate that the proportion of correct
answers for this combination of lighting on probe and scene was significantly different from 50%.
The paired cells marked with a red solid frame show where the swap effect occurred according to
a Pearson’s Chi-square test. The left graph represents the data for the smooth probe and the right
graph for the rough probe.

direct operational measure, which quantifies what the observer sees with a purely visual
“yardstick" [9, 11]. During the experiment, observers had little trouble with the task and
none of them doubted that the probe and scene were actually not located in the same
box.

Where previous studies [11, 12, 25] asked participants to adjust the lighting on the
(virtual) probe such that it fitted into the (virtual) scene, we here simplified the task by
asking observers only to indicate (with “yes" or “no") whether the lighting of the probe
fitted the scene. We repeated the stimuli with the same lighting on probe and scene
three times each, so that the number of same combinations was 60, and the number of
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different combinations was 96 (see also section 2). Table 2.2, however, shows that the
number of “yes" and “no" responses was balanced. Indeed, for stimuli with the same
lighting conditions (N=60) participants on average had 78% correct answers (and so, on
average 47 “yes" and 13 “no" responses), whereas for stimuli with different lighting con-
ditions (N=96) participants on average had 63% correct answers (and so, on average 36
“yes" and 60 “no" responses). So, the sum of the “yes" responses and “no" responses was
much more balanced than what could be expected from the number of stimuli with the
same or different lighting conditions. We don’t think that this tendency of balancing the
“yes" and “no" responses has influenced our findings, since it in principle affected all
stimuli in a similar way.

We found that the observers were sensitive to variations of the light intensity, direc-
tion and diffuseness, which confirmed the results of former studies. A study conducted
by Pont et al. found that observers were able to match the direction and diffuseness of
a light field [25]. The visual light field study by Koenderink et al. certified observers’
ability on estimating the direction and diffuseness in natural scenes and found that the
observers were also sensitive to the variations in light field intensity [11]. While their
studies were all performed based on the use of images on computer screens, this study
was conducted in real scenes. Hence, this study confirmed that observers’ sensitivity
to intensity, direction and diffuseness of the light field also holds for real scenes. As ex-
pected, we found that as the difference in intensity, direction and diffuseness increased,
the observers were better aware of the mismatches between the scene and probe. Since
the methods used in the former studies (adjustment to create visual fit) and in the cur-
rent study (yes/no to visual fit) are so different, it is not possible to compare the results
in terms of sensitivity.

It should be noted that the current study only used one particular, relatively simple
real scene to demonstrate the measurement of the visual light field in a real scene. As
participants assessed 156 stimuli with this particular scene, we cannot exclude a learning
or adaptation effect to this scene. However, all stimuli in the experiment were provided
to each participant in a different random order, and so, possible learning/adaptation
to the stimuli is not expected to affect our findings. Obviously, more scenes need to
be investigated to evaluate the generalizability of our findings to other scenes. We do
expect that also in other real scenes people will be sensitive to the intensity, direction
and diffuseness of the light field, though possibly with different sensitivity.

We discovered in some cases a “swap effect", which means that whether the mis-
match in lighting between probe and scene was visible dependent on which of the two
lighting conditions was on the scene and which on the probe. We listed the optical mix-
tures for all the cases where the “swap effect" occurred in Figure 2.11. For lighting con-
ditions differing in intensity and diffuseness, the “swap effect" occurred with both the
smooth probe and rough probe. The “swap effect" for one of the combinations of differ-
ent directions of the lighting only occurred with the smooth probe.

To investigate why the “swap effect" happened, we examined all optical mixtures
for which it happened in Figure 2.11. The observers were significantly more aware of
the mismatch between scene and probe for the conditions in the left column than for
those in the right column according to the percentage of correct answers (PoCA). We
noticed that the probes in the left column seemed to be brighter with respect to their
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Figure 2.11: Optical mixtures of scene and probe for all the cases where the “swap effect" occurred.
The lighting on the probe was marked as “P" (i.e. P: I2 means the probe was illuminated with
intensity I2) and the lighting on the scene was marked as “S". “PoCA" represents the percentage
of correct answers. The higher the PoCA is, the more observers were aware of the “mismatch in
lighting between scene and probe"
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surrounding scene than in the right column. Therefore we calculated the ratios be-
tween the average luminance of the probe and the average luminance of the scene (R =
Lum_pr obe/Lum_scene) for the images of the optical mixtures in both the left and right
columns, see Figure 2.12. Since we took the photographs using the same setting of the
camera, the average luminance could be estimated via the average pixel luminance. To
exclude the dark areas and noise in the photographs, only the pixels whose luminance
was larger than 0.1 were considered. Figure 2.12 shows that the luminance of the probe
with respect to the scene was indeed higher for all the optical mixtures in the left col-
umn. These results indicate that indeed the observers might have judged the mixes in
the right column as a better fit because the average luminance of the visible parts of
the probe were closer to the average luminance of the visible parts of the scene objects
whereas in the left column the probe is clearly much higher in luminance.

Figure 2.12: The ratio between the average luminance of the probe and the average luminance of
the scene (R = Lum_pr obe/Lum_scene) for all the lighting combinations where the “swap effect"
occurred. The bars labelled as “left column" and “right column" represent the optical mixtures in
the left column and right column of Figure 2.11 respectively. The label SP represents results for the
smooth probe and RP for the rough probe.

In our experiment, the mean illuminance over the probe decreased as the diffuseness
increased. Figure 2.13 illustrates the illumination over the probe under three diffuseness
levels: from left to right, the diameter of the disk changes from L/3 (8 cm) to 2L/3 (16
cm) and L (25 cm), and the corresponding scale of light is 24%, 43% and 59% according
to the definition by Frandsen [7]; so, the mean illuminance over the probe decreases by
a factor of 92% and 83% in the middle and right image in comparison to the left image.
This observation triggered another question, namely whether the observers detected the
difference of diffuseness by just comparing the mean illumination on the probe and the
scene. If so, they would have difficulties in judging where the inhomogeneity originated
from: from the difference in intensity or from the difference in diffuseness, not to men-
tion estimating the diffuseness and intensity simultaneously. Therefore, our next study
will focus on whether observers can simultaneously match the intensity, direction and
diffuseness in real scenes.
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(a) (b) (c)

Figure 2.13: The illumination over the probe under different levels of diffuseness, the diameter of
the disk being L/3 (8 cm) in the left image, 2L/3 (16 cm) in the middle image and L (24 cm) in the
right image.

Finally, our findings show that the use of a rough probe did not help the observers
to detect the mismatch in intensity of the lighting between the scene and probe, but
it helped them to find the mismatch in the combination of lighting direction and dif-
fuseness between scene and probe. This proved our expectation that for real 3D objects,
human observers can use the illuminance flow to judge illumination properties. In com-
putational vision, the illuminance flow is derived from the roughness on the mesoscale.
The variation of illuminance on the macroscale is usually denoted as “shading" and the
variation of illuminance on the mesoscale as “3D texture" [23]. In theory, the illumi-
nance flow generated by 3D texture gradients can give additional cues about the illu-
mination to the “shading" [10]. This theory was confirmed for flat surfaces by asking
subjects to adjust the elevation and azimuth of a probe for a series of pictures of natu-
ral textures [13]. In our experiment, the illuminance flow or texture contrast gradients
over the rough probe give information about the direction and diffuseness. However, it
doesn’t give information about the intensity because the texture gradient structure is in-
variant for intensity changes. So, as expected, the 3D texture on the rough probe did not
improve judgments of the mismatches in lighting intensity, but it did for diffuseness and
direction. To our knowledge this is the first systematic study proving that observers use
the illuminance flow over 3D objects to judge specific illumination characteristics.

2.5. Conclusions

In summary, we implemented a novel experimental setup to investigate human sensi-
tivity to low-order properties of light fields in real scenes, namely the intensity, direction
and diffuseness. We found that observers are able to detect whether a probe fits a scene
with respect to these light qualities. However, in some cases with different lighting on the
probe and scene, the awareness of the mismatch depended on which lighting condition
was on the scene and which on the probe, which we called the “swap effect". For these
cases we found that observers judged the fit to be better if the average luminance of the
visible parts of the probe were closer to the average luminance of the visible parts of the
scene objects. Finally, adding roughness to the spherical probe improved judgments of
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the mismatch in direction and the diffuseness of the lighting, showing that human ob-
servers use illuminance flow as a cue to the light.
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Abstract

Previously, we probed lighting perception in a real scene by asking whether the light
on a “probe object" that was optically mixed with a same or differently lighted real
scene was the same or different [36]. But how well are observers able to interac-
tively adjust the lighting (i.e., intensity, direction and diffuseness) on a “probe ob-
ject" to its surrounding real scene? Image ambiguities can result in perceptual in-
teractions between light properties. Such interactions formed a major problem for
the “readability" of the illumination direction and diffuseness on a matte smooth
spherical probe [21]. We found that light direction and diffuseness judgments us-
ing a rough sphere (i.e., a golfball) as probe were slightly more accurate than when
using a smooth sphere, due to the 3D texture [36]. We here extended the previous
work by testing independent and simultaneous adjustments of light intensity, di-
rection and diffuseness using a rough probe. Independently inferred light intensi-
ties were close to the veridical values and the simultaneously inferred light intensity
interacted somewhat with the light direction and diffuseness. The independently
inferred light directions showed no statistical difference with the simultaneously in-
ferred directions. The observers could coarsely infer the light diffuseness. In sum-
mary, observers were able to adjust the basic light properties through both indepen-
dent and simultaneous adjustments. The light intensity, direction and diffuseness
are well “readable" from our rough probe. Our method allows “tuning the light" in
interfaces for design or perception research.

This chapter is based on the following publication:
XIA, L., PONT, S. C. & HEYNDERICKX, I. Separate and simultaneous adjustment of light qualities in a real
scene. submitted to i-Perception.
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3.1. Introduction

Light fields in the real world are highly complex due to the spectral and spatial character-
istics of light sources within a scene and the inter-reflections of light between surfaces,
generating various shading, shadowing and vignetting effects. Nevertheless, the human
visual system (HVS) is sensitive for the intensity, the primary illumination direction, and
the diffuseness, which are basic properties of a light field [15, 18, 19, 23, 26, 27]. Light
intensity, direction and diffuseness are the first order properties of the light field repre-
sented using spherical harmonics [24].

Human observers’ awareness of the light field in the empty space of a scene was
called the “visual light field" [18]. Many studies into surface colour and lightness percep-
tion gave indirect evidence of our awareness of the light field [1, 7–10, 13, 14, 16, 22, 30,
32, 34]. Some studies focused on observers’ estimations of single properties of the illu-
mination, with the illumination direction being studied most intensively [17, 19, 23, 27].
The independent adjustment of one lighting property is a method of controlled variable
tuning and it influences appearance unilaterally. However, the light intensity, direction
and diffuseness can vary simultaneously in real environments and all of them result in
appearance changes of the objects inside it. The simultaneous adjustment of lighting
properties is much more complicated than the independent adjustment because the
tuning has more degrees of freedom.

Koenderink et al. have tested simultaneous estimations of all three basic properties
of the light field using displayed images [18]. They found that the “visual light field"
could be revealed via people’s expectations of how a given object would appear if it was
introduced in a displayed scene. We successfully probed this kind of expectation in real
scenes by introducing a real gauge object into a real scene using optical mixtures in a
novel experimental setup [35, 36]. The results confirmed that observers were sensitive to
intensity, direction and diffuseness differences also in real scenes.

However, the influences of these lighting properties on the appearance of a scene or
gauge object are in no way “orthogonal" but can interfere with each other due to ba-
sic image ambiguities. For example, Pont and Koenderink [29] used artificial Lamber-
tian smooth spheres and images of real rough spherical objects with various surface tex-
tures to investigate light direction and diffuseness estimations. They found that illumi-
nation direction estimates interacted with illumination diffuseness estimates, because
more frontal lighting or more diffuse lighting resulted in quite similar changes in ob-
ject appearance (i.e., “diffuseness-direction ambiguity"). Madsen and Donn [21] found
that this interaction formed a major “readability" problem in applying a smooth matte
sphere as a light probe in architectural lighting applications.

In a previous study [36], the use of a golf ball in comparison to a smooth sphere was
found to significantly help observers detect mismatches in light direction and diffuse-
ness between the scene and the probe. This improvement was caused by 3D texture
gradients that gave information complementary to the shading [28], partly resolving the
direction-diffuseness ambiguity. Light intensity discrimination was not improved by the
probe roughness, as expected, since the related brightness changes did not influence
the 3D texture patterns. However, this study was done using a “fit"/ “no fit" paradigm
instead of a method of adjustment. In order to develop our probing method and its in-
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terface further, for perception experiments and as a practical tool for lighting designers,
it is necessary to know how accurately people are able to adjust the three basic properties
of a light field.

In this study, we evaluated observers’ abilities to adjust and fit the three basic lighting
properties both independently and simultaneously using a rough probe in a real scene.
Based on former results, we expect to find that both methods will work well and differ
only slightly, because of possible interactions between the simultaneously inferred light-
ing properties. It will answer whether simultaneous adjustment of all first order lighting
properties on a rough light probe is a feasible approach in a lighting interface for lighting
design and perception experiments.

3.2. General methods

A novel type of experimental setup was used to optically introduce a real gauge object
into a real scene (see Figure 4.1 (a)). The scene was located in cube B and consisted of
five colourful geometrical shapes. The probe was a white golf ball put in the centre of
cube C. Because a white object has a higher albedo than an object with any other colour,
one of the colorful geometrical shapes was painted white to provide an anchor [13]. The
scene and probe were optically mixed together by a semitransparent mirror put at 45◦
with respect to the viewing direction. When the observers looked through the viewing
hole, they saw the optical mixture of the scene and probe as if they were put together (see
Figure 4.1 (b)). The lighting on the scene and the probe was provided by an LCD screen
on top of cube B and cube C, respectively (hereafter referred to screen B and screen C).
Independent images were displayed on the two screens to provide independent lighting
on the scene and on the probe. The inner width of the cubes was 25 cm and the top of
cube B and C was covered by a 930 pixels×930 pixels square area on the LCD screens. We
refer to [35, 36] for more information on the experimental setup.

The intensity variation was achieved by varying the pixel value of a disk displayed
on the LCD screen. The average light direction, defined by the light vector [12, 24] with
respect to the probe, was varied by displaying a disk at different positions on the LCD
screen. The light diffuseness as defined by the scale of light [11], which is derived from
the comparison between the size of a light source and that of an illuminated object, was
varied by changing the size of the disk on the screen. To keep the total emitted luminous
flux constant for the same intensity level when changing this size, we started from the
number of pixels needed to fill a disk of 6.5 cm diameter, and randomly distributed these
pixels over the required (larger) size. So, this created a noise pattern on the LCD image
(see Figure 3.7).

The experiments in this study were based on a within-subject design. In the first
experiment, the observers were asked to separately estimate the light direction, diffuse-
ness and intensity. After a short break we started the second experiment, in which the
observers were asked to simultaneously estimate these properties. The observers spent
around 1 hour finishing both experiments.

The experiments were performed in a dark room. The observers looked at the optical
mixture of the scene and the probe through the viewing hole. We provided different
lighting stimuli on the scene. The task of the observer was to adjust the lighting on the
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(a)
(b)

Figure 3.1: Illustration of the setup. (a)The setup consists of three 30cm ×30cm ×30cm cubes, of
which the inside is covered with black velvet paper (the inner width of the cubes was 25cm exclud-
ing the width of the frames). In cube B, we made a simple scene with five geometrical shapes. In
cube C, we placed a white painted golf ball which served as the probe. A semi-transparent mirror
was placed vertically at the diagonal of box A. Two LCD screens covering the top of cube B and cube
C provided the lighting which could thus be varied independently for the scene and the probe. (b)
The setup and an optical mixture of the scene and the probe photographed through the viewing
hole.

probe to fit the scene. The observers used four arrow keys to adjust the light direction,
and the up and down arrow keys to increase and decrease the light diffuseness or light
intensity. Furthermore, the observers could take small steps or big steps by pressing
corresponding keys on the keyboard when performing the adjustment.

Once the big step was selected, each time the key was pressed, the centre of the disk
was moved 30 pixels (approximately 0.8 cm) in the selected direction, or the diameter of
the disk increased/decreased by 30 pixels, or the pixel value increased/decreased by 10
grey levels depending on the session. Otherwise, if the small step was used, the centre
of the disk was moved 10 pixels, the diameter of the disk increased/decreased by 10 pix-
els, or the pixel value increased/decreased by 3 grey levels. The big steps were selected
such that the differences between the lighting effects on the probe were obvious (based
on a pilot experiment with 4 observers), and the small steps to generate just noticeable
variations of lighting effects. In Experiment 2, the participants first had to decide which
lighting property (direction, diffuseness or intensity) they wanted to vary by pressing
corresponding keys. If the direction, diffuseness or intensity exceeded a boundary, the
computer gave a warning sound.
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3.2.1. Participants

Six female observers and nine male observers (two of whom were the first and second au-
thor), aged between 20 and 44 years old, participated in this study. The participants were
naive with respect to the setup of this experiment except for the two authors. All partic-
ipants had normal or corrected-to-normal vision. They all gave written, informed con-
sent. All experiments were done in agreement with local ethical guidelines, the Dutch
Law and the Declaration of Helsinki, and were approved by the TUDelft Human Research
Ethics Committee (HREC).

3.3. Experiment 1: adjusting intensity, direction and diffuse-
ness independently

We first investigated how well observers can adjust and fit the light direction, diffuse-
ness and intensity independently in real scenes. This experiment was divided into three
sessions for the three lighting properties and the order of these three sessions was ran-
domized per participant. After each session, the observers were asked to rank the five
shapes inside the scene from 1 to 5 according to the information these shapes gave intro-
spectively during the adjustment, with 1 meaning the least information and 5 the most
information.

3.3.1. Group I: Sensitivity for independent light intensity adjustment

Lighting stimuli

The stimuli in Group I were designed to investigate how sensitive observers were to vari-
ations in light intensity. A disk with diameter D1 (7 cm, 264 pixels) and varying grey
value was displayed in the centre of screen B to serve as a light source with different in-
tensity level on the scene. Five levels of intensity were used, marked from I1 to I5 (with
I1>I2>I3>I4>I5, see Figure 3.2). Because of the nonlinear response of the HVS to lumi-
nance, we adopted a constant difference in the number of JNDs between the adjacent
luminance levels, namely 30 JNDs [2, 37]. The pixel values, the luminance values and
the JND values for each of the intensity levels are listed in Table 3.1. It should be noted
that the different light intensity levels were generated by changing the pixel values on
the screen, which were parameterized by luminance values of the sources. Although dif-
ferent terms are used here, they result in the same brightness changes on the object’s
/scene’s appearance.

On the probe side, a disk with the same diameter was displayed in the centre of
screen C, whose luminance value was randomly generated between 0 to 89 cd/m2. The
task of the observers was to adjust the intensity of the light source on the probe to fit the
scene.

Each stimulus was repeated for 3 times, resulting in 5×3 = 15 trials for each partic-
ipant. Since we weren’t interested in differences between participants (we nowhere dis-
cuss them except shortly in the discussion) and since we didn’t distinguish inter- from
intra-variance in participants we considered all measurements independently in the sta-
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tistical analyses. . The same applies to the data analysis for all the repeated stimuli in this
study.

(a) 75.0 cd/m2 (b) 60.0 cd/m2 (c) 47.4 cd/m2 (d) 36.7 cd/m2 (e) 28.9 cd/m2

Figure 3.2: Group I stimuli: five intensity levels on the scene were achieved by varying the grey
value of a white disk with a diameter of 7cm (264 pixels) located in the centre of screen B.

Table 3.1: The five intensity levels of the light source on the scene that were used in stimuli group
I. The pixel values, luminance values and their JND values are listed.

Intensity levels I1 I2 I3 I4 I5
Pixel value 255 169 135 106 85

Luminance (cd/m2) 75.0 60.0 47.4 36.7 28.9
JND 441 411 381 351 321

Results

Table 3.1 shows the luminance values of the light source on the scene and the mean of the
corresponding adjusted luminance values on the probe. Their relationship is illustrated
in Figure 3.3. We noticed that the adjusted luminance on the probe was well in line with
the luminance on the scene except for a slight offset.

Figure 3.3: Mean of the adjusted luminance on the probe as a function of the luminance on the
scene. The error bars show the 95% confidence interval (for N=45 measurements).
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A repeated-measures ANOVA showed that the fitted intensity on the probe was signif-
icantly affected by the intensity level on the scene (F (4,176) = 242.83, p < 0.001). Besides
that, the post-hoc test revealed that the fitted intensity for each intensity level from I1
to I5 was statistically significantly different from each other. A simple linear regression
resulted in an R2 of 0.74 with a systematic offset of -2.5 cd/m2. Thus, observers could
quite accurately distinguish all intensity levels we used as stimulus on the scene.

3.3.2. Group II: Sensitivity for independent light direction adjustment

Lighting stimuli

The stimuli in Group II were designed to investigate how sensitive observers were to vari-
ations in light direction. A disk was displayed in one of nine different positions on screen
B. In this specific setup, the position of the disk is a convenient parameterization of the
light direction with respect to the probe. The bird’s eye view of these nine positions is
depicted in Figure 3.4, including their labels from P1 to P9 and their x and y co-ordinates
on the screen. The positions of the disk were selected within a certain distance from the
edges of the cube to make sure that there was enough space to adjust the setting of the
light direction. On the probe side, a disk was displayed in a random position on screen
C. The task of the observer was to adjust the position of the light source on the probe to
fit the scene.

Each stimulus was repeated for 3 times, resulting in 9×3 = 27 trials for each partici-
pant.

(a)

(b)

Figure 3.4: (a) illustration of the bird’s eye view of Group II stimuli on the scene: variation in
direction was achieved by changing the position of a displayed white disk. Nine positions from P1
to P9 were used, as shown in the figure. The diameter of the disk was 264 pixels, and the width of
the full window was 930 pixels (25cm). (b) Detailed information of the disk’s positions.

Results

Figure 3.5 illustrates the positions of the light source above the scene (white disks) and
the estimated positions of the light source above the probe (pink disks). The estimated
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positions were averaged across all 15 observers. The error bars on the pink disks show
the 95% confidence intervals.

Figure 3.5: The white disks represent the positions of the light source above the scene and the
pink disks represent the averaged positions of the light source above the probe, inferred by the
observers. The error bars on the pink disks show the 95% confidence intervals (for N = 45 mea-
surements).

The position of the light source was converted into its direction with respect to the
probe, which is defined by two angles, namely the slant and tilt, as described in Figure
3.6. The slant of the light source is the angle between the viewing direction and the
vector from the centre of the probe to the centre of the light source ( ~PS). The tilt of the
light source is the angle between the positive x-axis and the projection of ( ~PS) on the
surface XPZ.

Both the slant and tilt angles for the nine light sources above the scene and for the
inferred positions above the probe were calculated, as listed in Table 3.2 and Table 3.3,
respectively. The slant of the light source on the scene was approximately 74◦ for the
front row (P1, P2, P3 in Figure 3.4), 90◦ for the second row (P4, P5, P6) and 106◦ for
the back row (P7, P8, P9). Comparing these values to the inferred slants, we found the
biggest difference for P7, namely 10◦ with a standard deviation of 12◦. Similarly, the tilt
of the light source was 73◦ for the right column (P1, P4, P7 in Figure 4), 90◦ for the middle
column (P2, P5, P8) and 107◦ for the left column (P3, P6, P9). We compared these values
to the fitted tilts on the probe and found that the biggest difference was 13◦ for P8, with
a standard deviation of 8◦. Furthermore, we found that the standard deviations of the
inferred slant angles were slightly larger than those of the inferred tilt angles. The results
indicated that, generally, the observers were able to estimate the light direction in our
scenes.

We performed a 3 (stimulus row)×3 (stimulus column) repeated-measures ANOVA
for the inferred slants and tilts, respectively. For the inferred slants, we found a signif-
icant main effect of the stimulus row (F (2,88) = 166.95, p < 0.001). The post-hoc test
revealed that the inferred slants in the front row were significantly smaller than those in
the middle row (p < 0.001), and the inferred slants in the middle row were significantly
smaller than those in the back row (p < 0.001). For the inferred tilts, we found a sig-
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Figure 3.6: Illustration of slant and tilt. The red spot represents the light source and the blue spot
the probe. The slant θ is defined as the angle between the viewing direction and the vector from
the centre of the probe to the centre of the light source ( ~PS). The tilt ψ is defined as the angle
between the positive x-axis and the projection of ( ~PS) on the surface XPZ.

Table 3.2: The slant angle of the 9 light sources on the scene and the corresponding mean angle
on the probe as inferred by the participants (SD= Standard Deviation).

Slant P1 P2 P3 P4 P5 P6 P7 P8 P9
Scene 74◦ 73◦ 74◦ 90◦ 90◦ 90◦ 106◦ 107◦ 106◦
Probe 76◦ 78◦ 73◦ 87◦ 85◦ 88◦ 96◦ 100◦ 105◦

SD 9.8◦ 11.3◦ 9.9◦ 10.3◦ 9.2◦ 10.7◦ 12.4◦ 11.2◦ 9.8◦

Table 3.3: The tilt angle of the 9 light sources on the scene and the corresponding mean angle on
the probe as inferred by the participants (SD= Standard Deviation).

Slant P1 P2 P3 P4 P5 P6 P7 P8 P9
Scene 73◦ 90◦ 107◦ 73◦ 90◦ 107◦ 73◦ 90◦ 107◦
Probe 76◦ 87◦ 100◦ 70◦ 82◦ 100◦ 68◦ 77◦ 103◦

SD 9.1◦ 9.2◦ 7.9◦ 6.3◦ 8.1◦ 8.7◦ 6.5◦ 8.4◦ 8.2◦
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nificant main effect of the stimulus column (F (2,88) = 439.74, p < 0.001). The post-hoc
test showed that the tilts for the right column were significantly smaller than those in
the middle column (p < 0.001), and the tilts for the middle column were significantly
smaller than that in the left column (p < 0.001). These results indicate that generally, the
observers were able to make a distinction between the slants in different stimulus rows
and the tilts in different stimulus columns.

Unexpectedly, we also found a significant effect of the stimulus row on the tilt esti-
mation (F (2,88) = 17.83, p < 0.001). The post-hoc test revealed that the fitted tilts of the
front row were significantly larger than those of the middle row (p = 0.001) and the back
row (p < 0.001). Both for the estimation of slant and tilt, a significant interaction be-
tween the stimulus row and the stimulus column was found (sl ant : F (4,176) = 7.36, p <
0.001; t i l t : F (4,176) = 10.66, p < 0.001). This interaction together with the influence of
the stimulus row on the tilt estimation were consistent with the observation in Figure 3.5
that the inferred position of the light source on the probe was systematically contracted
to the back right corner.

The observers ranked the five shapes inside the scene according to the information
they thought these shapes gave (the first and second author did not answer the question-
naire). The bowling pin was ranked 10 times out of the 13 answers as the shape providing
the most information for the light direction estimation. This introspective result seems
to agree with the measurements; the estimated direction of the light source on the scene
was found to be contracted to the back right corner where a white pentagon was located,
but not near the bowling pin.

3.3.3. Group III: Sensitivity for independent light diffuseness adjustment

Lighting stimuli

The stimuli in Group III were designed to investigate how sensitive the observers were to
variations in light diffuseness. To this end a disk with a diameter of 264 pixels (7.0 cm),
398 pixels (10.5 cm), 532 pixels (14.0 cm), 666 pixels (17.6 cm) or 800 pixels (21.1 cm) (a
stepwise increase of 134 pixels) was displayed in the centre of screen B (see Figure 3.7).
The five diffuseness levels were labeled from D1 to D5. Frandsen et al. [11] scaled the
diffuseness levels in the range from fully collimated to hemispherical diffuseness based
on the ratio of the area of the semi-shadow on a sphere to the area of the whole sphere.
According to his theory, the corresponding scale of light value was calculated for the
diffuseness levels from D1 to D5, as listed in Table 3.4.

On the probe side, a white disk with a randomly generated diameter between 250
pixels and 930 pixels was displayed in the centre of screen C. The task of the observer
was to adjust the diffuseness on the probe to fit the scene. Although the diameter of the
light sources varied, the total number of white pixels inside each light source was kept
constant to make sure they had the same total emitted luminous flux.

Each stimulus was repeated for 3 times, resulting in 5×3 = 15 trials for each partici-
pant.
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(a) D1 (7cm) (b) D2 (10.5cm) (c) D3 (14.0cm) (d) D4 (17.6cm) (e) D5 (21.1cm)

Figure 3.7: Group III stimuli: five diffuseness levels were achieved by changing the size of a white
disk on screen B, while keeping the total number of white pixels constant.

Table 3.4: The diffuseness levels on the scene used in stimuli group III, and their scale of light
values, calculated according to the definition by Frandsen [11].

Diffuseness levels D1 D2 D3 D4 D5
Diameter (pixel) 264 398 532 666 800
Diameter (cm) 7.0 10.5 14.0 17.6 21.1
Scale of light 21% 30% 39% 47% 54%

Results

Table 3.5 gives the comparison between the diffuseness levels (parameterized by the
scale of light) on the scene and the corresponding adjusted values on the probe av-
eraged across the observers. The relationship is illustrated in Figure 3.8. Overall, the
adjusted diffuseness on the probe increased as the diffuseness levels on the scene in-
creased. However, the adjusted diffuseness levels on the probe were generally larger
than the diffuseness levels on the scene and contract towards the range 37%-50%.

Table 3.5: The diffuseness levels on the scene used in stimuli group III, and their scale of light
values, calculated according to the definition by Frandsen [11].

Scale of light D1 D2 D3 D4 D5
Scene 21% 30% 39% 47% 54%
Probe 37% 42% 45% 50% 49%

SD 10% 12% 10% 9% 11%

We performed a repeated-measures ANOVA to test the differences between adjusted
diffuseness levels. We found that the adjusted diffuseness levels were significantly af-
fected by the diffuseness levels on the scene (F (4,176) = 11.14, p < 0.001). The post-hoc
test revealed that the inferred D1 was not significantly different from the inferred D2, the
inferred D2 was not significantly different from the inferred D3, and the inferred D3 was
not different from the inferred D4 and D5. This indicates that the observers could not
detect all the diffuseness levels we simulated. A simple linear regression yielded a low
R2 of 0.157. Participants’ predicted diffuseness levels increased slower than the stimuli’s
diffuseness with a slope of 0.38 and a systematic offset of 0.30.
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Figure 3.8: Mean of the fitted diffuseness levels (parameterized by the scale of light) on the probe
as a function of the diffuseness levels on the scene. The error bars show the 95% confidence inter-
val (for N=45 measurements).

3.4. Experiment 2: adjusting intensity, direction and diffuse-
ness simultaneously

The aim of Experiment 2 is to investigate whether the observers can adjust and fit the
light intensity, direction and diffuseness simultaneously using a rough probe. Adjusting
the three lighting properties simultaneously might seem challenging because it requires
the ability to discriminate the lighting effects for each of these three properties.

3.4.1. Lighting stimuli

The stimuli in Group IV are shown in Figure 3.9. The disk was put in one of three posi-
tions: P1 (the front right corner; sl ant : 74◦; t i l t : 73◦), P5 (in the center; sl ant : 90◦; t i l t :
90◦) or P9 (the back left corner; sl ant : 106◦; t i l t : 107◦). In each of the three positions,
the disk varied between two diffuseness levels: D1 (diameter: 7cm; scale of light of 21%)
and D2 (diameter: 10.5cm; scale of light of 30%). For the disk in the centre (P5), one
more diffuseness D3 (diameter: 14.0; scale of light of 39%) was added. Two intensity lev-
els were used: I1 (75.0 cd/m2) and I4 (36.7 cd/m2). Thus, there were 2×3×2+1×2 = 14
stimuli on the scene in total.

On the probe side a disk with random diameter between 250 and 600 pixels and ran-
dom luminance between 0 to 89 cd/m2 was displayed in a random position. The task of
the observers was to adjust the direction, diffuseness and intensity on the probe simul-
taneously to make it fit the scene.

Each stimulus was repeated for 3 times, resulting in 14×3 = 42 trials for each partic-
ipant.

3.4.2. Results

The results for the fitted slant, tilt, diffuseness (parameterized by the scale of light) and
intensity (parameterized by luminance) for the light source on the probe are listed in



3

60 3. Subjective adjustment of the light field properties in real scenes

Tab
le

3.6:T
h

e
m

ean
fi

tted
slan

t,tilt,d
iffu

sen
ess

an
d

in
ten

sity
levels

o
fth

e
ligh

tso
u

rce
o

n
th

e
p

ro
b

e.SD
m

ean
s

stan
d

ard
d

eviatio
n

.T
h

e
row

s
in

gray
in

d
icate

stim
u

lith
at

w
ere

u
sed

b
o

th
in

E
xp

erim
en

t
1

an
d

E
xp

erim
en

t
2.R

esu
lts

fo
r

th
ese

stim
u

liw
illb

e
co

m
p

ared
at

th
e

en
d

o
fth

is
p

ap
er

(Sectio
n

5).

D
irectio

n
(slan

t,tilt)
D

iffu
sen

ess
(scale)

In
ten

sity
(cd

/m
2)

N
Slan

t
T

ilt
D

iffu
sen

ess
(scale)

Lu
m

in
an

ce
(cd

/m
2)

fi
tted

SD
fi

tted
SD

fi
tted

SD
fi

tted
SD

P
1(74 ◦,73 ◦)

D
1(21%

)
I4(36.7)

45
81.2 ◦

11.2 ◦
78.8 ◦

6.9 ◦
31%

8.4%
22.9

13.8
P

1(74 ◦,73 ◦)
D

1(21%
)

I1(75.0)
45

79.4 ◦
9.5 ◦

75.3 ◦
7.2 ◦

29%
8.4%

68.9
14.1

P
1(74 ◦,73 ◦)

D
2(30%

)
I4(36.7)

45
79.5 ◦

9.2 ◦
79.1 ◦

6.8 ◦
32%

10.0%
30

14.4
P

1(74 ◦,73 ◦)
D

2(30%
)

I1(75.0)
45

78.4 ◦
8.6 ◦

76.7 ◦
5.9 ◦

31%
7.2%

67.0
13.6

P
5(90 ◦,90 ◦)

D
1(21%

)
I4(36.7)

45
85.0 ◦

8.6 ◦
81.4 ◦

7.3 ◦
32%

8.6%
40.4

12.7
P

5(90 ◦,90 ◦)
D

1(21%
)

I1(75.0)
45

87.1 ◦
6.8 ◦

81.7 ◦
7.0 ◦

32%
9.5%

71.7
11.4

P
5(90 ◦,90 ◦)

D
2(30%

)
I4(36.7)

45
88.8 ◦

9.3 ◦
84.1 ◦

8.7 ◦
34%

10.2%
38.4

11.6
P

5(90 ◦,90 ◦)
D

2(30%
)

I1(75.0)
45

88.1 ◦
7.8 ◦

82.1 ◦
6.6 ◦

34%
8.9%

66.1
12.3

P
5(90 ◦,90 ◦)

D
3(39%

)
I4(36.7)

45
87.0 ◦

10.4 ◦
84.9 ◦

7.5 ◦
35%

10.4%
37.8

18.6
P

5(90 ◦,90 ◦)
D

3(39%
)

I1(75.0)
45

85.3 ◦
7.2 ◦

83.7 ◦
6.0 ◦

38%
10.4%

63.2
13.2

P
9(106 ◦,107 ◦)

D
1(21%

)
I4(36.7)

45
100.8 ◦

11.0 ◦
101.1 ◦

6.6 ◦
30%

7.9%
33.7

10.8
P

9(106 ◦,107 ◦)
D

1(21%
)

I1(75.0)
45

101.9 ◦
8.7 ◦

101.9 ◦
7.2 ◦

28%
8.7%

57.0
14.9

P
9(106 ◦,107 ◦)

D
2(30%

)
I4(36.7)

45
98.2 ◦

9.8 ◦
99.4 ◦

7.0 ◦
32%

10.1%
32.8

12.5
P

9(106 ◦,107 ◦)
D

2(30%
)

I1(75.0)
45

99.3 ◦
9.7 ◦

101.9 ◦
6.6 ◦

30%
8.1%

51.1
18.7



3.4. Experiment 2: adjusting intensity, direction and diffuseness simultaneously

3

61

(a) D1, I1 (b) D2, I1 (c) D3, I1 (d) D1, I2 (e) D2, I2 (f) D3, I2

Figure 3.9: Group IV stimuli: three positions (P1, P5, P9), two diffuseness levels (D1, D2) and one
extra diffuseness level (D3) on P5, and two intensity levels (I1, I4), resulting in 14 different stimuli
in total. (a) D1 with I1 in P1, P5 and P9, (b) D2 with I1 in P1, P5 and P9, (c) D3 with I1 in P5, (d) D1
with I2 in P1, P5 and P9, (e) D2 with I2 in P1, P5 and P9, (f) D3 with I2 in P5.

Table 3.6. The average fitted slants and tilts were all within 9◦ of the veridical angles. The
standard deviation was within 11◦ and the standard deviation for fitted slants was bigger
than that for fitted tilts. Generally, the fitted diffuseness on the probe increased as the
diffuseness on the scene increased, and the fitted intensity on the probe increased as the
intensity on the scene increased.

Since the light source in position P5 had one more diffuseness level D3, we divided
the statistical analysis into two parts. In part one, we analyzed the influence of all three
properties (three positions: P1, P5, P9; two diffuseness levels: D1, D2; two intensity lev-
els: I1, I4) on the adjustments. In part two, we analyzed the influence of three diffuseness
levels (D1, D2, D3) and two intensity levels (I1, I4) of the source in P5.

Part one:

From the illustrations in Figure 3.10 we noticed that, in general, the fitted directions of
the light source on the probe (pink disks) aligned with the light source direction on the
scene (white disks). The fitted directions tended to contract towards the centre of the
screen. In Figure Figure 3.10(a) and (c), the fitted diameters of the light source on the
probe were much larger than the diameter D1 of the light source on the scene.

Figure 3.11 shows the fitted luminance on the probe for I1 and I4 in positions P1, P5
and P9, averaged over two diffuseness levels (D1 and D2). The veridical luminance val-
ues of I1 and I4 are marked with dashed lines. The fitted luminance values correlate well
with the veridical values and again show (in most cases) a negative offset as in Experi-
ment 1.

We performed a 3 (position)×2 (diffuseness)×2 (intensity) repeated-measures ANOVA
for the fitted slant, tilt, diffuseness and intensity. We found a significant main effect
of the light source position on the estimated slant (F (2,88) = 106.53, p < 0.001) and tilt
(F (2,88) = 323.85, p < 0.001) of the light source on the probe. The post-hoc test revealed
that the three estimated slants were significantly different from each other, and so were
the three estimated tilts. We also found a significant main effect of diffuseness level of
the scene on the estimated diffuseness on the probe (F (1,44) = 6.69, p = 0.013); the es-
timated diffuseness level for D1 (M = 30%,SD = 0.011) was smaller than the estimated
diffuseness level for D2 (M = 32%,SD = 0.008). Also, we found a significant main effect
of intensity levels on the estimated light intensity on the probe (F (1,44) = 603.60, p <
0.001), which was consistent with the observation in Figure 3.11.
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(a) D1, I1 (b) D2, I2

(c) D1, I4 (d) D2, I4

Figure 3.10: The white disks represent the light source on the scene and the pink disks represent
the mean light source on the probe estimated by the observers. Light sources in position P1, P5 and
P9 with (a) diameter D1 and intensity level I1, (b) diameter D2 and intensity level I1, (c) diameter
D1 and intensity level I4, and (d) diameter D2 and intensity level I4. The error bars on the pink
disks show the 95% confidence intervals (for N=45 measurements).

Figure 3.11: Mean fitted luminance on the probe for I4 (the most densely dashed bars) and I1 on
the scene in position P1, P5 and P9 averaged over two diffuseness levels (D1 and D2). The error
bars show the 95% confidence intervals (for N=90 measurements). The dashed horizontal lines
show the veridical values of I1 and I4.

Unexpectedly, we found a significant main effect of the light source position on the
fitted intensity on the probe (F (2,88) = 28.136, p < 0.001). The post-hoc test indicated
that the adjusted intensity for P5 was significantly higher than for P1 (p < 0.001) and P9
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(p < 0.001).

Part two:

In this part, only the estimated lighting properties for P5 were investigated. A 3 (diffuseness)×2
(intensity) repeated-measures ANOVA was performed for the fitted slant, tilt, diffuseness
and intensity. As expected, we found a significant main effect of diffuseness on the fitted
diffuseness (F (2,88) = 6.378, p = 0.003). As Figure 3.12 shows, the estimated diffuseness
values on the probe increased as the diffuseness on the scene increased. The post-hoc
test showed that the estimated diffuseness (parameterized by the scale of light) for D3
was significantly larger than that of D1 (p = 0.004) and D2 (p = 0.013). We also found
a significant main effect of the intensity on the estimated light intensity on the probe
(F (1,44) = 335.96, p < 0.001), in that the estimated light luminance for I4 was signifi-
cantly lower than that for I1, as shown in Figure 3.13.

Figure 3.12: Mean estimated scale of light on the probe as a function of the scale of light on the
scene averaged over intensity levels I4 and I1. The error bars show the 95% confidence intervals
(for N=90 measurements).

Unexpectedly, the analysis showed that the diffuseness levels on the scene signifi-
cantly influenced the estimated intensity on the probe (F (2,88) = 4.753, p = 0.011). As
illustrated in Figure 3.13, generally, the estimated intensity on the probe decreased with
the diffuseness on the scene increased. The post-hoc test showed that the estimated
intensity for D1 was significantly higher than for D3 (p = 0.011).

3.5. Comparison between independent and simultaneous ad-
justments in Experiment 1 and 2

We analyzed the results for the lighting stimuli that were used in both Experiment 1 and
Experiment 2 (marked in gray in Table 3.6) to compare the results of independent and
simultaneous estimation.
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Figure 3.13: Mean estimated light intensity (parameterized by luminance) on the probe for I4 (the
lower solid line) and I1 (the upper dashed line) on the scene for diffuseness levels D1, D2 and D3.
The error bars show the 95% confidence interval (for N=45 measurements).

3.5.1. Comparison between independent and simultaneous adjusted light
intensity

For the light intensity, the common stimuli on the scene for Experiment 1 and Experi-
ment 2 were I1 and I4 in position P5 with diffuseness D1. The results of paired-samples
t-tests showed that the estimated intensity in Experiment 2 was higher than that in Ex-
periment 1 both for I1 (difference: 4.9cd/m2, t (44) = 2.21, p = 0.032) and I4 (difference:
8.3cd/m2, t (44) = 4.11, p < 0.001), as shown in Table 3.7. However, we found that in Ex-
periment 2, the simultaneously estimated diffuseness for D1 was significantly larger than
in Experiment 1, both for a light intensity of I1 (difference: 11%, t (44) = 7.94, p < 0.001)
and I4 (difference: 11%, t (44) = 8.58, p < 0.001). It shows the interaction between the es-
timated light intensity and diffuseness. When the light intensity on the probe was eval-
uated to be higher than in Experiment 1, the diffuseness was evaluated to be larger.

Table 3.7: Comparison between mean estimated light luminance in Experiment 1 (inferred in-
dependently) and in Experiment 2 (inferred simultaneously) for stimuli with a light source in P5
having a diffuseness level D1 and an intensity of I4 or I1 on the scene.

Intensity levels (cd/m2) I1 I4
Scene 75.0 36.7

Probe in EXP 1 66.8 32.1
Probe in EXP 2 71.7 40.4
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3.5.2. Comparison between independent and simultaneous adjusted light
direction

For the slant and tilt, we compared the results of the stimuli for positions P1, P5 and
P9 with diffuseness D1 and intensity I1 (see Table 3.8) in Experiment 1 and Experiment
2. The results of paired-samples t-tests indicated that neither the estimated slants nor
the estimated tilts in Experiment 2 were statistically significantly different from those in
Experiment 1.

Table 3.8: Comparison between slant and tilt on the probe in Experiment 1 (inferred indepen-
dently) and in Experiment 2 (inferred simultaneously) for stimuli with a light source in positions
P1, P5 and P9 having a diffuseness level D1 and intensity I1 on the scene.

Direction
Slant Tilt
P1 P5 P9 P1 P5 P9

Scene 74◦ 90◦ 106◦ 73◦ 90◦ 107◦
Probe in EXP 1 75◦ 85◦ 106◦ 76◦ 82◦ 103◦
Probe in EXP 2 79◦ 87◦ 102◦ 75◦ 81◦ 102◦

3.5.3. Comparison between independent and simultaneous adjusted light
diffuseness

For the light diffuseness, we compared the levels D1, D2 and D3 on the scene for intensity
I1 in position P5. The results of paired-samples t-tests showed that the estimated diffuse-
ness on the probe in Experiment 2 was significantly smaller than that in Experiment 1
for D1 (difference: −5%, t (44) =−3.41, p = 0.001), D2 (difference: −8%, t (44) =−4.47, p <
0.001) and D3 (difference: −6%, t (44) = −2.73, p = 0.009), as shown in Table 10. Addi-
tionally, we found that the simultaneously estimated luminance in Experiment 2 were
smaller than those of the stimuli in Experiment 1 (i.e. I1) for all three diffuseness levels
D1 (difference: −3.3cd/m2, t (44) = −1.93, p = 0.06), D2 (difference: −8.9cd/m2, t (44) =
−4.86, p < 0.001) and D3 (difference: −11.8cd/m2, t (44) = −5.97, p < 0.001). This again
shows the interaction between the estimated light intensity and diffuseness; a lower es-
timate of diffuseness went together with a lower estimate of the intensity.

Table 3.9: Comparison between the mean diffuseness in Experiment 1 (inferred independently)
and in Experiment 2 (inferred simultaneously) for stimuli with a light source in position P5 having
an intensity of I1 and a diffuseness level of D1, D2 or D3.

Diffuseness levels (scale of light: %) D1 D2 D3
Scene 21% 30% 39%

Probe in EXP 1 37% 42% 45%
Probe in EXP 2 32% 34% 38%
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3.5.4. Comparison between independent and simultaneous adjusted probe
appearances

Figure 3.14 shows pixelwise correlations between the gray scale photograph of the probe
taken under the average adjustment of Experiment 1 and Experiment 2, for the common
stimuli of intensity and diffuseness estimates. The results show that the distribution in
the scatter plots is well in line with the x-y diagonal, and so, that the average adjust-
ment in Experiment 1 corresponds well to the average adjustment in Experiment 2 for
the same stimuli. The correlations are quite high in that the generic R2 values for these
straight pixelwise regressions are all above 0.95, while correlations for arbitrary parame-
ter settings are found to be much lower (for instance, the R2 for the photographs of the
probe under P1 and P9 with diffuseness level D1 and intensity level I1 is 0.44). That the
images for the adjusted lighting correlate so well is surprising, because the adjustments
in Experiment 1 and Experiment 2 are performed in different sessions and the probe ap-
pearance could not be compared directly between the sessions. Thus, consistent with
the previous finding, it indicates that the observers have an internal expectation of how
a probe would look like and this expectation is rather consistent. Furthermore, the ob-
servers are able to rely on this expectation to adjust the lighting properties.

3.6. Discussion

3.6.1. Methods

In this study, we investigated observer’s abilities to infer light field properties in a real
scene both independently and simultaneously using an adjustment method and optical
mixing of a scene and rough probe. In a previous study by Xia et al. [36], the same scene
was used but with a forced-choice method, in which observers indicated yes/no to “vi-
sual fit". The results of the previous study showed that the observers had difficulty to
see the mismatch between the probe and the scene for scales of light of 24% and 43%.
However, in this study, their estimated diffuseness for a scale of light of 21% was statis-
tically different from that of 39%. Similarly, in the previous study the observers could
not see the mismatch between I1 and I3 and between I3 and I5 when the probe was il-
luminated by the lower intensity and the scene by the higher intensity. However, in this
study, the estimated five intensity levels were all statistically significantly different from
each other. We conjecture that the method of adjustment is a more sensitive method
than the yes/no method. A possible reason may be that the dynamic changes in object
appearance due to the adjustment can help the observers to infer the lighting conditions
in our experimental setup.

3.6.2. Estimated light intensity

We found that the observers were quite good at inferring the light intensity. Especially
in Experiment 1, the independently estimated luminance values were surprisingly close
to the veridical ones. It was found that in Experiment 1, the regression slope varied from
0.58 to 1.27 among 15 observers with an average value of 0.95. In Experiment 2, the slope
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Figure 3.14: Scatterplots of the gray scale photograph of the probe taken under the average adjust-
ment in Experiment 1 versus that in Experiment 2, for intensity levels (a) I1 and (b) I4 in position
P5 with diffuseness D1, and for diffuseness level (c) D1, (d) D2 and (e) D3 on the scene for intensity
I1 in position P5.

varied from 0.48 to 1 among 15 observers with an average value of 0.78. In a previous
study using photographs [18], the estimated intensities were found to be monotonically
related to the physical intensity values and to obey the “inverse squares law" of photom-
etry at least semi-quantitatively. They found that the slopes of the linear regression of
the intensity observations against the veridical values varied from 0.35 to 0.85 among 8
observers, and the average slope was around 0.58. Photographs are different from real
scenes in that photographs usually have only two or three orders of dynamic range (DR)
of luminance, while the real world has about ten orders [25]. The results in this study
suggest that the observers might be much more sensitive to variations in light intensity
in real scenes than what is reflected in photographs. However, the measurements by
Koenderink et al. were done in various positions in a scene, and therefore the difference
in the results may also reflect effects due to the global structure of the light field.
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It has been extensively studied whether observers can extract the reflectance of sur-
faces under varying illumination conditions [1, 13, 31, 34]. Their results showed that of-
ten the visual system can discount the illumination conditions and viewing conditions
resulting in lightness constancy. Human’s lightness perception is not perfectly veridi-
cal but without the ability of inferring the luminous flux falling on a surface, observers
would be unable to infer surface reflectance. Our results for the intensity adjustments
can be seen as a direct proof of this ability.

3.6.3. Estimated light direction

For the light direction, the independently estimated directions and the simultaneously
estimated ones showed no statistically significant difference and the observers could fit
the light direction rather well in our real scene. The average fitted slant and tilt were
overall within a few degrees of the veridical values. However, both in Experiment 1 and
Experiment 2, we found that the standard deviation for the inferred tilt was smaller than
for the inferred slant. This result is consistent with existing literature [18, 19, 29]. Pont
et al. introduced the concept of “surface illuminance flow" to describe the 3D texture
gradients due to illuminated surface mesorelief [20, 28]. The variation of illuminance on
the macroscale is usually denoted as “shading". The “surface illuminance flow" provides
cues about the lighting additional to the “shading". Xia et al. showed that the “surface il-
luminance flow" over a rough sphere was indeed helpful in estimating the light direction
and diffuseness in real scenes [36]. Besides the “illuminance flow" over rough surfaces,
Pont et al. showed that the “illuminance flow" could also be estimated from images of
arbitrary natural images [28]. The shading patterns and patterns of shadow contour vari-
ations over the scene give information about the “illuminance flow" over the scene and
thus provide salient information about the illumination direction. However, it is difficult
to estimate the depth of the light source (“slant angle") due to basic ambiguities in the
(retinal) images, such as the bas-relief ambiguity [3]. The results of the current study
suggest that the “ illuminance flow" over the scene was also used as a cue for the illumi-
nation.

3.6.4. Estimated light diffuseness

In our study, we found that the observers could infer the light diffuseness, but, consistent
with previous research [18, 29], in a very coarse manner. The sequence of adjustment of
the three lighting properties in Experiment 2 was recorded. We checked all the 630 stim-
uli (15 participants×14 stimuli × 3 times) and found that the light direction was chosen
as the first property to adjust for 290 times, and the intensity for 310 times, while the dif-
fuseness only for 30 times. This result suggests that the diffuseness is the most difficult
property to adjust. The difficulty in inferring the light diffuseness was also reflected in
the observers’ performance.

Our results also show that the fitted diffuseness levels were generally larger than the
veridical values especially for D1 (scale of light of 21%) and D2 (scale of light of 30%).
According to Frandsen, scales of light of 21% and 30% represent light fields dominated
by parallel light. Koenderink et al. also found that observers inferred the light to be
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more diffuse than the veridical values in their collimated light condition [18]. Further-
more, five recent psychophysical studies have investigated assumptions that observers
make about light diffuseness when estimating shape and reflectance. They found that
observers tend to assume high levels of diffuseness - often higher than the actual dif-
fuseness of the light in the scene being viewed [4–7, 33]. Morgenstern et al. made 570
measurements of the diffuseness levels in natural scenes and found that the mean dif-
fuseness level indicator ICE ranged from 0.41 to 0.66 in these scenes. ICE ranges from
0 for a completely uniform, ambient light source to 1.29 for a distant point light source.
So, the range 0.41-0.66 represented relatively high diffuseness levels [23]. Thus, most of
the light encountered in daily life is relatively diffuse instead of being collimated. This
might explain the observers’ bias towards more diffuse rather than collimated light.

3.6.5. Interactions between the estimated light properties

We found an interaction between the estimated light intensity and light direction and
an interaction between the light intensity and light diffuseness in Experiment 2. These
interactions suggest that the observers are quite sensitive to the luminous flux falling
on the probe. Figure 3.15 illustrates the variation in physical brightness of a probe un-
der lighting stimuli in different directions (in the first row) or with different diffuseness
levels (in the second row). The light source in P5, compared to that in P1 and P9, gen-
erates more luminous flux in the centre of the scene where the probe was supposed to
be located. As a result, the observers might have adjusted the intensity above the probe
in P5 to be higher than that in P1 and P9. Similarly, with smaller diffuseness levels on
the scene, more luminous flux falls on the central area of the scene. Thus, the observers
might have estimated the intensity for D1 to be higher than for D3.

In a similar experiment performed on a display screen, Koenderink et al. did pixel-
wise regressions of the actual probe images to predicted images that were computed for
the veridical settings and found that these correlations were quite high [18]. In a previ-
ous study, it was found that observers judged the fit to be better if the average luminance
of the visible parts of the probe was closer to the average luminance of the visible parts of
the scene objects [36]. Combining the findings above, it indicates that the observers rely
on their expectation of the probe appearance (i.e. their visual light field as defined by
Koenderink et al.) to judge whether the probe fits the scene, within which the brightness
is an essential cue. The light intensity, direction and diffuseness are not “orthogonal" in
influencing the appearance of the probe. For instance, as the second row in Figure 3.15
shows, with higher diffuseness levels, the top of the probe gets darker. Comparing Ex-
periment 1 with Experiment 2, for the stimuli whose diffuseness was inferred to be larger
in Experiment 2, the intensity was inferred to be higher and vice versa. Since the light
intensity is directly correlated with the brightness, it is probable that the observers at-
tributed part of the brightness loss because of the higher estimated diffuseness to lower
intensity and they compensated for the lost luminous flux by adjusting the intensity to
be higher.

In addition to the intensity-diffuseness and the intensity-direction interactions we
found here, Pont et al. found that simultaneous judgments of light direction and light
diffuseness from the appearance of a matte white sphere interact with each other (i.e.,
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(a) P1 (b) P2 (c) P3

(d) D1 (e) D2 (f) D3 (g) D4 (h) D5

(i) Legend

Figure 3.15: Color mapped photographs of the probe under different light directions (the first
row) or light diffuseness levels (the second row). The photographs were taken along the observers’
viewing direction. First row: the light source on screen C is in position (a) P1, (b) P5, (c) P9; Second
row: the light source located in position P5 with diffuseness levels (d) D1, (e) D2, (f) D3, (g) D4,
(h) D5. (i) legend of the color map, from left to right, blue represents the darkest area and red
represents the brightest area.

the “diffuseness-direction interaction") [29]. Such perceptual interactions are to be ex-
pected on the basis of image-based analyses of the incoming optical structure or proxi-
mal stimulus, since there is no unique solution to the so-called inverse problem (infer-
ring the physical light properties from the appearance of the probe object). Thus the im-
age (of the scene and of the probe) is ambiguous with regard to certain light properties,
or, in other words, the light properties are confounded in the resulting object appear-
ance. This applies to any natural luminous environment. Nevertheless, we argue that
simultaneous adjustment of the light intensity, direction and diffuseness is a suitable
method for perception experiments and lighting interfaces, especially in combination
with the use of a rough white matte spherical probe. Despite the image ambiguities,
the light intensity, direction and diffuseness have well distinguishable effects on the ap-
pearance of such objects. Indeed our results of Experiment 2 show that, using a rough
golf ball, the interactions were relatively small and the three parameters were adjusted
quite accurately - in comparison to the results of Experiment 1 and former results using a
yes/no fit method [36]. To summarize, simultaneous adjustment of all first order lighting
properties is a feasible approach in a lighting interface, in which the designers/observers
can use these properties as “buttons" to “tune the light". More specifically, our results
show that an interface on which these properties can be adjusted in a blended manner,
in combination with a visual representation of the resulting appearance, is a practically
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feasible manner to vary the spatial distribution of the light (as an observer in a percep-
tion experiment, or as a designer designing a light plan). However, we should keep in
mind that perceptual interactions between these lighting properties may happen be-
cause of basic image ambiguities.

3.7. Summary

In this study, we used an adjustment method to measure the observers’ abilities of in-
ferring the light intensity, direction and diffuseness. Two experiments were conducted
using a “probe object" approach in an experimental setup, which optically mixed a scene
and a probe together. We used a matte white rough spherical probe, which provides sur-
face illuminance flow in addition to shading cues. In Experiment 1, the observers were
asked to estimate the three basic lighting properties independently, while in Experiment
2 they were asked to estimate these lighting properties simultaneously.

In Experiment 1, we found that the observers were quite sensitive to the variation of
light direction and light intensity, but estimated the light diffuseness much more coarsely.
In Experiment 2, we found that although the inferred light properties interacted slightly,
the observers were well able to infer all three properties simultaneously. Thus, the simul-
taneous adjustment method using an optically mixed scene and probe was proved to be
an efficient way to measure observers’ sensitivity for light field characteristics in real
scenes. Simultaneous adjustment of light intensity, direction and diffuseness of light is
thus feasible in lighting interfaces, in which the users can use these properties as “tuning
buttons".
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Abstract

The lighting, together with the furnishing of an interior space (i.e., the reflectance
of its materials, the geometries of the furnishing and their arrangement) determines
the appearance of this space. Conversely, human observers infer lighting properties
from the space appearance. We conducted two psychophysical experiments to inves-
tigate how the perception of the light direction is influenced by a scene’s objects and
their layout using real scenes. In the first experiment, we confirmed that the shape
of the objects in the scene and the scene layout influence the perceived light direc-
tion. In the second experiment, we systematically investigated how specific shape
properties influenced the estimation of the light direction. The results showed that
increasing the number of visible faces of an object, ultimately using globally spher-
ical shapes in the scene supported the veridicality of the estimated light direction.
Furthermore, symmetric arrangements in the scene improved the estimation of the
tilt direction. Thus, human perception of light should integrally consider materials,
scene content and layout.

This chapter is based on the following publication:
XIA, L., PONT, S. C. & HEYNDERICKX, I. Effects of scene content and layout on the perceived light direction in
3D spaces. Accepted by Journal of Vision.
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4.1. Introduction

Light makes objects visible without being visible itself in empty space. The combina-
tion of the spatial and spectral characteristics of the light source(s), and the materials,
scene content and layout determines the appearance of a space (the so-called “forward
problem" of computer graphics). As such, the space’s appearance is the main cue for
the perception of its lighting and materials, scene content and layout. However, there is
no unique solution to the so-called inverse problem (i.e. inferring the physical scene
properties from the scene’s appearance) because of basic image ambiguities. There-
fore, light, material, scene content and layout perception are expected to be confounded.
Several studies addressed perceptual interactions between light and material perception
[6, 13, 14]. Here we present a first systematic exploration of the effect of scene content
and layout on the perceived light direction in a space.

In the past years, research on light direction detection from images of surfaces has
drawn a lot of attention both in computer vision and psychophysics. In computer vision,
the light direction is one of the key elements that determine the shading patterns on an
illuminated object, and therefore its estimation is used in shape-from-shading (SFS) al-
gorithms. In psychophysics, understanding how human beings account for the varia-
tions in light field properties (i.e., light direction, intensity and diffuseness) is essential
for research on color/lightness constancy [3, 4, 8, 19], human perception of “illuminance
flow" [16, 17, 25] and to understand how human beings estimate 3D shape from shading
[15, 21].

However, every biological or artificial visual system faces the problem that images
are ambiguous, in the sense that every image can be the result of an infinite number of
possible combinations of shapes, surface materials, and lighting conditions. Thus, to re-
cover the light direction from the appearance of an image is challenging because there
is no unique solution. Pentland investigated how well humans could estimate the illu-
mination direction from an image [24]. He provided a sheet with a series of disks with
varying surface normals. The observers were asked to select from these disks the one
with its surface normal closest to the illumination direction in test pictures of natural
objects. The results showed that the observers could estimate both tilt and slant of the
illuminant direction with an average deviation of 6◦ from the veridical direction and a
standard deviation less than 12◦. Koenderink et al. did a study on estimating illumina-
tion orientation from textures in images [16]. The participants were asked to match the
illumination direction of a probe (i.e., a hemispherical boss on a plane) to the illumina-
tion direction of the textures. They found that participants were generally quite good
at estimating the illumination orientation with a standard deviation of 13.6◦, but not its
direction because 180◦ flips happened quite frequently due to the “convex/concave am-
biguity" [5, 9, 27]. Connected with this finding, they confirmed the “light-from-above
bias" [10, 27, 28], which means that participants almost invariably judged the illumina-
tion to be from above rather than from below. Moreover, they found that participants
were much worse at estimating the elevation of the illumination than the orientation, as
the “bas-relief ambiguity" theory predicts [1]. The lower performance for estimating el-
evation than for azimuth was confirmed in an experiment done by Pont and Koenderink
[26] in which artificial Lambertian spheres and images of real rough spherical objects
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with various surface textures were used. They varied the diffuseness of the illumination
in addition to the direction of the illumination. They found that illumination direction
estimates interacted with illumination diffuseness estimates, because more frontal light-
ing or more diffuse lighting resulted in quite similar changes in object appearance (i.e.,
“diffuseness-direction ambiguity").

It is already known that human beings can detect the light direction on an illumi-
nated object from the “shading", “shadowing" and “highlight" at the level of significant
global surface curvature on the macroscale [2, 23]. For objects with rough surfaces,
there is an additional source of optical information named “surface illumination flow",
which is the variation of the surface texture over the object surface due to illuminated
corrugations on the mesoscale. Koenderink et al. found that observers could estimate
the illumination orientation of isotropic rough surfaces rather precisely [16], but that
for anisotropic rough surfaces observers made very systematic errors depending on the
level of anisotropy-causing specific deformations of the “surface illumination flow" [17].
Also, Khang et al. found that the estimated illumination direction in images of 3-D con-
vex shapes differed for different types of reflectances-causing different types of shading
variations [14]. Thus, shading, shadowing and 3D texture patterns are important cues
for light direction estimation and systematic deformations of those patterns may result
in specific deviations in the estimates.

The studies mentioned above were all performed using images on screens. In real
scenes, observations may be less ambiguous for several reasons: (1) observers can move
their eyes, head and body, which results in many extra cues, for instance motion paral-
lax and multiple views, and (2) observers may rely on stereoscopic vision and a higher
dynamic range. We used an optical mixture setup to test human observers’ sensitivity
for the low order lighting properties, such as intensity, direction and diffuseness in real
scenes [34]. The observers were asked to adjust the lighting on a probe to make it ap-
pear like it fit the scene. The scene consisted of five small different geometrical shapes (a
bowling pin, a pentagon body, a disk body, a cross body and a star body), which were ar-
bitrarily selected and scattered in the space. The results showed that humans were quite
sensitive to variations in light intensity in the scene and that they could also infer the
light diffuseness, albeit with a bigger variance. However, one interesting phenomenon
found in this study caught our attention and impelled the study described in this paper.
The results showed that although observers’ estimations of the light direction correlated
well with the veridical light direction, they showed a significant deviation near a pen-
tagon body, and not near a bowling pin [32].

We noticed that, both in psychophysical research and interior design, it appears to be
neglected that objects placed within a 3D space might influence the perception of light
- and, more particularly the perception of the light direction - in this space. Empirical
evidence for the influence of the shape and arrangement of objects in real scenes on the
perceived light direction is still missing.

The experiments in this paper were designed to investigate the following two re-
search questions:

1. Whether the shape and layout of objects in a real scene influence the perceived
light direction.
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2. If the answer to the first question is yes, how the shape properties and light direc-
tion estimation are related.

4.2. General methods

We conducted an adjustment task based on the generic notion of a “gauge object". We
used an experimental setup, in which a real gauge object was optically introduced into a
real scene [33, 34]. Our setup is illustrated in Figure 4.1 (a). The scene consisted of five
colorful painted matte wooden geometrical shapes and was located in cube B. A painted
matte white golf ball, serving as the probe, was put in the center of cube C. Because a
white object has a higher albedo than an object with any other color, one of the shapes
in the scene was also painted white to provide an anchor [8]. The scene and probe were
optically mixed together by a semitransparent mirror put in cube A at 45◦ with respect
to the viewing direction. The observers saw the optical mixture of the scene and probe
through a viewing hole as if they were put together as illustrated in Figure 4.1 (b). The
lighting on the scene and probe was provided by an LCD screen on top of cube B and
cube C, respectively. Independent images were displayed on the two screens to provide
individual lighting for the scene and for the probe. We refer to [34] for more information
on the experimental setup.

The width of the cubes was 30 cm and the top of cube B and cube C was covered
with a 930pi xel s×930pi xel s squared area on the screens. The average light direction as
defined by the light vector [7, 22] was varied by displaying a white disk with a diameter of
7cm (i.e., 264 pixels) at different positions on the LCD screen. In the sections explaining
the experimental setup, analysis and results we will describe these variations in terms
of position, but it should be remembered that this is just a convenient parameterization
of the direction in this specific setup. When illuminating the scene, the white disk was
displayed at one out of nine fixed positions on the LCD screen. The bird’s eye view of
these nine positions is depicted in Figure 4.2 and they are labeled from P1 to P9. Their
location on the LCD screen is marked using x- and y-coordinates. These positions of the
disks were selected within a certain distance from the edges of the cube to make sure
that there was enough space to adjust the light direction.

The direction of the light source on the scene can be converted into two angles, i.e.,
the slant and tilt angle, as listed in Table 4.1. As Figure 4.3 shows, the slant of the light
source is the angle θ between the viewing direction and the vector from the center of the
probe to the center of the light source ( ~PS) (using a light source in P3 as an example).
The tilt of the light source is the angleφ between the positive x-axis and the projection of
~PS onto an eye-centered reference frame (i.e., the surface XPZ). The light sources in the

same row of Figure 4.2 have the same slant angle, being 74◦ for the front row (P1,P2,P3),
90◦ for the second row (P4,P5,P6) and 106◦ for the back row (P7,P8,P9). Similarly, the
light sources in the same column have the same tilt angle, being 73◦ for the right col-
umn (P1,P4,P7), 90◦ for the middle column (P2,P5,P8) and 107◦ for the right column
(P3,P6,P9).

On the probe side, a disk with the same diameter was displayed in a random position
serving as the light source that had to be adjusted.

The experiments were performed in a dark room. The observers looked at the optical
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(a)

(b)

Figure 4.1: Illustration of the setup. (a)The setup consists of three 30cm ×30cm ×30cm cubes, of
which the inside is covered with black velvet paper (the inner width of the cubes was 25cm exclud-
ing the width of the frames). In cube B, we made a simple scene with five geometrical shapes. In
cube C, we placed a white painted golf ball which served as the probe. A semi-transparent mirror
was placed vertically at the diagonal of box A. Two LCD screens covering the top of cube B and cube
C provided the lighting which could thus be varied independently for the scene and the probe. (b)
The setup and an optical mixture of the scene and the probe photographed through the viewing
hole.

Table 4.1: The slant and tilt angles for the nine positions of the light source on the scene.

position P1 P2 P3 P4 P5 P6 P7 P8 P9
Slant θ 74◦ 73◦ 74◦ 90◦ 90◦ 90◦ 106◦ 107◦ 106◦
Tilt φ 73◦ 90◦ 107◦ 73◦ 90◦ 107◦ 73◦ 90◦ 107◦

mixture of the scene and the probe through the viewing hole and were asked to adjust
the light direction on the probe to fit the light direction on the scene. The four arrow
keys on a keyboard were used to adjust the light direction. The observers could choose
to take small steps or big steps by pressing corresponding keys on the keyboard when
performing the adjustment. Once the “big step" was selected, each time the arrow key
was pressed, the center of the light source moved 30 pixels (approximately 0.8 cm) in
the selected direction. Otherwise, if “small step" was used, the center of the light source
moved 10 pixels for each push on the key. If the position of the adjusted light source
reached one of the boundaries, the computer gave a warning sound.
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Bird’s eye view

(a)
(b)

Figure 4.2: illustration of the bird’s eye view of the stimuli on the scene: variation in direction was
achieved by changing the position of a displayed white disk. Nine positions from P1 to P9 were
used, as shown in the figure. The diameter of the disk was 264 pixels, and the width of the full
window was 930 pixels (25cm). (b) Detailed information of the disk’s positions.

Figure 4.3: Illustration of slant and tilt for the light source located in P3. The blue spot shows
where the probe is located. The slant θ is defined as the angle between the viewing direction and
the vector from the center of the probe to the center of the light source ( ~PS). Tilt φ is defined as
the angle between the positive x-axis and the projection of ~PSinto eye-centered reference frame
(i.e., surface XPZ).

4.3. Experiment 1: Is the perceived light direction in real
scenes influenced by the shapes and scene layout?

In a former study by Xia et al. [32], the observers were asked to adjust the light direction
of a probe to fit the light direction on a scene. The results showed that the estimated
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light direction correlated well with the veridical light direction, but with a significant
contraction near a pentagon body and not near a bowling pin. These results suggested
that human’s perception of light direction might be influenced by the shape and layout
of the objects in the scene. To test this conjecture, the first experiment was designed.

4.3.1. Experimental design

Four scenes were created with five shapes in each scene: a bowling pin, a cylinder, a
pentagon body, a star body, and a cross body, as Figure 4.1 shows. Scene A was originally
used in Xia et al ’s experiment [33, 34]. The bird’s eye view of the projected position
for each of the five shapes in Scene A is illustrated in Figure 4.4 with a red star. The
probe was in the center of the box, marked in Figure 4.4 with a red disk. In Scene B, the
position of the shapes was horizontally mirrored with respect to Scene A to test whether
the layout caused the systematic contraction in estimated light position (see Figure 4.5).
If so, the pattern of the estimated light positions should be mirrored as well. In Scene C,
the bowling pin of Scene B was replaced by another pentagon body to test whether the
contraction in estimated light position occurred because of the pentagon body. In Scene
D, both pentagon bodies of Scene C were replaced by bowling pins to test whether the
use of bowling pins could result in a more veridical estimation of the light position than
the use of pentagon bodies.

This experiment was based on a between-subject design. It was divided into four ses-
sions with a different scene per session. In each session, the light source was displayed
three times in each of the 9 positions (see Figure 4.2), resulting in 27 trials.

There were 15 participants in each session. All participants had normal or corrected-
to-normal vision. They all gave written, informed consent. All experiments were done in
agreement with the local ethical guidelines, Dutch Law and the Declaration of Helsinki,
and were approved by the TUDelft Human Research Ethics Committee (HREC).

Figure 4.4: Illustration of the projected positions of the five shapes in Scene A. Number “1" repre-
sents the star body, number “2" the cylinder, number “3" the cross body, number “4" the pentagon
body and number “5" the bowling pin. The red disk in the center marked with number “6" repre-
sents the position of the probe.
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4.3.2. Results

Figure 4.6 shows the average estimated position of the light source above the probe (pink
disks) for the nine different positions of the light source above the scene (white disks).
The error bars on the pink disks show the 95% confidence intervals. We also show the
raw data in Figure 4.7 as scatter plots of the estimated positions of the light source in
each scene, including the 50% prediction ellipses for each light source position. The re-
sults show that the pattern of the estimated light positions was indeed mirrored when
the scene was mirrored (compare Scene A and Scene B). Scene C, replacing the bowling
pin with another pentagon body, resulted in a systematic contraction of the estimated
light position along the y-axis (slant angle) near both pentagon bodies. Scene D, replac-
ing both pentagon bodies with bowling pins, finally resulted in estimated light positions
close to veridical ones. Furthermore, we found that the variance of the estimated light
position along the Y-axis was always larger than along the X-axis (as evidenced by the
error bars in Figure 4.6 and the shape of the ellipses in Figure 4.7).

(a) Scene A (b) Scene B

(c) Scene C (d) Scene D

Figure 4.5: Four scenes, each consisting of five shapes (bowling pin, cylinder, pentagon body, star
body, and cross body) (a) Scene A: original scene; (b) Scene B: horizontally mirrored version of
Scene A; (c) Scene C: the bowling pin in Scene B was replaced by another pentagon body; (d)
Scene D: both pentagon bodies in Scene C were replaced by bowling pins.

Two 3(r ow)×3(column) repeated-measures ANOVAs were performed, i.e., one for
the estimated distances along the X-axis and one for the estimated distances along the
Y-axis (hereafter referred as X-position and Y-position) of the light on the probe, for each
of the 4 scenes separately. We found that in all four scenes, the estimated X-position
was significantly influenced by the column, in which the light source on the scene was
located (Scene A : F (2,88) = 420, p < 0.001;SceneB : F (2,88) = 300, p < 0.001;SceneC :
F (2,88) = 423, p < 0.001;SceneD : F (2,88) = 629, p < 0.001). Similarly, the estimated Y-
position was significantly influenced by the row (Scene A : F (2,88) = 164, p < 0.001;SceneB :
F (2,88) = 116, p < 0.001;SceneC : F (2,88) = 69, p < 0.001;SceneD : F (2,88) = 232, p <
0.001). These results suggest that, generally, the observers were able to distinguish dif-
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(a) for Scene A (b) for Scene B

(c) for Scene C (d) for Scene D

Figure 4.6: Illustration of the nine positions of the light source on the scene (white disks) and
the corresponding average estimated position of the light source on the probe (pink disks) for (a)
Scene A, (b) Scene B, (c) Scene C and (d) Scene D. The error bars on the pink disks show the 95%
confidence intervals (for N=45 measurements).

ferent light directions in all four scenes.

Nevertheless, the estimated light source positions were closer to the veridical ones
in Scene D with the two bowling pins than in the other scenes, as shown in Figure 4.6
and Figure 4.7. Together with the finding that the average estimated light position was
often contracted around the position of the pentagon body, we assumed that the glob-
ally spherical smoothly curved bowling pins, in comparison with the facetted pentagon
shapes, helped the observers to perceive the veridical light direction.

Scenes C and D both had a pair of the same objects (i.e., pentagon bodies and bowl-
ing pins) standing side by side in the scenes. The estimated light position along the x-axis
in these two scenes was much closer to the veridical value than in Scenes A and B. Ac-
cording to a post-hoc analysis, the absolute difference (AD) between the estimated light
position and the veridical value (expressed in terms of distance in X and Y for the position
of the light disk on the LCD-screen) was significantly smaller for Scene C (M = 1.81,SE =
0.08) and Scene D (M = 1.56,SE = 0.07) than for Scene A (M = 2.58,SE = 0.09) and Scene
B (M = 2.90,SE = 0.11). Thus, we conclude that symmetric arrangements within a scene
improve the estimation of the tilt direction of the light source.

The results above showed that human perception of the light direction in a real scene
was systematically dependent on scene layout and content.
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(a) for Scene A (b) for Scene B

(c) for Scene C (d) for Scene D

Figure 4.7: Scatter plots of the estimated position of the light source for 45 measurements in Scene
A (a), Scene B (b), Scene C (c) and Scene D (d). Different colors represent the different light po-
sitions on the scene from P1 to P9 (as depicted in Figure 2). The 50% prediction ellipses for each
light source position on the scene are given in the corresponding color.

4.4. Experiment 2: Which properties of shapes influence light
direction estimation?

In Experiment 1, we have shown that the estimated light direction was influenced by the
scene content and the scene layout. Furthermore, we found that scenes with a glob-
ally spherical smoothly curved bowling pin resulted in a more veridical estimation of the
light direction than scenes with a facetted pentagon shape. This suggests that the bowl-
ing pin provides more information about the light direction than the pentagon body.
The bowling pin differs from the pentagon body in two ways. First, the bowling pin has
a smoothly curved surface, which generates gradual shading gradients under our light-
ing, while the pentagon body has facets that generate stepwise shading variations. The
second difference is that the bowling pin has a close to spherical shaped top, while the
pentagon body is globally flattened. Globally spherical in this study refers to a convex
geometry that has symmetrical shape variations approaching or subsampling a sphere,
like the top part of the bowling pin. Otherwise, if a shape is wider and taller than deep
(along the line of sight), we call it globally flattened, like the pentagon body. For a global
spherical geometry, the surface normals are usually rather uniformly distributed across
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all directions.
As a consequence, two questions arise:

1. Will the estimation of the light direction become more veridical if the shape of
the pentagon body remains globally flattened, but the number of visible facets
increases?

2. Will the estimation of the light direction become more veridical if another globally
spherical shape is used, but with a limited number of facets?

We designed Experiment 2 to answer these two questions.

4.5. Experimental design

We designed four new scenes in a systematic way. We kept the three shapes (i.e., the
cylinder, star body, and cross body) in the front of the scene at the same position, but
added a pair of new matte and white painted wooden shapes in each of the four new
scenes (see Figure 4.8). Shape I, Shape II and Shape III were made starting from the pen-
tagon body in Experiment 1, while cutting its top for Shape I, or its edges for Shape II,
or both its top and its edges for Shape III. The number of perceivable facets gradually
increased from Shape I, to Shape II and to Shape III. Shape IV was a pentagonal dodec-
ahedron with a globally spherical shape, but a low number of visible facets as compared
to Shape II and Shape III. As in Scene C and Scene D of Experiment 1, the new shapes
were put side by side in the back of the scene, as shown in Figure 4.9.

Similar as to Experiment 1, this experiment consisted of 4 sessions with a different
scene per session. The light source on the scene was displayed 3 times in each of the
9 positions (see Figure 4.2), resulting in 27 trials per session. The task of the participant
was to adjust the direction of the light source on the probe to fit the light direction on the
scene. This experiment was based on a within-subject design. The trials were randomly
given in each session and the order of the four sessions was also randomized for each
observer. The observers could have a break between sessions. After all four sessions
were completed, the participant was asked to rank the sessions from 1 to 4 based on the
difficulty they experienced when doing the direction estimation, where 1 stands for the
most difficult session and 4 for the easiest one.

15 observers participated in this experiment. All participants had normal or corrected-
to-normal vision. They all gave written, informed consent. The experiment was done in
agreement with the local ethical guidelines, Dutch Law and the Declaration of Helsinki,
and was approved by the TUDelft Human Research Ethics Committee (HREC).

4.5.1. Result

Figure 4.10 shows the average estimated light position on the probe side (pink disks) for
the nine different positions of the light source on the scene side (white disks). The error
bars on the pink disks show the 95% confidence intervals. The scatter plots of all raw data
of the estimated light position on the probe are shown in Figure 4.11, together with the
50% prediction ellipses for each light source position in the scene. The results show that,
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(a) Shape I
(b) Shape II (c) Shape III

(d) Shape IV

Figure 4.8: The four shapes used in Experiment 2. Shape I, II and III were developed starting from
the pentagon body by (a) cutting its top; (b) cutting its edges; (c) first cutting its top and then its
edges; (d) Shape IV, a pentagonal dodecahedron with a globally spherical shape.

(a) Scene E (b) Scene F

(c) Scene G (d) Scene H

Figure 4.9: The four scenes used in Experiment 2, with in each scene a pair of shapes put side by
side in the scene: (a) Shape I in Scene E, (b) Shape II in Scene F, (c) Shape III in Scene G, and (d)
Shape IV in Scene H.

generally, the estimated position along the Y-axis in Scene F, Scene G and Scene H was
closer to the veridical value than in Scene E. Furthermore, in general the position along
the X-axis in Scene H was closer to the veridical value than in the other three scenes,
especially when the light source in the scene was in Position 1 and Position 3. The shape
of the ellipses with more variance along the Y-axis than along the X-axis indicates that
the estimated slant angles spread wider than the estimated tilt angles.

4.5.2. Analysis on the estimated light positions

Two 3(r ow)×3(column) repeated-measures ANOVAs were performed, one for the esti-
mated X-position and one for the estimated Y-position, for each of the four scenes sep-
arately. In all four scenes, the estimated X-position was significantly influenced by the
column, in which the light source on the scene was located (Scene E : F (2,88) = 855, p <
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(a) for Scene E (b) for Scene F

(c) for Scene G (d) for Scene H

Figure 4.10: Illustration of the nine positions of the light source on the scene (white disks) and
the corresponding average estimated position of the light source on the probe (pink disks) for (a)
Scene E, (b) Scene F, (c) Scene G and (d) Scene H. The error bars on the pink disks show the 95%
confidence interval (for N=45 measurements).

0.001;Scene F : F (2,88) = 706, p < 0.001;Scene G : F (2,88) = 598, p < 0.001;Scene H :
F (2,88) = 612, p < 0.001). Similarly, the estimated Y-position was significantly influenced
by the row, in which the light source on the scene was located (Scene E : F (2,88) = 70, p <
0.001;Scene F : F (2,88) = 139, p < 0.001;Scene G : F (2,88) = 108, p < 0.001;Scene H :
F (2,88) = 236, p < 0.001). Again, these results indicate that, overall, the observers were
able to distinguish different light directions in our scenes. However, we also found an in-
teraction between the row and column of the position of the light source on the scene for
the estimated X-position in all four scenes (Scene E : F (4,176) = 24, p < 0.001;Scene F :
F (4,176) = 28, p < 0.001;Scene G : F (4,176) = 17, p < 0.001;Scene H : F (4,176) = 4, p =
0.004). As already illustrated in Figure 4.10 and Figure 4.11, the estimated light position
seems shifted more to the middle column in the front row than in the other rows.

To investigate the influence of the shape type on the estimated light direction, we cal-
culated the absolute difference (AD) between the estimated light position and the veridi-
cal one (expressed in terms of distance in X and Y for the position of the light disk on the
LCD-screen). Two 4(scenes) × 3(r ow) × 3(column) repeated-measures ANOVAs were
performed using the AD of the X-position and Y-position as dependent variable. Figure
4.12 shows the average AD of the X-position and Y-position for each scene. The paired
combinations marked with a red star were significantly different from each other accord-
ing to the post-hoc tests. The results show that the shape type significantly affected the
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(a) for Scene E (b) for Scene F

(c) for Scene G (d) for Scene H

Figure 4.11: Scatter plots of the estimated position of the light source for 45 measurements in
Scene E (a), Scene F (b), Scene G (c) and Scene H (d). Different colors represent the different light
positions on the scene from P1 to P9, (as depicted in Figure 4.2). The 50% prediction ellipses for
each light source position on the scene are given in the corresponding color.

AD of the X-position (F (3,132) = 9.33, p < 0.001). The post-hoc test revealed that the AD
in X-position of Scene G (M = 1.88,SE = 0.081) and Scene H (M = 1.78,SE = 0.074) were
significantly smaller than of Scene E (M = 2.27,SE = 0.094) and Scene F (M = 2.33,SE =
0.091). This indicates that the estimated direction was significantly improved in Scene
G and Scene H. The results also show that the column, in which the light source on the
scene was located, had a significant effect on the AD in X-position (F (2,88) = 8.73, p <
0.001), such that the AD in the middle column (M = 1.77,SE = 0.084) was significantly
smaller than in the left (M = 2.13,SE = 0.057) and right (M = 2.29,SE = 0.079) columns.
In other words, the estimated tilt angle in the middle column was closer to the veridical
tilt angle than the estimated tilt angle in the other two columns. Also the AD of the Y-
position was significantly influenced by the shape type (F (3,132) = 5.71, p = 0.001), such
that the AD in Scene E (M = 3.34,SE = 0.139) was significantly larger than in Scene F
(M = 2.82,SE = 0.117) and Scene H (M = 2.55,SE = 0.097). This indicates that the ob-
servers had the worst performance inferring the slant angle in Scene E, characterized by
the object with the smallest number of faces. We also found a significant influence of
the column on the AD of the Y-position (F (2,88) = 5.84, p = 0.004). The middle column
had a significantly smaller AD in Y-position (M = 2.72,SE = 0.101) than the left column
(M = 3.18,SE = 0.103), which implies that the estimated slant angle in the middle col-
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umn was significantly closer to the veridical slant angle than the estimated slant angle
in the left column.

Thus, altogether we found that the estimated direction became more veridical from
Scene E and Scene F to Scene G, i.e., as the number of perceived faces on the object in-
creased. Scene H, with two globally spherical pentagonal dodecahedrons gave the most
veridical estimation of the light direction. The globally spherical pentagonal dodecahe-
dron in Scene H had 5 visible faces, which was more than that of Shape I in Scene E but
less than Shape II and Shape III in Scene F and Scene H. This indicates that, apart from
increasing the number of the perceivable faces, the global sphericity resulted in a more
veridical estimated light direction as well.

(a) (b)

Figure 4.12: The average absolute difference (AD) between the estimated light position and the
veridical one, as expressed in distance along (a) X-axis (tilt angle) and (b) Y-axis (slant angle) of the
light disk on the LCD screen. The paired bars marked with a red star were significantly different
from each other according to the post hoc tests. The error bars show the 95% confidence intervals
(for N = 15obser ver s ×3r epeat s ×9posi t i ons = 405 measurements).

4.5.3. Analysis on variance between estimations

Besides comparing the estimated light direction with the veridical one, we here analyze
the spread in estimated light direction (again expressed as X- or Y-position) between
the participants. The standard deviation of the estimated light position was calculated
for each scene and each position of the light source on the scene separately. The scenes
were mutually compared using paired-samples t-tests. For the estimated X-position (i.e.,
the tilt angle), no statistically significant difference in standard deviation was found be-
tween any of the two scenes. For the estimated Y-position (i.e., the slant angle), we found
that the standard deviation of Scene H (M = 3.05,SE = 0.10), compared with Scene E
(M = 3.69,SE = 0.15), Scene F (M = 3.53,SE = 0.11) and Scene G (M = 3.58,SE = 0.18),
was in all cases significantly smaller (SceneH −E : t (8) = −5.46, p = 0.001;SceneH −F :
t (8) = −3.56, p = 0.007;SceneH −G : t (8) = −3.422, p = 0.009), but no significant differ-
ence in standard deviation was found between Scene E, Scene F and Scene G. This result
indicates that the globally spherical shape used in Scene H significantly decreased the
variation in estimated slant angle compared to the facetted pentagon body used in the
other scenes.
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4.5.4. The subjective reports on the experienced difficulty

The observers were asked to rank the scenes from 1 (most difficult) to 4 (easiest) accord-
ing to the difficulty they experienced when doing the task. Table 4.2 shows the ranking
order of the four scenes over all observers. Scene E was reported as the most difficult
scene more frequently than the other three scenes. Scene H was reported as the easiest
among all four scenes. In general, this result was consistent with the observers’ perfor-
mance (in terms of veridicality) on estimating the light direction in the four scenes.

Table 4.2: The ranking order of the experienced difficulty in estimating the light directions for
Scene E, F G and H over 15 observers. The smaller the ranking order is, the more difficulty the
observers encountered.

Scenes
Ranked as 1

(most difficult)
Ranked as 2 Ranked as 3

Ranked as 4
(easiest)

Scene E 12 1 0 2
Scene F 0 7 6 2
Scene G 2 6 7 0
Scene H 1 1 2 11

4.6. Discussion and conclusions

The aim of this study was to investigate the potential effects of scene content and layout
on the perceived light direction in an interior space. It should be noted that this research
was performed using a viewing box. If the observers would be able to really enter the
scenes, they might get more information about the light direction from, for instance,
Thermal effects of infrared radition or intraocular light scattering [29]. In this study, two
experiments were designed with the first one studying whether this kind of influence
exists and the second one studying which properties of the objects in the scene influence
the light direction estimation in a systematic way.

We found that observers were sensitive to the light direction (the light direction was
parameterized as light source position in our specific experimental setup), but its veridi-
cality was dependent on the scene content and layout. Generally speaking, increasing
the number of visible faces of the objects and using globally spherical shapes in the scene
both resulted in more veridical estimations of the light direction. Furthermore, arrang-
ing scenes symmetrically improved the observer’s inference of the light tilt direction.

We see two candidates for cues that help the estimation of the light direction. The
first cue is the shading variation over the objects’ surfaces and the second cue is the “il-
luminance flow" over the scene (i.e., the spatial variation in brightness over the scene
due to illumination). The number of visible faces of the objects increased from Shape
I to Shape II and Shape III, generating more steps in the shading pattern over the ob-
jects, which resulted in a more veridical estimation of the light direction. Khang et al.
[13] found that increasing numbers of faces on 3D shapes was helpful for the interpreta-
tion of the surface reflectance variations on the shapes. To discriminate the reflectance
variations, the shading effect derived from the interaction between the geometry and
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lighting should be taken into account. Our results directly showed that the light direc-
tion estimation could benefit from increasing the number of faces. Furthermore, we
found that a globally spherical shape resulted in a more veridical estimation of the light
direction than more flattened shapes. Since our probe was also globally spherical, a rea-
son might be the fact that the shading patterns were more comparable for this case than
for the flattened shapes. Alternatively, estimation of the light direction from a shape
can be expected to depend on that shape, similar to Koenderink et al.’s finding that ob-
servers’ detection of light direction was systematically confounded with surface struc-
ture (e.g. comparing light direction estimation for isotropic rough surfaces with that for
anisotropic rough surfaces) [17]. Let’s take as an example an extreme case of a flattened
shape, like a piece of paper. In such a case, observers can detect whether the light source
is in front of the paper or behind the paper, but not from which direction the light comes
exactly. The surface normals of a globally spherical shape are sampled rather homoge-
neously across all directions. In combination with a prior for global convexity [18] this
could result in more veridical estimates.

The second candidate cue concerns the “illuminance flow" over the scene [17, 25].
The variation of illuminance on the macroscale is usually denoted as “shading". The “il-
luminance flow" provides additional cues about the light direction to the “shading". We
found that mirror arrangements in the scene improved the estimation of the tilt direc-
tion, and tilt angles were consistently estimated with a smaller spread than slant angles.
These two phenomena can both be explained using the “illuminance flow" theory. The
“illuminance flow" is used to describe the 3D texture variation due to illuminated sur-
face mesorelief and can also be estimated from arbitrary natural images [25]. Xia et al.
proved that the “illuminance flow" over a rough sphere was helpful in estimating the
light direction in real scenes [34]. Figure 4.13 shows photographs of the optical mixtures
of Scene A with the probe under the nine light directions P1 to P9. These photographs
were converted to grayscale and posterized from 255 to 6 gray levels in order to more
clearly show the orientation of the spatial pattern in brightness gradient due to the “illu-
minance flow". We can see that it is difficult to estimate the depth of the light source (i.e.,
the slant angle) due to the lack of depth information, while the shadow patterns, e.g. the
pattern of shadow edge orientations, gives salient information about the tilt angle.

To summarize, human being’s light direction perception can be influenced by the
scene content and layout in a space. The interplay between the lighting and the fur-
nishing of a room (i.e., its materials, geometries and the arrangement of content inside)
shapes the architectural space and the light field in it [11, 20, 30]. Human beings see the
resulting scene in this space as a whole. Humans are able to distinguish the basic prop-
erties of lighting, shapes and materials through millions of years of evolution. But image
ambiguities cause perceptual interactions because light, material, shape and space per-
ception are truly confounded [1, 6, 12, 27, 31]. Thus, studying what human observers are
capable of in extracting the basic properties of light, material, shape and space should
be done in an integrated manner.
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(a) P9 (b) P8 (c) P7

(d) P6 (e) P5 (f) P4

(g) P3 (h) P2 (i) P1

Figure 4.13: Photographs of the optical mixtures of scene A with the probe under nine light di-
rections from P1 to P9 (shown in Figure 4.2). Note that the image was converted to grayscale and
posterized from 255 to 6 gray levels.
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Abstract

The light density, direction and diffuseness are important indicators of the spatial
and form-giving character of light. Mury presented a method to describe, measure
and visualize the light field’s structure in terms of light density and direction varia-
tions in 3D spaces. We extend this work with a theoretical and empirical review of
four diffuseness metrics leading to a novel metric proposal DX i a . In particular, the
relationships between these diffuseness metrics were studied using a model named
“probe in a sphere". Diffuseness metric DX i a re-frames the diffuseness metric of Cut-
tle in an integral description of the light field. It fulfils all diffuseness criteria and
has the advantage that it can be used in a global, integrated description of the light
flow and diffuseness throughout three-dimensional spaces.

This chapter is based on the following publication:
XIA, L., PONT, S. C. & HEYNDERICKX, I. Light diffuseness metric Part 1: Theory. Lighting Research and Tech-
nology, 2016, 1477153516631391.
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5.1. Introduction

Since the lighting profession emerged, lighting standards around the world have been
concerned almost exclusively with the delivery of luminous flux onto planes [43]. How-
ever, it is the distribution of light that determines the appearance of a space and the ob-
jects inside it. Inspiringly, this concept has been well acknowledged by photographers[22],
painters [3, 18], designers [16] and architects [12, 32]. Rather than thinking about the illu-
mination as a medium that makes things visible, modern designers prefer to see lighting
principally in terms of how it influences the appearance of people’s surroundings and
create certain atmospheres [5, 8, 9, 25–27].

In their psychophysical research, Koenderink et al. found that human observers have
expectations of how an object would look like when it was introduced at an arbitrary
location in a scene [28]. Schirillo [45] confirmed that human observers have a mental
representation of the light in a three-dimensional space through both direct and indi-
rect evidence of our awareness of the light field. The light field in natural scenes is highly
complicated due to intricate optical interactions, containing low and high frequencies
in the radiance distribution function. Nonetheless, studies show that the human vi-
sual system (HVS) is able to distinguish the intensity, the primary illumination direc-
tion, and the diffuseness, which are three basic (low-order) properties of a light field
[28, 29, 41, 47]. Furthermore, research showed that these low order properties of the
light field stay rather constant within a certain geometry of the scene[35] and that they
are sufficient to describe the appearance of most natural materials because the diffuse
scattering characteristic of these materials act as a low pass filter [2, 14, 19, 42].

By introducing the notion of radiant “light density" and the notion of “light vector",
Gershun [17] described the quantity and transfer direction of the radiant power through
space in his 5-dimensional function of the light field. Mury et al. [38] used spherical har-
monic (SH) decompositions to represent natural light as a combination of components
of different orders. He found that the zeroth order component of the SH decomposi-
tion corresponds to Gershun’s “density of light", which describes a constant illumina-
tion from all directions and is usually known as “ambient light" in computer graphics;
the first order component was found to correspond to the “light vector" as defined by
Gershun, which describes the net transport of radiant energy. However, neither Gershun
nor Mury mentioned diffuseness of light in their mathematical descriptions of the phys-
ical light field.

The local light diffuseness describes the isotropy of a light distribution around a point
in a space. It ranges from fully collimated light via hemispherical diffuseness to com-
pletely diffuse light. Fully collimated light comes from a single direction; in contrast,
completely diffuse light comes from a sphere of directions. Light diffuseness can highly
influence the appearance of scenes and objects in it, because shading, shadowing and vi-
gnetting effects co-vary with the diffuseness, as can be seen in Figure 5.1. Direct sunlight
is a typical example of collimated light, an overcast sky of hemispherical diffuse light and
a polar whiteout of completely diffuse light. Collimated light creates an effect of focus-
ing by generating hard, crisp-edged body shadows and a large brightness contrast, like
the visual effect on sculptures in a museum created by spotlights. Hemispherical diffuse
light is the level of diffuseness that we encounter in daily life most frequently, for in-
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(a) (b) (c)

Figure 5.1: The appearance of a penguin statue under light with different diffuseness levels: (a)
direct sunlight, (b) overcast sky above a dark ground surface, and (c) overcast sky above a light
ground surface.

stance under a cloudy sky. Completely diffuse light is characterized by a totally uniform
light distribution and makes three-dimensional shapes appear flat, e.g. as the scenery
when skiing in the mist.

The influence of the spatial distribution of light on object shape appearance has been
studied through the notion of “modelling index" in interior lighting design. Examples are
the “ratio between the cylindrical and horizontal illuminance" by Hewitt [20], the “vec-
tor/scalar illumination ratio" (i.e., the strength of flow of light) by Cuttle [6, 30], and the
vertical and horizontal modelling indicators (VMI and HMI) by Bean [4]. Since these
“modelling indices" are highly correlated with the light diffuseness, they are also con-
sidered as diffuseness metrics in our study. But, apart from using these “modelling in-
dices", we focus in the rest of this study on the light distribution, and not its effects on
object appearance or how the resulting optical structures are interpreted by the human
visual system. Relationships between the light diffuseness and objects’ appearance are
addressed in detail in other studies [12, 33, 40, 48].

Besides the “modelling indices", other practical ways to quantify diffuseness have
been proposed. Frandsen proposed the scale of light to indicate the potential of an il-
lumination distribution to form shadow patterns over 3D opaque objects [15]. Morgen-
stern et al. [33, 34] proposed the ICE (Illuminance Contrast Energy), a measure of the
contrast over a white matte spherical gauge object . Inanici [23] used the directional-to-
diffuse ratio to quantify the diffuseness of light by isolating the diffuse and directional
components of a rendered luminous environment .

Thus, various practically defined diffuseness metrics exist but they differ from each
other by definition and were implemented in different fields. In order to propose a gen-
eral and principled way to define and measure light diffuseness, we defined criteria for
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the diffuseness metric: A. the metric should describe the full range of diffuseness in a
smooth and monotonous manner, B. it should be possible to physically measure the
metric, C. The metric should describe the light distribution directly instead of via the ap-
pearance of some object, D. it should be possible to easily implement the metric in com-
mercially available optical measurement systems as well as in computer simulations and
in a manner that relates to human perception.

In the following sections, we give a review of four well-known diffuseness metrics,
which are (1) the “scale of light" by Frandsen [15], (2) the “ratio between cylindrical and
horizontal illuminance" by Hewitt et al. [20], (3) the “ratio between illumination vector
and scalar" by Cuttle [6, 30], and (4) the “ICE" by Morgenstern et al. [33]. We compare
each of these four metrics to the criteria proposed above. Next, inspired by Mury’s work
on the physical SH representation of the light field and by the basic parameterization of
diffuseness as the balance between the ambient and directed light, we prove that Cut-
tle’s “ratio between illumination vector and scalar" (hereafter referred to as DCut tle ) is
equivalent to the ratio between the strength of the first order (i.e., the light vector) and
the zeroth order (i.e., the light density) of the SH representation of the light field (this
ratio is hereafter referred to as DX i a). The diffuseness metric DX i a is entirely based on
a mathematical description of the physical light distribution and fulfils all the criteria
mentioned above.

Since the relationships between these metrics were so far unclear, we examined them
via a model named “probe in a sphere". As Figure 5.2 illustrates, this model consists of
a probe (usually, a small white sphere with a Lambertian surface) put right in the center
of a big spherical light source with a variable subtended angle. The size of the func-
tional light source is defined by the subtended angle α (see the upper arc depicting the
spherical light source in Figure 5.2). The diameter of the spherical light source is much
larger than the probe inside (i.e. which basically means that it is at infinite). Thus, by
varying the subtended angle α from 0◦ via 180◦ to 360◦, the degree of diffuseness varies
from totally collimated light via hemispherical diffuse to completely diffuse light. This
model was first implemented by Cuttle to investigate how the surrounding luminous
field influenced the vector/scalar ratio [12]. The model “probe in a sphere" should be
considered as a physics model (a simplified representation of something that is either
too difficult or impossible to display directly) for natural situations (like daylight on a
city square, museum lighting and office lighting). It allows systematic theoretical studies
and comparisons of metrics. In addition, in our paper “Light diffuseness metrics Part 2"
we consider empirically measured light fields.

5.2. Frandsen’s scale of light

5.2.1. Theory

Frandsen proposed the scale of light, which is derived from the comparison between
the size of a light source and that of an illuminated object. This relationship is reflected
by the self-shadows on an object, which indicate the degree of light diffuseness [15].
Yağmur et al. recently found that the harshness-softness attribute of cast-shadows also
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Figure 5.2: Illustration of the computational model “probe in a sphere", a white Lambertian sphere
is put right in the center of a large spherical light source. The size of the light source varies with
the subtended angle α. The outer spherical light source is assumed to be at infinity.

depends on the scale of light; the shadows are softer when the luminaire size increases,
or the object size decreases [1].

Frandsen’s approach is analogous to our “probe in a sphere" approach. In Frand-
sen’s theory, the solid angle of light source ( α in our model) varied from narrow (i.e.
0◦, collimated) to hemispherically diffuse (i.e. 180◦). As Figure 5.3 (a) shows, when the
subtended angle is smaller than 180◦, the white sphere can be divided into three zones.
The top zone facing the circular light source receives light from the entire source. The
bottom zone turned away from the source receives no light. The middle zone receives
a varying amount of light from the source, creating a so-called semi-shadow. Frandsen
scaled the diffuseness in the range from fully collimated to hemispherical diffuseness
based on the ratio of the area of the semi-shadow to the area of the whole sphere. Dif-
fuseness then increases from 0% to 100%, as the subtended angle varies from 0◦ to 180◦.
Frandsen scaled this change into 11 steps with an interval of 10%. The left part of Table
5.1 gives detailed information about the scale of light from a fully collimated light to a
hemispherical diffuse light as defined by Frandsen (DF r and sen).

The scale of light, however, is hard to measure in a real environment. It cannot be
judged accurately from the appearance of objects, for instance using a matte sphere as a
reference, because small steps in diffuseness are hard to be distinguished in this manner
[24, 41, 49, 50]. Moreover, perceived diffuseness is dependent on viewing direction[31,
41]. Furthermore, Frandsen’s scale with 11 types of shadows is limited to the range from
fully collimated light to hemispherical diffuse light. The other half range from hemi-
spherical diffuse to completely diffuse light is ignored. So, the scale of light does not
fulfil criteria A, B, C and D.
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(a) (b)

Figure 5.3: Illustration of shadowing zones on a white matte sphere according to Frandsen. In (a):
when the subtended angle is smaller than 180◦, the white sphere in the center of the spherical light
source is divided into three zones: the top zone receives light from the entire source, the middle
zone receives a varying amount of light from the source, and the bottom zone receives no light
from the source. In (b): when the subtended angle is larger than 180◦, the white sphere in the
center of the spherical light source is divided into two zones: there’s no bottom zone receiving no
light.

5.2.2. DF r and sen for the “probe in a sphere" model

In order to be able to compare all metrics, we extended DF r and sen to the full range
of possible diffuseness. As Figure 5.3 (b) shows, when the subtended angle is larger than
180◦, the white sphere can be divided into two zones. The top zone always receives the
same amount of light, as it would from a hemispherical light source. The middle zone
receives a varying amount of light from the source. The bottom zone disappears because
every part of the sphere is now illuminated. As a consequence, we can extend the scale of
light from hemispherical diffuse to totally diffuse by still using the ratio of the area of the
semi-shadow to the area of the whole sphere as proposed by Frandsen. As the subtended
angle gets larger, the area of the top zone increases and the ratio of the semi-shadow to
the area of the whole sphere decreases, but this ratio always remains larger than 50%.
We used an interval of 5% in the ratio in order to divide the scale in an equal number
of steps for the extended part of the range as for the original range from collimated to
hemispherical diffuse. In this manner, we extended Frandsen’s scale of light from 0-
10 to 0-20. The right part of Table 5.1 gives detailed information about this extended
scale, and the appearance of a Lambertian white sphere under the different scale values
is illustrated in Figure 5.4. The resulting values are shown in Figure 5.7 (a) and (b).
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α≈ 0◦ α= 11.5◦ α= 23.1◦ α= 34.9◦ α= 47.1◦

α= 60◦ α= 73.7◦ α= 88.9◦ α= 106.3◦ α= 128.3◦

α= 180◦

α= 231.7◦ α= 253.7◦ α= 271.1◦ α= 286.20◦ α= 300◦

α= 312.8◦ α= 325.1◦ α= 336.9◦ α= 348.5◦ α= 360◦

Figure 5.4: The appearance of a rendered Lambertian white sphere in the center of a large spher-
ical light source with variable subtended angle α. The subtended angle varies from 0◦ via 180◦
to 360◦, and the corresponding diffuseness varied from fully collimated light via hemispherical
diffuse to totally diffuse light.
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Table 5.1: The left part shows the scale of light as defined by Frandsen, for the range of collimated
light to hemispherical diffuse light; the right part shows our extension of the scale of light, for the
range from hemispherical diffuse to totally diffuse light.

DF r and sen E xtendedDF r and sen

α Ratio Scale α Ratio Scale
≈ 0◦ 0% 0 231.7◦ 95% 11
11.5◦ 10% 1 253.7◦ 90% 12
23.1◦ 20% 2 271.1◦ 85% 13
34.9◦ 30% 3 286.2◦ 80% 14
47.1◦ 40% 4 300◦ 75% 15
60.0◦ 50% 5 312.8◦ 70% 16
73.7◦ 60% 6 325.1◦ 65% 17
88.9◦ 70% 7 336.9◦ 60% 18

106.3◦ 80% 8 348.5◦ 55% 19
128.3◦ 90% 9 360◦ 50% 20
180◦ 100% 10

5.3. Hewitt et al.’s cylindrical/horizontal illuminance ratio

5.3.1. Theory

People have noticed that compared to horizontal illumination, which is a provision of
task illumination, vertical illumination contributes more to the impression of a space
and helps people to recognize shapes and faces. Hewitt et al. have shown that the ratio
of horizontal illuminance to mean vertical illuminance gives a reasonable indication of
modelling [20]. The average vertical illuminance can be measured using the cylindrical
illuminance, which is defined as the total luminous flux falling on the curved surface of
a small cylinder at a point of interest, divided by the curved surface area of the cylin-
der [39]. Instruments exist for the direct measurement of cylindrical illumination, but
their costs are high. An alternative method for obtaining cylindrical illuminance was
proposed by Duff et al., i.e. calculating it from the illuminance values measured using a
cubic meter [13, 44]. The ratio between the cylindrical illuminance (Ec ) and horizontal
illuminance (Eh) is proposed as an index of modelling for overhead lighting installations
[43] and is hereafter referred to as diffuseness metric DHewi t t . A modelling index be-
tween 0.3 and 0.6 is suggested to indicate good modelling [43].

The ratio between cylindrical and horizontal illuminance does fulfil the criteria we
have defined for a diffuseness metric. However, it can only indicate the “modelling"
properties of an overhead lighting installation. For pure overhead lighting it is assumed
to provide a rough assessment of the relationship between the rather diffuse light from
(inter-)reflections and the rather directed light from primary light sources. However, the
assumptions are violated in many real scenes, for instance if there is also light entering
from the side via windows.
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5.3.2. DHewi t t for the “probe in a sphere" model

We calculated DHewi t t in the “probe in a sphere" model by replacing the white sphere
with a small cylinder. The cylinder was placed with its main axis along the vertical axis
in Figure 5.2 so that the average illuminance on the curved surface represents the mean
vertical illuminance. DHewi t t varied from “0" for collimated light to “1" for fully diffuse
light. The resulting values as a function of subtended angle α are shown in Figure 5.7 (a)
and (b).

5.4. Cuttle’s vector/scalar illumination ratio

5.4.1. Theory

Hewitt [21] and Lynes et al. [21, 30] proposed the concept of the “flow of light" to de-
scribe the potential of light to produce distinct shading patterns. The “flow of light"
concept gives information on the direction from which the light comes on average, and
on how strongly directed the net light transport is. Cuttle et al. [11] defined the appar-
ent strength of the “flow of light" by the illumination vector/scalar ratio (Evector /Escal ar

), and recommended it as a modelling index . We refer to Evector /Escal ar as diffuse-
ness metric DCut tle . The vector component indicates the direction of the “flow of light".
The illumination scalar equals the average value of the “illumination solid" over all di-
rections, and it is a measure of the ambient light. In general, the “illumination solid"
around an illuminated point can be separated into two components: a vector compo-
nent and a symmetric component. The vector component is totally asymmetric around
the illuminated point, while the symmetric component is totally symmetric around the
illuminated point [6, 12]. We refer to Appendix A for the detailed information.

Though the illumination vector and scalar are defined based on the luminous power
distribution in the space, their values and the metric are explained via the appearance of
a small matte white sphere. The illumination vector can be reproduced by a distant light
source with the illuminance falling on a small sphere as illustrated in Figure 5.5. The
magnitude of the vector illuminance can then be approached as the difference between
the illuminance on the top point and the bottom point of the matte white sphere:

Evector = Ep1 −Ep2 (5.1)

The scalar illuminance value equals the average illuminance over the whole surface of
the sphere and can be calculated as:

Escal ar = Evector /4+ Ēs ymmetr i c (5.2)

where Ēs ymmetr i c is the average value of the symmetric component over all directions.
Thus, the maximum value of DCut tle is 4, occurring with fully collimated light (i.e., the
vector component only) and the minimum value is 0, occurring with completely diffuse
light (i.e., the symmetric component only). It has been found that DCut tle values in the
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range of 1.2 to 1.8 are preferred for the appearance of human features in an interview
situation [11]. Preference studies also showed that people like the flow of light to be
from the top-left/right rather than from the top, with a preference for a vector altitude
between 15◦ and 45◦ [11].

Later, Cuttle developed a cubic illumination meter to measure the illumination vec-
tor, the illumination scalar and the strength of the “flow of light" or DCut tle [7, 10]. The
cubic meter is a small cube with six illuminance meters mounted at its six faces. Thus,
Cuttle’s method fulfils all our criteria for a diffuseness metric.

x

y

z

ϑ

φ

P’

P1

P2

S

Figure 5.5: Illustration of a unit matte sphere in Figure 5.2 under a fully collimated light with the
subtended angle α approaching 0◦. P1 is the top point of the white sphere and P2 is the bottom
point of the white sphere.

5.4.2. DCut tle for the “probe in a sphere" model

The illumination scalar proposed by Cuttle in Equation 5.2 represents the average
illumination over the sphere surface, derived from the contributions of both the vec-
tor and the symmetrical components. The vector component contributes Evector /4 to
the average illumination over the matte sphere, which can be derived analytically. For
instance in Figure 5.5, the bottom hemisphere receives no light (Ep2 = 0) and the illu-
mination falling on the upper hemisphere is directly proportional to the cosine of the
angle ϑ between the direction of the light source (i.e., the z axis) and the surface normal.
So, the contribution of the vector component to the average illumination over the unit
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sphere follows:

(Evector)scalar= (Ep1 −Ep2)

∫ 2π
0

∫ π/2
0 cos(ϑ)sin(ϑ)dϑdϕ

4π
= (Ep1 −Ep2)/4

= Evector /4

(5.3)

By varying the subtended angle from 0◦ to 360◦, the diffuseness level in our model
“probe in a sphere" varies from fully collimated light to fully diffuse light while the vec-
tor/scalar illumination ratio varies from 4 to 0 as shown in Figure 5.7(a). The normalized
form of DCut tle is:

(DCut tle )Nor mal i zed = 1− (Evector /Escal ar )/4 (5.4)

which is shown in Figure 5.7 (b), with “0" corresponding to fully collimated light and “1"
corresponding to fully diffuse light.

5.5. Morgenstern et al.’s illuminance contrast energy

5.5.1. Theory

The contrast of a shading pattern over a sphere varies with the degree of light diffuse-
ness. Morgenstern et al. defined a new method, the ICE (Illuminance Contrast Energy) to
quantify this variation[33]. If E(ϑ, ϕ) is the illuminance over the surface of a unit sphere,
whereϑ is the altitude from the north pole andϕ is the azimuth in a spherical coordinate
system, the ICE can be calculated as:

IC E = (
1

4π

∫ 2π

0

∫ π

0
(

E(ϑ,ϕ)− Ē

Ē
)2 sin(ϑ)dϑdϕ)1/2 (5.5)

where Ē is the mean illuminance over the sphere. The value of ICE ranges from 0 for a
completely diffuse light to 1.29 for a distant point light source. In order to measure the
ICE, Morgenstern et al. used a custom-built multidirectional photometer with 64 evenly
spaced photodiodes. These 64 photodiodes made low-resolution but omnidirectional
records of the illumination incident from all directions at a point in space at a given time.
As such, ICE does not fulfil criterium D, because it cannot be measured in real scenes
without the custom-built photometer. It does not literally fulfil criterium C because in
order to calculate the ICE the photometer records have to be transformed to values of the
illuminance over the gauge sphere. Using their photodiode device, Morgenstern et al.
made 570 measurements of the ICE in six natural environments and 53 measurements
in a single day from sunrise to sunset [33]. The mean ICE under these circumstances
ranged from 0.41 to 0.66.
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5.5.2. DMor g enster n for the “probe in a sphere" model

We calculated the ICE directly from the illuminance distribution on the small white Lam-
bertian sphere inside the spherical model using Equation 5.5. The resulting values as a
function of subtended angle α are shown in Figure 5.7 (a) and (b). The resulting curve
is less than 6% higher than the DCut tle curve in the lower and middle part of the dif-
fuseness range. Overall, the shape of the curve DMor g enster n in this model clearly closely
resembles the shape of the DHewi t t and DCut tle curves.

5.6. DXia: framing “diffuseness" in an integral light field de-
scription

From the above review we found that DMor g enster n and DF r and sen did not fulfil all cri-
teria for a diffuseness metric. DHewi t t fulfilled all criteria, but was limited to indicate
the light diffuseness properties of overhead lighting. DCut tle fulfilled all criteria. How-
ever, the relationship between DCut tle and the other properties of the light field (i.e. light
density, direction) has not been worked out. In this section, we therefore frame this dif-
fuseness definition in an integral light field description. We call the framed metric DX i a ,
which is thus conceptually the same as DCut tle but mathematically framed in a different
way. The description of DX i a is based on a mathematical description of the physical light
distribution in space instead of on the appearance of an object. DX i a fulfils all criteria
and has the advantage that it can be used in a global, integrated description of the light
distribution in 3D spaces, in which all modes of the description have a specific physical
meaning. The development of DX i a is based on the work of Mury et al. [35–37], i.e., on
the physical interpretation of the spherical harmonics representation of the light field in
natural scenes, and extends it with a diffuseness metric.

5.6.1. Theory

Locally, the light field is a function of direction and thus a spherical function. We know
that any spherical function f (ϑ,ϕ) can be reconstructed by the sum of its spherical har-
monics (SH):

f (ϑ,ϕ) =
∞∑

l=0

l∑
m=−l

C m
l Y m

l (ϑ,ϕ) (5.6)

where C m
l are the coefficients, Y m

l (ϑ,ϕ) are the basis functions, and l represents the
order of the angular mode. Each mode consists of 2l +1 basis functions (l Ê 0,−l É m É
l ). Figure 5.6 shows the real-valued spherical harmonic basis functions up to the second
order. Any mode l can be represented as a vector of corresponding coefficients SHl ( f ) ={
C−l

l ,C−l+1
l , · · · ,C l

l

}
and the representation of the entire function is a combination of all

the modes, i.e. SH( f ) = {
SH0( f ),SH1( f ),SH2( f ), · · ·}. The strength of each mode l can
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be calculated using Equation 5.7 [46]:

d(SHl ) =
√√√√ l∑

m=−l
(C m

l )2 (5.7)

Figure 5.6: Plots of real -valued spherical harmonic basis functions. The first row represents the
zeroth order, the second row shows the basis functions of the first order and the third row shows
the basis functions of the second order components. Red indicates positive values and blue indi-
cates negative values. For a detailed explanation of the analogy between the SH description and
Gershun’s theory, see work by Mury et al. [35, 36, 38].

Ramamoorthi et al. proved that for convex Lambertian objects, complex lighting dis-
tributions may be successfully replaced by the second order approximation of their SH
representation [42]. Mury et al. [35, 36, 38] found that the zeroth order component of a
spherical harmonic corresponds to Gershun’s “density of light". The zeroth order com-
ponent is a monopole (see the first row of Figure 5.6), essentially the average radiance
over all directions. The first order component corresponds to Gershun’s “light vector"
and describes the net transport direction of radiant energy. The first order component
can be thought of as a dipole and consists of a positive and a negative mode (see the sec-
ond row of Figure 5.6). We define our diffuseness metric as the ratio between the light
vector and the density of light, or in mathematical SH terms:

DX i a = d(L1)/d(L0) (5.8)

DCut tle and DX i a are thus conceptually the same, but mathematically they are framed
in a different manner. So, how are they mathematically related to each other and what
are the (dis)advantages of the two approaches? In order to answer this question, we first
express DX i a in terms of the ratio d(E1)/d(E0), which is the ratio between the first order
and zeroth order SH modes of the irradiance. Ramamoorthi and Hanrahan [42] proved
that for convex Lambertian objects, the relation between irradiance and radiance of the
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zeroth order SH coefficient is :
E 0

0 =π×L0
0 (5.9)

and of the first order SH is:

E m
1 = 2π

3
×Lm

1 , m =−1,0,1 (5.10)

Hence:
d(L1)

d(L0)
= 3

2

d(E1)

d(E0)
(5.11)

Second, we express DCut tle , defined as the ratio between Evector and Escal ar , in
terms of d(E1)/d(E0). To do so, we first examine the relationship between d(E1) and
Evector . The Evector was defined as the maximum value of the illuminance difference.
However, the SH representation of the illumination distribution accounts for the illumi-
nation in all directions. Therefore, we calculated the magnitude of the vector component
over the surface of a sphere projected along the direction of the light vector (e.g., the z
axis in Figure 5.5) as:

E ′
vector= (Ep1−Ep2)

∫ 2π

0

∫ π/2

0
cos(ϑ)cos(ϑ)si n(ϑ)dϑdϕ

= 2π

3
(Ep1 −Ep2)

(5.12)

Thus, the magnitude of the vector component over the surface of a sphere E ′
vector is a

factor of 2π/3 larger than Cuttle’s Evector .
The first order component of the SH approximation of the light field can be trans-

formed into linear functions of the Cartesian coordinates (x, y, z) as follows:
Y −1

1 (ϑ,ϕ) = −
√

3
4π si nϑsi nϕ=−

√
3

4π y

Y 0
1 (ϑ,ϕ) =

√
3

4πcosϑ=
√

3
4π z

Y 1
1 (ϑ,ϕ) = −

√
3

4π si nϑcosϕ=−
√

3
4πx

(5.13)

According to Equation 5.12 and Equation 5.13, the relationship between the magni-
tude of the light vector Evector and the magnitude of the first order SH component d(E1)
is:

Evector = 3

2π
E ′

vector =
3

2π

√
4π

3
d(E1) =

√
3

π
d(E1) (5.14)

Subsequently, the relationship between d(E0) and Escal ar is derived. The illumi-
nation scalar is the average illuminance over the surface of a unit sphere, so Escal ar =
Eo/4π, where Eo is the overall illumination on the sphere. We find:

Escal ar

d(E0)
= Eo/4π

C 0
0

= 1

4π

∫ 2π
ϕ=0

∫ π
ϑ=0 f (ϑ,ϕ)si nϑdϑdϕ∫ 2π

ϕ=0

∫ π
ϑ=0 f (ϑ,ϕ)Y 0

0 (ϑ,ϕ)si nϑdϑdϕ

= 1

2
p
π

(5.15)
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Knowing all this, we find the relationship between d(L1)/d(L0) (or DX i a ) and Evector /Escal ar

(or DCut tle ) as:

Evector

Escal ar
=

p
3/π

1/2
p
π

d(E1)

d(E0)
= 2

p
3

2

3

d(L1)

d(L0)
= 4p

3

d(L1)

d(L0)
(5.16)

Hence, the ratio between the illumination vector and scalar is a factor 2
p

3 larger than
d(E1)/d(E0) and 4/

p
3 larger than d(L1)/d(L0). This result indicates that the diffuseness

metric vector/scalar illumination ratio (DCut tle ) is equivalent to the ratio between the
strength of the first order and zeroth order of the SH representation of the physical light
distribution (i.e., DX i a). The only difference is that DCut tle is derived from the illumi-
nance and DX i a from the luminance. Since the ratio between Evector and Escal ar varies
from “4" for fully collimated light to “0" for fully diffuse light, we normalized the metric
to a range “0" to “1". The final normalized form of DX i a is:

(DX i a)Nor mal i zed = 1−d(L1)/d(L0)/
p

3 (5.17)

The diffuseness metric DX i a fulfils all criteria we proposed before, and it is easily quan-
tified and physically described based on a mathematical representation of the light field
in 3D spaces.

5.6.2. DX i a for the “probe in a sphere" model

We fitted SH representations to the luminance maps of our model, varying the sub-
tended angle α from 0◦ to 360◦. Then, the strength of the first and zeroth order com-
ponents as well as their ratio (d(L1)/d(L0)) were calculated, and the results of DX i a are
shown in Figure 5.7 (a). The normalized curves of DCut tle and DX i a in Figure 5.7 (b)
indeed overlap.

5.7. Results and discussion

Figure 5.7 (a) illustrates the relationships between the five different diffuseness metrics
mentioned above. To get a better overview of these relationships, we normalized all dif-
fuseness metrics with “0" corresponding to fully collimated light and “1" corresponding
to fully diffuse light in Figure 5.7 (b). In Figure 5.7 (b) we see that the normalized dif-
fuseness metrics DHewi t t , DCut tle , DMor g enster n and DX i a give very similar results for
the “probe in a sphere" model. There is a difference between these normalized diffuse-
ness metrics and DF r and sen . It should be noticed that while the other diffuseness metrics
concern ratios, the “scale of light" (DF r and sen) is an ordinal ranking. Since we want the
metric to be perceptually relevant we need psychophysical data to make an argumented
choice for the best metric. We are not aware of literature that relates perceptual diffuse-
ness ratings to systematical variations of the physical diffuseness. We are only aware of
perceptual matching data for diffuseness [24, 28, 41, 49, 50]. However, since the ratio-
based metrics result in curves that resemble typical psychometric curves, we assume
that these present the most plausible options for a perceptually relevant metric.
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(a)

(b)

Figure 5.7: The five diffuseness metrics as a function of the subtended angleα in the model “probe
in a sphere": (extended) DF r and sen , DHewi t t , DCut tle , DMor g enster n and DX i a . In (a) the orig-
inal metric values and in (b) all diffuseness metrics normalized to the range [0-1] with 0 corre-
sponding to fully collimated light and 1 corresponding to fully diffuse light.

Morgenstern et al. made 570 measurements of the ICE in natural environments [33].
The results showed that the mean ICE ranged from 0.41 to 0.66 in these environments,
which after normalization means a range from 0.5 to 0.7. Cuttle et al. found a preference
for the Evector /Escal ar ratio in the range from 1.2 to 1.8 for the appearance of human
features in an interview situation [11]. This range corresponds to values between 0.55
and 0.7 for the normalized DCut tle . Thus this range coincides with the diffuseness levels
of natural scenes that Morgenstern found and indicates that human features presented
in lighting environments with natural diffuseness levels are most preferred by human
observers. A DHewi t t index in the range from 0.3 to 0.6 was noted to indicate good mod-
elling [43]. The latter range corresponds to a normalized range from 0.3 to 0.6, and so
partly overlaps with natural diffuseness levels, but also is partly extended towards more
directed light. The latter guideline for the modelling index, however, was based on tests
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(a) (b) (c)

Figure 5.8: Light patterns on a Lambertian sphere with the light vector being zero: (a) a light ring;
(b) uniform light field; (c) two opposed point light sources.

using statues of faces instead of real faces. It is probable that for statue illumination or
museum lighting the light is preferred to be a bit more directed than natural light. Re-
garding DF r and sen , values between 4 and 6 were noted to be the most common diffuse-
ness levels to be encountered in natural scenes, such as in open scenes with both the sun
and clouds in the sky. Translating these values into normalized values results in a range
between 0.2 and 0.3, indicating much more directed light than the natural or preferred
diffuseness levels mentioned above. Possible reasons for his misestimate might be that
Frandsen did not test his statement by experiments and, moreover, neglected half the
diffuseness range in his theory.

Although the perception of light diffuseness is based on the appearance of light sources
and illuminated objects, neither the vector/scalar illumination ratio nor the first/zeroth
order strength of the SH representation, strictly, are an index of object appearance. That
is because the formation of the lighting pattern on an object is not only determined by
the light diffuseness, but also by the light direction and light density, as well as by the
geometric and scattering properties of surfaces and the viewing direction. That is why
light diffuseness is different from a “modelling index". “Modelling indices" depend on
the light diffuseness, but do not represent the light diffuseness. Instead they (should)
represent how well the lighting conditions allow to see 3D shapes in it. Light direction,
light density, and other environmental characteristics together with diffuseness deter-
mine the appearance of objects, and so the modelling aspect.

The light diffuseness metrics DCut tle and DX i a describe the relationship between the
zeroth order and the first order SH components. Due to effects of second order SH con-
tributions, identical values of DCut tle or DX i a may result in different lighting patterns on
an object. The second order SH component was called “squash tensor" by Mury [35–37]
, because of its shape in extreme cases: a light or dark squash. For instance in Figure 5.8,
the sphere is illuminated by a light ring (or dark squash) in Figure 5.8 (a), a uniform light
field in Figure 5.8(b) and two opposed light sources (or light squash) in Figure 5.8 (c). In
all three conditions, both the normalized DCut tle and DX i a have a value of 1 (since the
light vector is 0), but the illumination pattern on the sphere is different. Furthermore,
adding an ambient term (zeroth order SH term) to the model “probe in a sphere" simply
contributes an additional uniform illumination over the surface of the spherical probe
but would not influence the higher order SH components (e.g. the first order). Thus,
such change will result in a higher value of the normalized diffuseness.
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Morgenstern et al. proved that the ICE is the ratio between the energy in the first to
infinite orders and the energy in the zeroth order components of the SH representation
of the illumination over a Lambertian sphere. Similar to the effect above, identical values
of the ICE may result in different lighting patterns on an object. For example, varying the
phase of the SH or shifting energy between harmonics within a single order has no effect
on the ICE value, but does change the illumination pattern on an object. A well-known
effect in this ballpark concerns variations of the light vector direction with respect to a
viewer, which changes the apparent diffuseness [6, 41] but not the physical diffuseness.
In future research, we will investigate how to capture such higher order angular varia-
tions (so-called light texture [40]) in descriptions, measurements and visualizations.

5.8. Conclusion

In this study, four well-known diffuseness metrics were reviewed and their relationships
were examined via a model named “probe in a sphere". We proposed a light diffuse-
ness metric DX i a , which is entirely based on a mathematical description of the physical
light distribution in a 3D space (the light field) and fulfils the criteria we defined for dif-
fuseness metrics. Together with the light density and direction it forms a global integral
description of the low order properties of the light field structure. It also allows easy ex-
tensions to descriptions of the high order components of the light field. Furthermore,
the SH representation based method has the advantage that it is clear how the parame-
ters relate and which role they play in the resulting light field. These properties and their
variation in 3D space reflect the spatial and form-giving character of light.
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Abstract

We introduce a way to simultaneously measure the light density, light vector and
diffuseness of the light field using a cubic illumination meter based on the spherical
harmonics representation of the light field. This approach was applied to six light
probe images of natural scenes and four real scenes built in our laboratory, and the
results were compared to those obtained using Cuttle’s method. We also demon-
strated a way to simultaneously and intuitively visualize the global structure of the
light distribution using light tubes and colour coding for the light density, light flow
and diffuseness variations through the space. Together with Mury’s work, we will
then have a complete way to describe, measure and visualize the local and global
low order properties of the light distribution in three-dimensional spaces.

This chapter is based on the following publication:
XIA, L., PONT, S. C. & HEYNDERICKX, I. Light diffuseness metric, Part 2: Describing, measuring and visu-
alising the light flow and diffuseness in three-dimensional spaces. Lighting Research and Technology, 2016,
1477153516631392.
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6.1. Introduction

The distribution of light in a three-dimensional space strongly influences the appear-
ance of that space and the objects inside it. There is no doubt that the primary purpose
of artificial lighting is pure visibility. However, with advances in lighting technology, peo-
ples’ expectation of lighting now far exceeds this primary function of lighting. Modern
designers prefer to see lighting principally in terms of how it influences the appearance
of people’s surroundings and makes it possible to create various atmospheres [3, 7, 8, 17–
19]. In this line of thought, Cuttle [6] proposed that the lighting profession must move
to the third stage. The first stage of the lighting profession focused on providing uniform
illumination over a horizontal plane, whereas the second stage provided illumination
suited to human needs based on visual performance. Cuttle stated that the third stage
should aim at revealing the potential of illumination to interact with its surroundings to
create various types of visual experiences. In order to do so, we require methods to de-
scribe, measure and visualize the structure of the light distribution throughout the space.
These methods provide insights into the spatial and form-giving character of light and al-
low predictions of how an object would look like in this light. In this paper, we introduce
ways to measure the physical (objective) light diffuseness. The (subjective) perception
of light diffuseness is influenced by many additional factors such as the illumination di-
rection [4, 30], the shape and material of the illuminated object, and the perspective of
the observer [24]. Relating perceptual diffuseness ratings to systematical variations of
the physical diffuseness thus encompasses an extensive psychophysical study, which we
intend to do in the future.

The light density, the primary illumination direction, and the diffuseness shapes the
basic (low-order) properties of a light field, which can be sensed by the human visual
system (HVS) [21, 22, 30, 33]. The light density and direction were mathematically and
physically defined by Gershun [15] in his 5-dimensional function of the light field and
by Mury et al. [29] using a spherical harmonics (SH) representation of the light field. In
“Light diffuseness metric, Part 1: Theory" of this work, we gave a review of four well-
known diffuseness metrics, namely (1) the “scale of light" by Frandsen (DF r and sen) [13],
(2) the “ratio between cylindrical and horizontal illuminance" by Hewitt (DHewi t t )[16],
(3) the “ratio between illumination vector and scalar" by Cuttle (DCut tle ) [4] and Lynes
et al. [23] and (4) the “Illuminance Contrast Energy (ICE)" metric of Morgenstern et al.
(DMor g enster n) [25]. Their relationships were examined via a model named “probe in a
sphere" and the results showed that the normalized diffuseness metrics DHewi t t , DCut tle

and DMor g enster n gave very similar results to the “probe in a sphere model". Inspired by
Mury’s work on the physical SH representation of the light field and by the basic pa-
rameterization of diffuseness as the balance between the ambient and directed light, we
proved that DCut tle is equivalent to the ratio between the strength of the first order (i.e.,
the light vector) and the zeroth order (i.e., the light density) of the SH representation of
the light field (DX i a). The diffuseness metric DX i a is entirely based on a mathematical
description of the physical light distribution and fulfils the criteria we defined as being
relevant for diffuseness metric. Together with the light density and direction it repre-
sents the low-order properties of the global structure of the light field. Furthermore,
the SH-based method allows all parameters to be described within one integral descrip-
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tion/decomposition, in which it is clear how the parameters relate and which role they
play in the resulting light field. For instance, Kelly [18, 19], considered one of the pio-
neers of architectural lighting design, used “ambient luminescence", “focal glow" and
“play of brilliants" to describe the light effects in lighting design. In the SH representa-
tion of the light field, the zeroth order describes the “ambient luminescence", the first
order gives information about “focal glow" and the higher orders are related to the “play
of brilliants".

In this study, we demonstrate how the density of light, light direction and diffuseness
can be simultaneously measured using a cubic meter and visualized using “light tubes".

6.2. Measuring the light field’s light density, direction and
diffuseness simultaneously

6.2.1. Cuttle’s method

Cuttle proposed a simple solution to measure the illumination vector and scalar, as well
as the ratio between illumination vector and scalar (i.e., the inverse of the light diffuse-
ness) [5, 9]. Using a cubic illlumination meter, six illuminance values in three mutually
perpendicular directions can be measured, these being E(+x) , E(−x), E(+y),E(−y),E(+z),E(−z).
The illumination vector component can be calculated as:

Evector = (E(+x) −E(−x),E(+y) −E(−y),E(+z) −E(−z)) (6.1)

and the scalar component as:

Escal ar =
|Evector|

4
+ Ēs ymmetr i c

=|Evector|
4

+ mi n(E(+x),E(−x))+mi n(E(+y),E(−y))+mi n(E(+z),E(−z))

3

(6.2)

with “min" denoting the minimum. Consequently, the strength of the flow of light (i.e.,
the inverse of the light diffuseness) can be easily found as |Evector|/Escal ar . The normal-
ized form of the diffuseness is:

(DCut tle )Nor mal i zed = 1− (|Evector|/Escal ar )/4 (6.3)

with “0" corresponding to fully collimated light and “1" corresponding to fully diffuse
light. Cuttle’s method uses simple calculations and is suitable for quick, local measure-
ments of the diffuseness level of natural scenes.

6.2.2. Xia’s method

In this section, we propose a similar but differently framed approach to simultaneously
recover these main, low order properties of the light field: using a SH representation
of the light field. In “Light diffuseness metric, Part 1: theory" of this work, we proved
that the ratio between the strength of the first- and zeroth-order components of the SH
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representation (DX i a) gives the diffuseness. Thus, to simultaneously measure the light
density, direction and diffuseness, the first two orders of the SH representation of the
light field are sufficient.

Mury et al. [28] managed to measure the light field up to the second-order SH repre-
sentation by using a custom-made device called a “Plenopter". This second-order rep-
resentation consists of nine coefficients, which could be estimated using a device com-
posed of 12 faces with a light sensor on each. Since we only need the zeroth and first
order of the representation, we only need to estimate four coefficients, which can be
done with a cubic illumination meter.

The cubic illumination meter comprises six illuminance meters mounted on the faces
of a small cube, yielding six values P j ( j = 1, · · · ,6). The illuminance meters have a cer-
tain angular sensitivity profile S j (ϑ,ϕ) that should be convoluted with the incident light
distribution f j (ϑ,ϕ) on that illuminance meter. Thus,

P j =
∫

S j (ϑ,ϕ) · f j (ϑ,ϕ)dΩ, j = 1, · · · ,6 (6.4)

The illumination meter’s angular sensitivity profile can be decomposed to SHs and
presented as:

S j (ϑ,ϕ) =
∞∑

l=0

l∑
m=−l

(s j )m
l Y m

l (ϑ,ϕ) (6.5)

The shape of the sensitivity profile follows the cosine law as a function of the angle
between the incident direction of light and the normal to the surface to which the me-
ter is attached. Furthermore, the incident light can be reconstructed by the sum of its
harmonics. Combining the above results in:

P j =
∫ [ ∞∑

l=0

l∑
m=−l

(s j )m
l Y m

l (ϑ,ϕ)

][ ∞∑
l ′=0

l ′∑
m′=−l ′

C m′
l ′ Y m′

l ′ (ϑ,ϕ)

]
dΩ

= ∑
l l ′mm′

(s j )m
l C m′

l ′

∫
Y m

l (ϑ,ϕ)Y m′
l ′ (ϑ,ϕ)dΩ, j = 1, · · · ,6

(6.6)

where C m′
l ′ are the coefficients of the SH decomposition of the incident light filed.

Because of the orthonormality of the SHs basis function, we finally get

P j =
∑
l m

(s j )m
l C m

l , j = 1, · · · ,6 (6.7)

Thus, we obtain a system of six equations with four unknown coefficients. By using a
least squares approach, solutions for the overdetermined system can be fitted. Thus, the
zeroth- and first-order modes of the SHs representation of the light field can be recov-
ered and these carry the information about the light density (i.e., the zeroth order), light
vector (i.e., the first order) and the normalized diffuseness as:

(DX i a)Nor mal i zed = 1−d(L1)/d(L0)/
p

3 (6.8)

where d(L0) is the strength of the zeroth order and d(L1) indicates the strength of the
first-order SH representation of the light field. In the normalized diffuseness metric,
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“0" corresponds to fully collimated light and “1" corresponds to fully diffuse light. The
advantages of the SH representation are that all parameters can be described within one
integral description/decomposition, in which it is clear how the parameters relate and
which role they play in the resulting light field. Moreover, the SH representation can be
used as such in, for instance, fast real time computer rendering and can be linked to
components of lighting plans for design and architecture.

The cubic illumination meter is easily built with commercially available components,
namely the Konica-Minolta T-10MA illuminance meters (as shown in Figure 6.1). Addi-
tional materials are provided in Appendix C for laser-cutting and building the cube basis.

Figure 6.1: Our cubic illumination meter, built with commercially available components on the
basis of a laser-cut cube basis (see Appendix C for additional materials to build this basis). Note:
our cubic meter has 6 large faces and 2 small faces. The small face on the top was cut to place a
spirit level and the small face on the bottom was cut to fix the cubic meter on a metal stick.

6.3. Measurement error predictions

6.3.1. Error analysis: Influence of light field orientation and second-order
SH contributions

How robust can DX i a and DCut tle measure the diffuseness of a light field using a cu-
bic illumination meter? To answer this question, we simulated a light field by using a
sum of SH functions. According to Ramamoorthi and Hanrahan [31], complex lighting
on approximate Lambertian surfaces can be successfully replaced by its second-order
approximation. Thus, we simulated a light field in terms of a second-order SH represen-
tation:
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w0 = 1

f (ϑ,ϕ) = w0 ·Y 0
0 (ϑ,ϕ)+w1/w0 · (a1Y −1

1 (ϑ,ϕ)+a2Y 0
1 (ϑ,ϕ)+a3Y 1

1 (ϑ,ϕ))
+w2/w0 · (b1Y −2

2 (ϑ,ϕ)+b2Y −1
2 (ϑ,ϕ)+b3Y 0

2 (ϑ,ϕ)+b4Y 1
2 (ϑ,ϕ)+b5Y 2

2 (ϑ,ϕ))
(6.9)

We varied the ratios defining the relative strength of the first three orders (i.e., w1/w0

, w2/w0) and the weights of the components within the first and second order (i.e.,
a1, a2, a3; b1,b2,b3,b4,b5). Since the theoretical value of d(L1)/d(L0) for the model “probe
in a sphere" ranges from 1.73 to 0, we set the range of w1/w0 from 0 to 1.7 with an inter-
val of 0.1. We then calculated the theoretical illumination falling on the six faces of the
cubic meter under the simulated light field. With these six values we calculated DCut tle .
Next, we used the least squares approach to fit the four coefficients of the zeroth- and
first-order SH representation and determined DX i a . The results are shown in Figure 6.2
and Figure 6.3.

Figure 6.2: Simulated diffuseness values as a function of the theoretical diffuseness for four differ-
ent weight distributions within the first order component.

Figure 6.2 shows the normalized DX i a and DCut tle values calculated as a function
of the relative strength w1/w0 for different weights of the first-order components (i.e.,
a1, a2, a3), representing different orientations of the light field while its structure remains
the same. Clearly, the straight line shows that the original DX i a value (before normal-
ized) is exactly the same as w1/w0. DCut tle deviates from w1/w0 with a slope being
dependent on the weights of the first-order components, or the orientation of the light
field.

Figure 6.3 shows the normalized DX i a and DCut tle values as a function of w1/w0

for different relative strengths w2/w0 and weights of the second-order components (i.e.,
b1,b2,b3,b4,b5). Both the calculated DX i a and DCut tle are independent of w2/w0 and of
the weights of the second order components (the three curves in each plot overlap).

6.3.2. Error analysis: Effect of attitude of the cubic illumination meter

In Section 6.3.1, we found that DCut tle depended on the orientation of the light field.
This implies that DCut tle will vary with the cubic illumination meter’s attitude in the
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Figure 6.3: Simulated diffuseness values as a function of the theoretical diffuseness for two rela-
tive strengths of the second order SH component w2/w0 (0.5 or 1). For w2/w0 is 1, two different
weights distributions within the second order components were adopted. The first order compo-
nents were set as a1 = 0, a2 = 1, a3 = 0.

light field. Here we analyze this variation and evaluate whether optimizing the meter’s
attitude can reduce measurement errors.

In order to answer the question above, the model “probe in a sphere" was used. We
chose four different attitudes for the cubic illumination meter; their bird’s eye views are
illustrated in Figure 6.4. In Figure 6.4(a), the cubic illumination meter was positioned
symmetrically with respect to the light source with four faces parallel to the light vector
along the z-axis. As a consequence, these four faces always received the same illumina-
tion (Attitude 1). Figure 6.4 (b) shows Attitude 2, for which we rotated the cubic illumi-
nation meter 20◦ around the x-axis, so that it had two faces parallel to the light vector,
receiving the same illumination. For Attitude 3, illustrated in Figure 6.4(c), we did an ad-
ditional rotation of 15◦ around the y-axis, so that no faces were parallel to the light vector
and all received a different amount of illumination. Finally, for Attitude 4, shown in Fig-
ure 6.4 (d), the cubic illumination meter was firstly rotated 45◦ around the x-axis and
then rotated 35◦ around the y-axis, so that one of the diagonals was parallel to the z-axis.
As a consequence, it had no face parallel to the light vector, but the three faces turned
upwards all received the same illumination, and the other three faces turned downwards
did likewise. We then calculated the illumination falling on the six faces of the cubic il-
lumination meter for the four attitudes and for subtended angles of the spherical light
source ranging from 0◦ to 360◦. For each situation, we fitted the four coefficients of the
SH representation of the light field, and used them to determine DX i a . In Figure 6.5 (a),
we show the simulated and normalized DX i a values together with the theoretical diffuse-
ness values for the different subtended angles. The theoretical diffuseness values were
obtained by fitting the SH representations to the luminance maps of our model instead
of to the simulated cubic illumination meter readings.

When the subtended angle α was bigger than 180◦, all six faces of the cubic meter
were illuminated and the recovered DX i a was exactly the same as the theoretical one.
When α was larger than 90◦ but smaller than 180◦, at least five faces of the cubic meter
were illuminated, and then the recovered DX i a was quite close to the theoretical one.
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(a) Attitude 1 (b) Attitude 2

(c) Attitude 3 (d) Attitude 4

Figure 6.4: The simulated attitudes of the cubic meter in the center of the large spherical light
source, with the light vector along the z-axis: (a) Attitude 1: the cubic meter was symmetrically
positioned with respect to the light source with 4 faces parallel to the z-axis, (b) Attitude 2: rotated
20◦ around the x-axis, (c) Attitude 3: with an additional rotation of 15◦ around the y-axis, and (d)
Attitude 4: firstly rotated 45◦ around the x-axis and then rotated 35◦ around the y-axis.

When α was smaller than 90◦, however, the recovered DX i a was different between the
four attitudes, and only the curve for Attitude 3 was close to the theoretical value. So,
DX i a approached the theoretical values best when the number of illuminated faces was
maximized and diversified and is a logical result of the SH fitting procedure. This effect
implies that DX i a is not robust for extremely collimated light if we put the cubic meter
symmetrically with respect to the light source. In such cases, the normalized DX i a may
generate negative values (see Figure 6.5(a)). This happens because of the least squares
fitting approach of the SH functions. When the light source is rather collimated (sub-
tended angle <90◦), some of the faces of the cubic illumination meter (e.g. the bottom
face) may not be illuminated and set to zero in our fitting approach. However, the first-
order SHs representation of the light field varies rather symmetrically and smoothly over
all directions. Consequently, a small part of the energy will be in the higher order terms
of the SH fit, which is excluded from our analysis (analogous to what happens for a block
wave or called "Ringing" effects in Fourier decompositions). Fortunately, this situation is
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Figure 6.5: (a) Simulated DX i a values and (b) simulated DCut tle values, as a function of the sub-
tended angle α of the spherical light source for four cubic meter attitudes.

quite uncommon in natural scenes because there are always reflections from surround-
ings in real lighting environments.

In Figure 6.5(b), we show the simulated and normalized DCut tle values together with
the theoretical diffuseness. Consistent with the findings in Section 6.3.1, DCut tle varied
with the attitude of the cubic illumination meter, though all curves originate in zero.
Furthermore, the optimization guidelines that apply to DX i a also apply to DCut tle .

6.4. Simulated cubic illumination measurements

In order to investigate the robustness of DX i a and DCut tle in real complicated lighting
environments, we first simulated cubic meter measurements. To do so, we employed six
HDR Panoramic light probe images from Debevec’s High-Resolution Light Probe Image
Gallery [11, 12]. The images used were named “Dining room", “Uffizi Gallery", “Grace
Cathedral", “Doge’s palace", “Sunset" and “Glacier" and their gray-scale tone maps are
shown in Figure B.2.

We assumed a cubic illumination meter right in the center of each scene. Since the
values recovered from this meter may be influenced by the cube orientation, we simu-
lated one hundred attitudes of the meter for each light probe image, by systematically
varying the latitude and longitude of the cube with 20◦ intervals. We then calculated
the illuminance on the six faces of the cubic meter for each attitude in each light probe
image. From these illuminances, the normalized DX i a and DCut tle were calculated and
plotted in Figure 6.7. The boxes with dashed frames in Figure 6.7 indicate the distribu-
tion of normalized DCut tle values, while the boxes with solid frames show the distribu-
tion of normalized DX i a values. The median value of all boxes is consistent with the
value d(L1)/d(L0) that was calculated from the complete SH representation of each light
probe image.

The recovered DCut tle values seem less sensitive to the cubic meter’s orientation than
the recovered DX i a values for the scenes “Dining room" and “Grace Cathedral", while
the opposite is true for the other scenes. In Section 6.3.1, we prove that in theory, the
recovered DX i a reflects d(L1)/d(L0) well, while the recovered DCut tle is expected to vary
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(a) Dining room (b) Uffizi Gallery (c) Grace Cathedral

(d) Doge’s palace (e) Sunset (f) Glacier

Figure 6.6: The grayscale tonemaps for HDR Panorama photographs of six natural scenes (a) Din-
ing room (b) Uffizi Gallery (c) Grace Cathedral (d) Doge’s palace (e) Sunset (f) Glacier

with the orientation of the cubic meter in the light field. However, in Section 6.3.2, we
show that DX i a estimates are expected to vary somewhat in collimated light. In such
light, the faces of the cube away from the collimated light source are not illuminated,
and so, their values are set to zero; this hinders robust SH fitting. The scenes “Dining
room" and “Grace Cathedral" have more small bright, collimated light sources than the
other scenes, and so were expected to yield less robust results for DX i a . Based on these
findings we conclude that the recovered DCut tle value is somewhat better at measuring
light fields with a high contrast, such as in dark interior scenes with small bright windows
or lamps, while the recovered DX i a metric is somewhat more suitable for light fields with
low contrast, such as for open outside environments. However, overall, the DCut tle and
DX i a simulations show only a small spread over the 100 different attitudes of the cubic
meter, which indicates that both of them can well be used to measure the diffuseness for
any random orientation of the cubic meter.

In a former study by Pont and Koenderink [30], observers matched levels of diffuse-
ness on spheres using a visual probe. These results showed that perceived diffuseness
correlated well with physical changes in the stimuli, but the variance was quite large . In
another study by Xia et al. [34], observers were asked to judge whether a probe fitted a
scene in terms of lighting for different settings of diffuseness on probe and scene. These
results showed that the observers could not perceive a mismatch in diffuseness for small
differences between probe and scene (i.e., for differences in scale of light between 24%
and 43%, and between 43% and 59%). The latter values correspond to 0.01, 0.05 and
0.1 in normalized DX i a or DCut tle units, respectively. Thus, the errors in our simulated
measurements are relatively small compared to typical spread in perceived diffuseness.

6.5. Real cubic illumination measurements

In order to systematically vary the diffuseness in a real scene we built a box space of two
walls forming a corner, in which we varied the reflectance of the walls and the primary
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Figure 6.7: Box plot for normalized DCut tle and DX i a values obtained from 100 different simu-
lated attitudes of the cubic illumination meter in six light probe images. The black “∗" indicate the
normalized d(L1)/d(L0) estimated from the full SH representation of each image.

illumination source. The reflectance was changed by putting either white or black pa-
per (i.e., photography background paper rolls, all 2 m wide and room-height) in front of
these walls. The white matte environment was used to generate secondary reflections by
diffuse scattering, and thus showed an increase in light density or ambient illumination,
in comparison to the black environment. We illuminated the corner with a spotlight (i.e.,
collimated light) or by indirect illumination via the ceiling with two large diffuse lamps
(i.e., semi-diffuse light from above). Thus, the two environments and two types of lumi-
naires resulted in four different light fields in total (i.e., LF I: semi-diffuse light plus white
background; LF II: collimated light plus white background; LF III: semi-diffuse light plus
black background; LF IV: collimated light plus black background). The cubic meter was
put in the center of the corner. Table 6.1, showing the resulting measurements, illustrates
that the results were quite similar for the two approaches for all light fields. The diffuse-
ness varied systematically for the light fields; the values for the spotlight were indeed
lower than for the semi-diffuse light from above. Note that the environment reflectance
had a much bigger impact on the light qualities than the luminaires; the diffuseness in-
creased with about 0.6 if the black walls were changed into white ones.

6.6. Visualization of the global structure of a light field

The measurements in the last two sections concerned local measurements of the light
field. However, the light field is also a function of position. If we take into account its
dependency on direction and position we get a five-dimensional function. So how can
we derive and picture the global structure of a light field? Mury et al. [28] managed to
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Table 6.1: The average illumination, light vector in Cartesian coordinates, and normalized dif-
fuseness level at the location of the meter in four different light fields for both Cuttle’s and Xia’s
approach. LF I: semi-diffuse light plus white background; LF II: collimated light plus white back-
ground; LF III: semi-diffuse light plus black background; LF IV: collimated light plus black back-
ground.

Method
Light
Field

Eaver ag e

(lm/m2)
Light vector Normalized

DiffusenessUnit light vector Magnitude

Cuttle

I 240.3 (-0.36, 0.58, 0.73) 113.32 0.88
II 950.7 (0.38, 0.77, 0.51) 669.58 0.82
III 68.5 (0.56, 0.73, 0.38) 199.15 0.27
IV 356.2 (0.68, 0.68, 0.25) 1221.20 0.14

Xia

I 235.9 (-0.36, 0.58, 0.73) 113.30 0.88
II 972.9 (0.38, 0.77, 0.51) 669.49 0.83
III 75.7 (0.56, 0.73, 0.38) 199.12 0.34
IV 391.2 (0.68, 0.68, 0.25) 1221.02 0.22

visualize the structure of a light field globally over an entire space by using light tubes.
The tube’s direction is locally tangential to the light vector (i.e., the direction of net energy
transfer) and its width is locally inversely related to the magnitude of that vector (i.e.,
the larger the net light transport, the smaller the tube). The tubes usually start at light
sources, where they are quite narrow, and they end at light absorbing surfaces, where
they tend to be quite wide.

The light tubes representation actually shows what lighting architects call the “light
flow" [4, 23]. However, Mury et al.’s light tubes did not carry any information about the
diffuseness, which is an essential characteristic of the complete radiant structure of the
light field that has great impact on the appearance of objects inside the room. We suggest
using the colour saturation of the light tubes to visualize the diffuseness and the colour
brightness to visualize the “light density" of the light field. In this manner, all lower order
variables of the global structure of the light distribution in 3D space can be visualized
simultaneously and intuitively.

Figure 6.8 (a) and (b) (based on measurements by Mury et al.) shows, as examples,
side views of the light tubes in a Light Lab visualized using our method. The Light Lab
(i.e., a laboratory space at Philips Research Eindhoven) was a typical empty office room
of 4 by 6 by 3 meters. Figure 6.8 (a) shows the lab illuminated by three diffuse area light
sources (indicated by the yellow squares) mounted in the ceiling along one of the long
walls (hereafter referred to as Light Lab condition A). Figure 6.8 (b) shows the lab illumi-
nated by the same sources but now in a triangular configuration (hereinafter referred to
as Light Lab condition B). Figure 6.9 (a) and (b) illustrate the arrangements of the light
sources in a generic view. Figure 6.8 (c) and (d) are interactive 3D figures showing the
same “light flow" as Figure 6.8 (a) and (b) but allowing interactive manipulation of the
view and dynamic change. Figure 6.8 (e) illustrates the colour coded legend used in Fig-
ure 6.8 (a), (b),(c) and (d). The colour saturation from left to right represents the normal-
ized light diffuseness, i.e., the less saturated the colour is, the more diffuse the local light
field is. We only show normalized diffuseness values from 0.3 to 1, since they actually
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range from 0.35 to 0.86 in the measurements. The brightness of the colour indicates the
“light density"; the brighter the colour, the higher the “light density". The “light density"
was normalized to the range from 0 to 1.

Building on the idea of using “light probes" to visualize light qualities, we also made
a legend showing in Figure 6.8 (f) the appearance of a sphere for the conditions shown
in the legend of Figure 6.8 (e). For these renderings we used a combination of collimated
and diffuse illumination. The altitude ϑ and azimuth ϕ for the point light source were
set at 70◦ and 20◦ respectively, just as an example.

In previous research, a family of flow lines on a plane is used to characterise the il-
luminance field in a lighted room [10, 15]. The direction of flow lines coincides with
the directions of the illuminance vectors and the concentration of the flow lines is di-
rectly proportional to the illuminance vector strength. For light fields that are constant
along one dimension, drawing the flow lines on one plane is sufficient to visualize the
light flow directions. However, this method does not work for most natural light fields
since the three-dimensional structure of natural light fields is often not symmetric and
in many cases quite complicated. For instance, Figure 6.9 (c) to (h) shows the flow lines
on different planes parallel to the x-z plane in Light Lab condition A and Light Lab con-
dition B. The selected planes are illustrated in Figure 6.9 (a) and Figure 6.9 (b). Figure
6.9 (i) shows the legends; the brighter the colour of the flow lines, the higher the “light
density". The normalized light diffuseness is represented by the gray level of the “wash",
i.e., the darker the wash, the more diffuse the local light field is. It is clear that the struc-
ture of flow lines is quite similar on the different planes in Light Lab condition A but not
in Light Lab condition B. Thus, compared to illustrating flow lines on planes, the light
tubes are a more inclusive and intuitive method to visualize the 3D structure of natural
light fields. Moreover, the light tubes also show the variations in the strength of the flow.

6.7. Discussion and conclusions

We introduced a way to simultaneously measure the light density, light vector and dif-
fuseness (variations) of the light field using a cubic illumination meter. Both with our
method and Cuttle’s method using a cubic meter we can measure the magnitude and
direction of the illumination vector quite well but the scalar illumination less accurately.
This result agrees with former results, e.g. Ashdown and Eng [1] state that: “One diffi-
culty with cubic illumination meters is that they are sensitive to orientation in the pres-
ence of strongly directional lighting, with a maximum possible variance of 33 percent for
the scalar illuminance. This is not usually a concern with most office lighting designs, but
it can be important for exhibit and theatre lighting." We applied our method to six light
probe images of natural scenes and four real scenes built in our laboratory, and com-
pared the results to those calculated using Cuttle’s method. This comparison showed
that both methods could measure the diffuseness accurately and robustly in natural
scenes using a cubic illumination meter. We found that care should be taken to maxi-
mize the number of lighted cubic meter faces and ensure the illumination diversity on
six faces.

Finally, we demonstrated a way to simultaneously and intuitively visualize the global
structure of a light field up to its first order properties or spatial variations of the light
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(a) Light Lab condition A (b) Light Lab condition B

(c) Light Lab condition A (d) Light Lab condition B
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(e) Legend
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(f) Light probes

Figure 6.8: (colour printed). A side view of the “light flow" in a room with three diffuse area light
sources mounted in the ceiling (a) along one of the long walls (Light lab condition A) and (b) in a
triangular configuration (Light Lab condition B). The light sources are indicated by yellow squares.
A tube’s direction is locally tangential to the light vector, the tube’s width is inversely proportional
to the magnitude of the light vector, the saturation of tube’s colour indicates the light diffuseness
and the colour brightness is proportional to the light density. Different perspectives of the “light
flow" are shown in (c) and (d) (various perspectives of the “light flow" can be achieved by interact-
ing real-time with the digital versions of the 3D models in (c) and (d) (we used a 3D canvas in the
digital pdf versions of this thesis). The legend is shown in (e): the more saturated the colour is, the
more directed the local light field, and the brighter the colour is, the higher the light density. The
appearance of a white matte sphere for the conditions shown in the legend in (e) is given in (f) (for
a light direction: ϑ= 20◦, ϕ= 70◦).
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(a) Light Lab condition A (b) Light Lab condition B

(c) Light Lab condition A
(y=1.7)

(d) Light Lab condition A
(y=3.0)

(e) Light Lab condition A
(y=4.3)

(f) Light Lab condition B
(y=1.7)

(g) Light Lab condition B
(y=3.0)

(h) Light Lab condition B
(y=4.3)

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Legend for Normalized Diffuseness

0.40.20 0.6 0.8 1.0

Legend for Normalized Light Density

(i) Legends

Figure 6.9: (colour printed). The planes that were selected to show the “flow lines" in (a) Light Lab
condition A and in (b) Light Lab condition B.“Flow lines" on planes parallel to the x-z plane when
(c) y=1.7, (d) y=3.0 and (e) y=4.3 in Light Lab condition A and (f) y=1.7, (g) y=3.0 and (h) y=4.3 in
Light Lab condition B. (i) The legends used: the brighter the colour of the “flow lines", the higher
the light density, and the darker the “wash", the more diffuse the local light field.
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density, vector and diffuseness using light tubes. Furthermore, via a legend we visual-
ized the light effects on the appearance of a spherical “light probe". It might seem a
good idea to directly render such probes within a space to visualize the light field. How-
ever, we think the light tubes approach works better, because judgments of light direc-
tion and diffuseness from the appearance of a white sphere are confounded due to basic
image ambiguities [2, 20]. For example, observers confused more frontal illumination
with higher levels of diffuseness [30]. This was also found in a practical test [24].

Besides using a cubic illumination meter, other methods can be used to measure the
light scalar and vector. One example is a half table-tennis ball photosensor mounted on
a two-axis mechanical stage proposed by Fuller et al [14] (or its modern version using
a light meter app on a smart phone plus a hemispherical diffuse cap). Dale et al. [10]
proposed another simple way to infer the light vector using a grease-spot device. Both
methods are intuitive in providing information about the light vector. In Fuller et al.’s
setup the light vector lies along the direction where the photosensor reaches the max-
imum value. In Dale’s setup the light vector lies in the plane of the grease-spot device
when the difference between grease-spot and its surround paper vanishes because both
sides have the same illumination. In Fuller’s setup, taking another reading by rotating
the tennis ball photosensor by 180◦ to the opposite direction of the light vector, the light
scalar can be calculated as half of the sum of both readings. In Dale’s setup, however,
there is no direct way to get the light scalar. Nevertheless, rotating the mechanical stage
and the grease-spot both need a lot of effort. Apart from the two experimental setups
mentioned above, it is known that the average of the illuminance on the four sides of a
regular tetrahedron is close to the scalar illuminance [32]. However, the light vector can’t
be measured robustly by the illuminance on the tetrahedron faces (we have also verified
this point using our SH approach in Appendix B).

The novel diffuseness metric DX i a is conceptually equivalent with DCut tle but with
different methods to recover their values. Nevertheless, each of these two methods has
its advantages and disadvantages. Cuttle’s method requires simple calculations that can
be done with a pen and a piece of paper. Thus, Cuttle’s method is most suitable for a
quick, local estimation of the diffuseness level in a natural scene. In contrast, our SH
representation based method needs computation software on a computer in order to
fit the SH representation to the data. The SH representation based DX i a , together with
the light flow and light density forms a global, integrated description of the lower order
properties of the light field distribution in a three-dimensional space. This method fits all
parameters being described within one integral description / decomposition, in which
it is clear how the parameters relate and which role they play in the resulting light field.
With the development of lighting modelling and rendering software, the SH method will
have more and more advantages in fast, real-time rendering. Furthermore, in lighting
design, software tends to be used more and more as an assisting tool. HDR environment
maps were already used widely in computer graphics. Currently lighting design software
can also export such maps easily. We suggest to provide the light density, light vector and
DX i a , together with the HDR environmental maps in order to give lighting and graphics
designers a reference of the ambient, direction and diffuseness levels. Moreover, next to
this local description for a single HDR map our method allows to give insights into the
global structure of the light field in three-dimensional spaces. Light distributions in nat-
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ural spaces show spatial variations of the ambient, vector and diffuseness, which can be
captured using simple cubic illumination meter measurements and visualizations of in-
terpolated data, e.g. the light flow representation using light tubes, as we demonstrated.

Mury et al. [26–28] described the light field in terms of the lower order SH approxi-
mation and successfully measured its components in natural scenes. The main contri-
bution of this study is that we extended the work of Mury et al. by adding description,
measurement and visualization methods for the diffuseness characteristic or, in other
words, we re-framed the diffuseness metric of Cuttle in an integral description of the
light field. This approach makes it possible to progress towards the third stage of the
lighting profession as Cuttle described the innovative step lighting science should take
towards dealing with light instead of lamps [6].
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Abstract

This chapter outlines the main contributions of this thesis and answers the research
questions posed in Chapter 1. Limitations and interesting directions for future work
are also discussed in this chapter.
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7.1. Main findings and contributions

This thesis aims to bridge the gap between the second stage and third stage of the light-
ing profession by investigating human perception and metrics of light fields. The study
was set out to answer the following main research questions:

1. Are human beings sensitive to variations of light field properties in real scenes and
in what way can their perception be measured intuitively?

2. How well can human beings infer light field properties and how can we measure
their sensitivity using our real experimental setup?

3. Can observers’ perception of light direction be influenced by scene content and
layout in real scenes?

4. Can we find a mathematical way to describe the light diffuseness based on the
physical light distribution of light fields?

5. Can we describe, measure and visualize the complete first order structure of the
light field in an integral way?

These research questions have been answered in Chapters 2-6, and the main find-
ings and contributions of this thesis are enumerated below in the order of the research
questions:

-1.- We developed a novel experimental setup based on the generic notion of a “gauge
object" to investigate human sensitivity to variations of light field properties in
real scenes (see Chapter 2).

In this setup, a probe and a scene were optically mixed together using a semitrans-
parent mirror, and the probe and the scene were illuminated separately. Experi-
ments conducted using this setup showed that observers were also sensitive to the
lower order properties of the light field (i.e. light density, direction and diffuseness)
for real scenes. Furthermore, the results showed that the use of a rough instead of
smooth probe significantly improved observers’ abilities to detect mismatches in
lighting diffuseness and directions. Thus, “illumination flow" over 3D objects may
enable the judgment of light field properties. The experimental setup proposed and
the results discussed in Chapter 2 answered the first research question.

Practical contributions: The introduction of a light probe in a scene can serve as a
purely visual “yardstick", which allows quantifying what light qualities the observers
perceive. Before I developed this novel experimental setup, this method could only
be used on a computer screen by rendering the appearance of a probe. This setup
can also be used in research into human perception of material, color, and lightness
[3].

Cuttle used a smooth matte Lambertian sphere to examine the light flow (i.e. strength
and transfer directions of the light). Our results showed that a rough sphere (e.g. a
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matte golf ball) is a less ambiguous probe comparing with a smooth sphere to re-
veal the direction and diffuseness properties of the light field. Consequently, we
recommend the rough sphere to lighting professionals to visualize the light flow
and diffuseness (variations) in a space.

-2.- We implemented a method of adjustment to measure observers’ abilities to in-
fer the three basic lighting properties, i.e., light density, light direction and light
diffuseness, independently and simultaneously (see Chapter 3).

Two experiments were performed using the experimental setup proposed in Chap-
ter 2 with one investigating independent estimation and the other simultaneous
estimation of the three basic lighting properties (i.e. light density, direction and
diffuseness). The results of the two experiments were compared and showed that
the observers were well able to do both tasks. Furthermore, it was found that the
simultaneous adjustment method using an optically mixed scene and probe is an
efficient way to measure observers’ sensitivity for light field characteristics in real
scenes. The use of the adjustment method and the results discussed in Chapter 3
answered the second research question.

Practical contributions: The sensitivity of observers to the light density, direction
and diffuseness in real scenes confirms that lighting designers and engineers should
consider these lighting properties in order to achieve good light quality.

This study showed that simultaneous adjustment of light density, direction and dif-
fuseness of light is feasible in lighting design or lighting perception research, in
which the designers/observers can use these properties as “buttons". Meanwhile,
we should also be aware of the perceptual interactions between these lighting prop-
erties, that happen due to basic image ambiguities in the retinal image.

-3.- We presented a first systematic exploration of effects of scene content and layout
on light direction perception in real scenes (see Chapter 4).

Two experiments were performed using the experimental setup proposed in Chap-
ter 2 and the adjustment method tested in Chapter 3. The first experiment was de-
signed to investigate whether scene layout and content influences light direction
perception in real scenes. In the second experiment, we investigated how shape
properties influenced the light direction estimation. The results showed that scene
layout and content indeed influenced light direction perception, and in a system-
atic way. Furthermore, we found that increasing the number of the visible faces of
an object and using globally spherical shapes in the scene both increased the veridi-
cality of the estimation of the light direction on our spherical probe. The results
discussed in Chapter 4 answered the third research question.

Practical contributions: The results indicate that the perception of the flow of
light can be influenced by shapes and their arrangement in space. It confirms that
light, material, shape and space perception should be studied in an integrated man-
ner because they are confounded, a fact that was acknowledged in computer sci-
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ence already a long time ago [4, 10, 13] and recently also in perception research
[1, 5–7, 11].

The conclusions of this research are conceptually important in interior design, com-
puter rendering and scene selection for psychophysical experiments. For instance,
when selecting the scene content for computer renderings or psychophysical ex-
periments, the properties of shape, material and lighting should all be considered
as influential on the “theme" to be expressed.

-4.- We did a theoretical and empirical review of four diffuseness metrics leading to
a newly proposed diffuseness metric Dxi a , which is based on a description of the
physical light field (see Chapter 5).

Four well-known diffuseness metrics were reviewed, being (1) the “scale of light"
(i.e. DF r and sen), (2). the ratio between cylindrical and horizontal illuminance (i.e.
DHewi t t ), (3). the ratio between illumination vector and scalar (i.e. DCut tle ) and (4).
ICE (i.e. DMor g enster n , Illuminance Contrast Energy). The relationships between
these four diffuseness metrics were examined using a model named “probe in a
sphere" and we found that the metrics, except for DFrandsen, gave similar results
in this model. Examining each of these four diffuseness metrics against our cri-
teria proposed for a general purpose diffuseness metric, it was found that DCut tle

fulfilled all criteria. Extending Mury’s work on spherical harmonics (SH) represen-
tations of light fields, we re-framed DCut tle in an integral SH description of the light
field and this metric was named DX i a . The newly proposed DX i a in Chapter 5 an-
swered the fourth research question.

Practical contributions: Examining the relationships between four well-known
diffuseness metrics allows comparing the work on these four diffuseness metrics
in different fields (e.g. lighting design, architecture, computer graphics). In other
words, this work helps the experts in different fields to communicate with each
other about their light diffuseness related work.

The newly proposed diffuseness metric DX i a , together with the light density and
direction, form a global integrated description of the lower order properties of the
light field structure. The SH representation based method makes clear how the pa-
rameters relate and which role they play in the resulting light field or actual light in
a space. This can provide insights for lighting designers and engineers.

-5.- We introduced a way to simultaneously describe, measure and visualize the light
density, light vector and diffuseness (variations) of the light field based on its
spherical harmonics (SH) representation of light field (see Chapter 6).

Based on the work in Chapter 5, we proposed a method to measure the local light
density, light vector and diffuseness of the light field using a cubic meter by recov-
ering the first order SH representation of the light field. This method was tested
using six light probe images and four real scenes and the results were compared
to the results using Cuttle’s method. Furthermore, we demonstrated a way to si-
multaneously and intuitively visualize the global structure of the light distribution
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(which can be interpolated from a matrix of local measurements) using light tubes
and color coding for the light density, light flow and diffuseness variations through
the space. The measurement and visualization method proposed in Chapter 6, to-
gether with Mury’s work, answered the fifth research question.

Practical contributions: The comparison between our method and Cuttle’s method
shows that both methods give measurements of light density, light direction and dif-
fuseness with a robustness similar to human sensitivities for these parameters. We
found that Cuttle’s method is most suitable for a quick, local estimation of the basic
structure of the light field in a natural scene. In contrast, our method needs com-
putation software on a computer to fit the SH representation to the data but it can
easily provide insights in A. how parameters hang together and B. the global struc-
ture of the light field and the spatial and form-giving character of light. Further-
more, our method has advantages in computer assisted lighting design schemes
and computer graphics, because of its mathematical basis. Thus, our work in Chap-
ter 6 can serve as methodological guidance for lighting professionals and experts in
computer science who want to describe, measure and visualize light.

Based on our SH method, it is quite easy to compute the light density, light direction
and diffuseness from cubic light meter measurements or HDR environmental maps.
The HDR maps are used more and more widely in lighting rendering software and
computer graphics. We suggest providing these parameters standardly with these
maps in order to give lighting and graphics designers a reference of the ambient
(light density), focus and diffuseness levels.

7.2. Limitations and future work

We conclude this thesis by reflecting on limitations of our work, and discuss interesting
directions for future work.

First, this study successfully introduced an intuitive way to measure human being’s
sensitivities for basic light field properties in real scenes. However, this research was per-
formed using a viewing box, which is a limited representation of real scenes. First of all,
the content in the viewing box is far more simple than general content in the real word.
Secondly, the viewing box only allows the observers to look at the scene instead of being
part of it. Thermal effects of infrared radiation or intraocular light scattering [12] might
give extra information about lighting properties if the observers are present in the scene.
For instance, when standing on a beach on a sunny day one can be aware of the direction
of the sun without opening one’s eyes either by the heat or the light from eyelid transmit-
tance. Thus observers might be even more sensitive to the low order lighting properties
when they are presented in the scenes than when looking at the scenes. It would be
interesting to investigate observers’ sensitivities for light field properties while they are
present in the scenes. Moreover, developing a method to quantify lighting perception
of observers being in real scenes would be interesting in itself, not just for research pur-
poses but also for its possible applications in lighting design and engineering.

Second, we found that the “illumination flow" over the golf ball compared to the
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smooth sphere served as an additional cue to estimate for the light direction and dif-
fuseness. However, “illumination flow" can be generated via various types of mesorelief.
For instance, Figure 7.1 (a) shows a rough probe with dimples, with shadows and inter-
reflections within each dimple (similar, but with more and deeper dimples, to our golf
ball). In Figure 7.1 (b), the “illumination flow" is generated by small bumps over the
sphere and the light inter-reflects and generates shadows between bumps. Figure 7.1
(c) shows a sphere with a faceted surface, which causes no light inter-reflections over
the surface, but gives distinct brightness contrast steps when compared to the smooth
sphere. It still needs to be investigated which kind of mesorelief can provide informa-
tion about the light field properties in the least ambiguous manner, meaning with the
smallest perceptual interactions for “reading" the different light properties from its ap-
pearance. In lighting design, Cuttle proposed the “effective vector to scalar ratio", which
accounts for the viewing direction in the diffuseness readings from a smooth spherical
probe. It will be interesting to empirically investigate this concept and to investigate the
influence of probe properties on the perceptual interactions of the observed light prop-
erties. This topic is connected to the next issue.

(a) (b) (c)

Figure 7.1: Examples of spherical probes with various types of mesorelief over the surfaces: (a)
with dimples (b) with bumps (c) with facets.

Third, we proposed a diffuseness metric based on a mathematical description of the
physical light field and introduced a way to measure it. However, this study was re-
stricted to physical analysis and measurement. How the measured diffuseness levels
relate to observers’ assessments of diffuseness in natural scenes still needs to be investi-
gated.

Fourth, we demonstrated a way to simultaneously and intuitively visualize the global
structure of the light field using light tubes and color coding for the light density, light
flow and diffuseness variations through a space. If this method can be implemented into
lighting design software, it will give intuitive insights into the global light qualities in the
designed space. It is exciting to witness how one of my colleagues, Tatiana Kartashova,
is now taking this step in collaboration with Maxwell Render company.

Fifth, our descriptions addressed the light up to the mathematical first order of the
SH representation. Mury addressed the physical meaning of its second order component
and called it the squash tensor [8], but we are not aware of research into the perception
of this component (e.g. a light ring or two punctate sources in opposite directions [2]).
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Mury and Pont both addressed the intuition that the perception of the higher order SH
components might be described by a statistical summary [9]. Such a summary might
well correspond to what lighting designers summarize as “play of brilliants". However,
these higher order components need further study into perception as well as ecological
optics. Together with the first order properties they would form a complete framework
to describe the light distribution in a 3D space in a perception-based or human-centered
way. The next steps would be incorporating color and temporal dynamics.
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APPENDIX A-LIGHT DISTRIBUTION

SOLIDS

The concept of light distribution solids has been proposed by L. Weber [7] a long time
ago. Later, both Gershun [4] and Cuttle [2] used this concept to describe the distribu-
tion of light about a point in that space. The concept helps to understand the spatial
and form-giving lighting effects on objects’ appearances and the relationship between
DCut tle and DX i a . We distinguish luminance distribution solids and illuminace distri-
bution solids.

.1. Luminance distribution solid

The luminance distribution solid describes the spatial distribution of the luminance
around a point. A 360-degree panoramic environmental map forms a nice example of
a measurement of the luminance solid. Figure A.1 (a) gives an example of the luminance
solid in point “O" developed from a single point light source “S1" in a dark environ-
ment (the light solid distribution is a three-dimensional concept, but to simplify it we
just show the projections on the x-y plane). The distance from the point “O" is in direct
proportion to the luminance value in that direction. In the case of Figure A.1 (a), the
luminance is zero in all directions except the direction of the point light source “S1".

Usually, it is the luminance solid that is observable. Adelson called the luminance
distribution including its spectral and temporal characteristics, the “plenoptic function"
[1] and described how the human visual system can extract meaningful information
about the outside world from it. If the range of luminance in the field of view is too
high for the visual system to cope with, it causes glare (i.e. discomfort glare and disabil-
ity glare), such as from the headlamps of a car at night. Recent research showed that light
sources outside the field of view can also cause glare if its luminance is extremely high,
which is called overhead glare [5, 8].

.2. Illuminance solid

The luminance solid uniquely determines the form of the illuminance solid. The illumi-
nance solid describes the spatial illuminance distribution about a point and it describes
how the illuminance at a point varies according to the direction of the measuring sur-
face. Figure A.1 (b) shows the illuminance solid in point “O" determined by the lumi-
nance solid in Figure A.1 (a). The distance between the origin of the axes “O" and each
point on the circumference of the circle is proportional to the illuminance measured at
the origin of the axes on a plane normal to that direction. According to the cosine law,
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(a) (b)

Figure A.1: Light distribution solids around point “O" due to a single light source in a dark envi-
ronment: (a) luminance distribution solid and (b) illuminance solid.

the maximum illuminance occurs in the direction of the source and it declines in accor-
dance with the cosine of the angle of incidence.

The illuminance solid is completely specified by the luminance solid. The inverse
problem of finding the luminance solid when the illuminance solid is given has no unique
solution. The appearances of three-dimensional objects are influenced by the lighting
patterns that are generated through optical interactions between those objects and the
distribution of illumination [3]. Three types of object lighting patterns are shading, high-
light and shadow patterns. These patterns are superimposed over objects’ surfaces. The
illuminance solid determines the shading pattern for Lambertian surfaces, while the lu-
minance solid should be also considered for the highlight and shadow patterns. Thus,
if different light fields result in the same illuminance solid they will generate identical
shading patterns on convex Lambertian shapes.

.3. Optical mixing of illuminance solids and the resultant
diffuseness level of the mixed light field

Figure A.2 (a) shows the luminance solids around point “O" due to two point light sources
“S1" and “S2" in a dark environment. Figure A.2 (b) shows the corresponding illumi-
nance solids, which both follow the cosine law. These two illuminance solid distribu-
tions can be superposed, resulting in the dark blue shape in Figure A.2 (c). The super-
position of two illuminance solid vector distributions can be described by its average di-
rection and strength of the light vector, and the cosine distribution or illuminance solid
that would have been generated by a corresponding point light source, namely the light
blue shape in Figure A.2 (d). This resultant vector or light vector indicates the direction
of the “flow of light". Subtracting the vector component from the conjunct illumina-
tion solid in Figure A.2 (c) results in a symmetric shape around the point “O", which is
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called the symmetric component of the illuminance solid distribution and is illustrated
in Figure A.2(e) in red. Its magnitude in any direction is equal to its magnitude in the
opposite direction. This mixing rule also applies for superposing the illumination solids
of multiple light sources. Consequently, the illumination solid at any illuminated point
in a space can be separated into two components: the vector and symmetric compo-
nents. The illumination scalar is equal to the average value of the illuminance solid over
all directions.
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Figure A.2: The light solid distributions around point “O" due to two point light sources “S1" and
“S2" in a dark environment: (a) the luminance distribution solid for source “S1" and “S2", (b) the
illuminance solids for source “S1" and “S2", (c) the dark blue shape illustrates the superposed
illuminance solid distribution due to “S1" and “S2", (d) the light blue circle illustrates the equiva-
lent illuminace distribution of the resultant vector component and (e) the red shape illustrates the
symmetric component of the illumination solid.

In Chapter 5 and Chapter 6, we showed that the luminance distribution solid (i.e.
the HDR panoramic photographs of natural scenes) can be reconstructed by the sum
of its spherical harmonics (SH). The zeroth order component of the SH representation
represents the scalar component of the illumination solid. The first order component
corresponds to the vector component of the illumination solid.

The relationship between the zeroth order component of the SH representation of
the luminance distribution solid and the illumination scalar is:

Escal ar =
1

2
p
π

d(E0) = 1

2
p
π
·π ·d(L0) =

p
π

2
d(L0) (A.1)

Meanwhile, the relationship between the strength of the first order component of
the SH representation of the luminance distribution solid and the magnitude of the light
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vector is:

Evector =
√

3

π
d(E1) =

√
3

π
· 2π

3
d(L1) = 2

√
π

3
d(L1) (A.2)

Similarly, the illuminance solid can also be reconstructed using the sum of its spher-
ical harmonics components. As Figure A.3 shows, the shapes of the SH basis functions
of the first order are asymmetric around their axes, while the other orders are symmet-
ric around the origin. Thus, the zeroth order component together with the higher order
components (higher than first order) determine the shape of the illuminance solid for
the symmetric component. Ramamoorthi et al. [6] has proved that, theoretically, the
appearance of a convex Lambertian surface was largely determined by up to the second
order spherical harmonics approximation of the light field. We usually judge the light
from the appearance of objects. Since appearance of many objects is largely determined
by their diffuse reflectance, we hypothesize that light perception is primarily determined
by a 2nd order SH approach of the light field. The rest (“brilliance") can only be seen via
highlights and shadows through the object’s appearance or directly by human eyes as
“sparks".

Since light can’t be negative, it should be noted that the non-negativity poses a re-
striction on the combinations of SH basis functions both for the luminance solid and
illuminance solid. Thus, it is not possible to produce the luminance solid or illuminance
solid from any arbitrary combination of SH basis functions.

Figure A.3: Plots of real-valued spherical harmonic basis functions. The first row represents the
zeroth order, the second row shows the basis functions of the first order and the third row show
the basis functions of the second order components (The coloured version is shown in Figure 5.6,
where red indicates positive values and blue indicates negative values).

In Chapter 5, we found that Cuttle’s diffuseness metric (i.e. the “strength of the light
flow") measured using the vector/scalar ratio can be re-framed as the ratio between the
strength of the first order and zeroth order components in the SH representation of the
light field. That raises the question of how to calculate the diffuseness level of a super-
position of two illuminance solids? As shown in Figure A.2, any illuminance solid can
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be separated into two components: the vector and symmetric components. Thus, the
resultant diffuseness levels DCut tle (unnormalized) can be calculated using the ratio be-
tween the strength of the resultant vector and scalar, as the following equations show:

Evector
mi xed = (Evector (x)

S1+Evector (x)
S2,Evector (y)

S1+Evector (y)
S2,Evector (z)

S1+Evector (z)
S2)

(A.3)

DCut tle =
∣∣Evector

mi xed
∣∣

Escal ar
S1 +Escal ar

S2
(A.4)

Similarly, if two light fields are represented as spherical harmonics of the luminance
solids, the resultant diffuseness level of the superposed light field (DXia, unnormalized)
can be calculated as:

DX i a =

∣∣∣(−C 1
1

S1 −C 1
1

S2
,−C−1

1
S1 −C−1

1
S2

,C 0
1

S1 +C 0
1

S2
)
∣∣∣

C0
S1 +C0

S2
(A.5)

where C m
l are the coefficients of the basic SH basis functions. Thus, the diffuseness level

of a mixed light field is not a simple summation of the diffuseness levels of its source
light fields, but instead the ratio between the superposed light vectors and summed light
densities.
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APPENDIX B-MEASURING THE

LIGHT FIELD, USING A CUBIC

ILLUMINANCE METER OR A

TETRAHEDRON SHAPED

ILLUMINANCE METER

In Chapter 6 we found that both Cuttle’s and our newly proposed method can recover
the light density, light vector and diffuseness based on measurements with a cubic me-
ter. The theory behind Cuttle’s method estimates the illumination solid and the theory
behind our method fits the first order approximation of the SH representation of the lu-
minance distribution. Besides using the cubic meter, it is known that the average of the
illuminance on the four sides of a regular tetrahedron is close to the scalar illuminance
[2]. Furthermore, the first four coefficients of the first order SH representation can be
fitted approximately based on the four measurements on a tetrahedron. Thus, one can
wonder whether a regular tetrahedron shaped illuminance meter covers enough direc-
tions to measure the first order SH properties of the light field? In order to answer this
question, we systematically investigated the robustness of our metrics using a cubic me-
ter and a tetrahedron meter in recovering the light density, direction and diffuseness.
The bases of the cubic and the tetrahedron illuminance meters are shown in Figure B.1.

(a)
(b)

Figure B.1: A cube and a regular tetrahedron. The cubic illumination meter can be built by at-
taching an illuminance meter on each of the six faces of the cube and the tetrahedron illuminance
meter can be built by attaching illuminance meter on each of its four faces.
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shaped illuminance meter

In order to simulate measurements in real complicated lighting environments, again,
the six HDR Panoramic photographs of the natural scenes in Chapter 6 were used (see
Figure B.2). The cubic and the tetrahedron meter were assumed to be right in the center
of each scene and we simulated 100 postures for each meter by systematically varying
the latitude and longitude of the meter with 20◦ intervals. The illuminance values were
calculated for each of the faces of the cubic and tetrahedron meter faces for each posture
in each light probe image. In terms of the cubic meter measurements, we recovered the
light density, direction and diffuseness based on the illuminance of the six faces using
both Cuttle’s method and our SH based method as introduced in Chapter 5. As for the
tetrahedron meter, the low order properties of light field were also recovered in two ways.
In one way, we calculated the scalar component by averaging the illuminance of the four
faces and the vector component by projecting the four measurements in a Cartesian
coordinate system and then extracting the direction information. In the other way, we
fitted the first order SH representation of the light field using the four illuminance values.
A detailed comparison of the results of these four methods is given below.

(a) Dining room (b) Uffizi Gallery (c) Grace Cathedral

(d) Doge’s palace (e) Sunset (f) Glacier

Figure B.2: The grayscale tonemaps for HDR Panorama photographs of six natural scenes (a) Din-
ing room (b) Uffizi Gallery (c) Grace Cathedral (d) Doge’s palace (e) Sunset (f) Glacier (available
from:http://gl.ict.usc.edu/Data/HighResProbes/)

Figure B.3 shows the box plot for the recovered light density obtained from 100 differ-
ent simulated postures of the cubic meter and the tetrahedron meter. A and B represent
the light density estimates based on the cubic meter measurements, with A using Cut-
tle’s method (i.e., illuminance scalar component) and B using our SH based method (i.e.p
π/2 times of the zeroth order component of the SH representation of the light field

as shown in Equation A.1). C and D represent the light density estimates based on the
tetrahedron meter measurements, with C using the average of the four illuminance val-
ues and D using the SH fitting method. In Figure B.4, we show histograms of the signed
light density differences between the meter estimates and the estimate from the full SH
representation of each probe image.

In general, for the cubic meter, the SH based method is less sensitive to the meter’s
posture than Cuttle’s method expect for the “Dining room" and “Grace Gathedral" maps.
Surprisingly, for the tetrahedron meter, the performance of the two methods is similar,

http://gl.ict.usc.edu/Data/HighResProbes/
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and they both are a little more robust than the methods using the cubic illumination
meter. Nevertheless, the recovered light densities are all quite close to the theoretical
ones.
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Figure B.3: Box plot for the recovered light density obtained from 100 different simulated postures
of the cubic and the tetrahedron illuminance meters in six light probe images. The horizontal red
lines indicate the light density estimated from the full SH representation of each image.

.1. Measurement of the light vector

Figure B.5 shows the box plot for the estimated light vector strength and Figure B.6 re-
veals the estimated directions of the light vectors. Based on the measurements using
the cubic illumination meter, both Cuttle’s and our SH methods estimate the light vec-
tor strength and light vector directions precisely and the results are independent of the
posture of the cubic meter. However, the results based on the measurements with the
tetrahedron meter show big variances in the estimated light vector strength and direc-
tion. The results indicate that, although the tetrahedron meter allows measuring the
illumination scalar quite well, it cannot be used to estimate the light vector robustly.

.2. Measurement of the light diffuseness

Since the cubic meter allows measuring the light vector accurately but not so the illumi-
nation scalar, the variance in the estimates of the light diffuseness are primarily deter-
mined by the error in the scalar component. The tetrahedron meter allows measuring
the scalar component more robustly than the cubic meter and thus a combination of a
cubic meter to measure the light vector and a tetrahedron meter to measure the light
density is expected to optimize the diffuseness estimates. In Figure B.7 we plot this op-
timized estimate besides DCut tle and DX i a (“0" represents fully collimated light and “1"
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(a)

(b)

(c)

(d)

Figure B.4: Histograms of the signed difference in light density between the meter estimates and
the estimate from the full SH representation of each image when using (a) a cubic meter with
Cuttle’s method, (b) a cubic meter with Xia’s method, (c) a tetrahedron meter by averaging the
illuminance on the four faces and (d) a tetrahedron meter using the SH fitting method.
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Figure B.5: Box plot for the recovered light vector strength obtained from 100 different simulated
postures of the cubic and the tetrahedron illuminatnce meters in six light probe images. The hori-
zontal red lines indicate the light vector strength estimates from the full SH representation of each
image.

represents fully diffuse light). As expected, the results show that the ratio between the
vector strength estimated with the cubic meter and the scalar measured with the tetra-
hedron meter is somewhat less sensitive to the posture of the illumination meters. Over-
all, the spread over the 100 different postures is small and the results indicate that all
methods can well be used to measure the diffuseness.

.3. Measurement of the global light field structure using a
smartphone

Concluding, we did a systematical investigation into the performance of a cubic meter
and a tetrahedron meter in measuring the local light density, direction and diffuseness.
Besides the local description of light field, the light distribution in natural spaces shows
spatial variations of the ambient, vector and diffuseness (i.e., the so-called global struc-
ture of the light field). This kind of variation can be captured using simple cubic mea-
surements and interpolation of these measurements over the space.

Nowadays, smart phones can function as light meters either by using their built-in
cameras plus a diffusing dome such as the Luxi (fits over the phone’s camera) or by us-
ing a plug-in device (e.g. Lumu, a built-in sensor and diffusion dome that plugs in the
headphones jack and measures the light level directly) [1]. With the help of the phone’s
position and orientation sensors, a smart phone based cubic meter or tetrahedron meter
can be easily built. The global structure of the light field can then be obtained by measur-
ing the cubic illumination at several points of the space and visualizing the interpolated
data. We believe that the development of such an app for smart phones could serve as
a tool to provide insights into the spatial and form-giving character of light in 3D space
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Cubic meter (Cuttle’s  method: vector component)

Polar angle

(a)

Cubic meter (Xia’s method: SH1)

Polar angle

(b)

Tetrahedron meter (Projected vector)

Polar angle

(c)

Tetrahedron meter (SH1)

Polar angle

(d)

Figure B.6: Polar plots for the recovered light direction obtained from 100 simulated postures of
the cubic and the tetrahedron illuminance meters in six light probe images, when using (a) a cu-
bic meter and Cuttle’s method, (b) a cubic meter and Xia’s method, (c) a tetrahedron meter and
projection method and (d) a tetrahedron meter and the SH fitting method.
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Figure B.7: Box plot for the normalized light diffuseness obtained from 100 different simulated
postures of the cubic and the tetrahedron illumination meters in six light probe images. The hori-
zontal red lines indicate the normalized light diffuseness estimated from the full SH representation
of the images.

for people who are interested in lighting.
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APPENDIX C-MATERIALS FOR

MAKING A CUBIC ILLUMINANCE

METER

.1. Materials

We designed a cubic illumination meter, which can be easily built with commercially
available components. The basis of the cubic meter was assembled using laser-cut MDF
boards of 6 mm thickness. Figure C.1 illustrates the blue print of the laser-cut MDF board
for making a cube of 10cm ×10cm ×10cm. It consists of 2 layers, an outer and an inner
cube. Six small illuminance meters (T-10MA from KONICA MINOLTA) were installed
inside the 6 holes that were cut in the outer cube and the inner cube provided flat ground
surfaces for the meters. A spirit level can be fixed to the horizontally cut top of the cubic
meter to level it. A metal bar can be fit through the inner cube from the bottom to the
top, to stabilize the cubic meter. The stick can then be fixed on a tripod. Finally, the
outer cube was covered with light absorbing black-out material (black flocked paper,
from Edmund Optics) to avoid scattering from the surfaces of the cubic meter.

A1

B1

C1

D1

E1

F1

G1

H1

A2 D2

B2 E2

C2 F2

G2

H2

External layers Inner layers

Figure C.1: The blueprint for laser-cutting the 6mm MDF board for making the cubic basis of the
cubic illumination meter.
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Figure C.2: The scheme for assembling the cubic basis of the cubic illumination meter from the
parts in Figure C.1. Here we labeled the parts with just the letters denoting the parts. They all
consist of two layers, the parts numbered 2 on the inside and the parts numbered 1 on the outside.
The assembled meter can be seen in Figure 5.1.

.2. Assembly

After the 16 forms in Figure C.1 were cut out, G1 and G2 were glued together as G, and
so were H1 and H2 glued together as H. Note that all parts numbered 1 concern parts of
the outer cube and all parts numbered 2 the inner cube. We cut the angles of the three
edges of G and H to 35.26◦ (ar ct an(

p
2/2)) to let them fit the top and bottom side of the

assembled cube, as Figure C.2 shows. The inner and outer cubes were not glued together,
because they were stable when assembled.
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