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ABSTRACT

double-stage delay-multiply-and-sum (DS-DMAS) is one of the algorithms proposed for photoacoustic image
reconstruction where a linear-array transducer is used to detect signals. This algorithm provides a higher contrast
image in comparison with the conventional delay-multiply-and-sum (DMAS) and delay-and-sum (DAS), but it
imposes a high computational complexity. In this paper, open accelerators (OpenACC) GPU computation
parallel approach is used to lessen the computational time and address the high computational time of the DS-
DMAS for photoacoustic image reconstruction process. Compared with sequential execution of the DS-DMAS
on CPU, a speed-up of approximately 74× is achieved (for an image having 1024 × 1024 pixels). The proposed
approach provides possibility to have an accurate reconstructed photoacoustic image with a reasonable frame
rate. In addition, the higher the number of the image pixels, the higher speed-up is achieved. Using the suggested
GPU implementation, it is feasible to reconstruct photoacoustic images having a size of 128 × 128, and 256 ×
256 with a frame rate of 3 and 2, respectively.

Keywords: Graphics Processing Unit (GPU), Central Processing Unit (CPU), OpenACC (Open accelerators),
Photoacoustic imaging, beamforming, Parallel computing, double-stage delay-multiply-and-sum (DS-DMAS),
eigenspace-based minimum variance, linear-array imaging.

1. INTRODUCTION

Photoacoustic imaging (PAI) is a promising biomedical imaging modality which provides structural, molecular
and functional information.1,2 In this imaging modality, the tissue is irradiated by a laser pulse. Further-
more, photoacoustic waves are produced based on the thermoelastic expansion effects. In final stage, wide-band
ultrasound transducers detect the radiated and propagated photoacoustic waves.3,4 In comparison with the
ultrasound imaging, PAI leads to a higher contrast because the contrast agents in PAI come from differences
in optical absorption of the tissue, not differences in physical impedance. Additionally, PAI causes a better
resolution in comparison with the optical imaging whereas the ultrasonic waves are scattered 10−3 times slower
than the optical waves.5

PAI has multiple applications including tumor detection,6 cancer detection and staging,7 ocular imaging,8
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molecular imaging,9 functional imaging,10,11 oncology,12 ophthalmology13 and cardiology.14

There are two kinds of PAI system; photoacoustic microscopy and photoacoustic tomography (PAT).15 The
main concentration of this paper is on the photoacoustic tomography. Ultrasound transducers in various types
(circular, linear and arc) are being used to detect the photoacoustic waves. At the end, by mathematics, optical
absorption map of the tissue is achieved.16–18 Circular detection of the photoacoustic waves is hard to interpret
into clinical applications.19 To this end, linear-array ultrasound transducers are being utilized.20 In linear-array
PAT, image formation is one of the challenges. This is mainly because only a limited number of angles (about
40◦) are available for signal detection, which leads to a low quality image (in comparison with the circular
scenario). To address this issue, improved image formation algorithms should be utilized.21–26

Delay and sum (DAS) is mainly used for linear-array image formation scenario. However, it provides a
low quality image because of its blindness. Actually, DAS is a popular algorithm due to its simple and easy
implementation. Delay-multiply and sum (DMAS) was utilized to enhance the photoacoustic or ultrasound
image quality, in comparison with DAS.27,28

As seen in the previous publications, researchers have enhanced image quality along with a higher processing
complexity. Actually, the higher complexity of algorithms will reduce the temporal resolution and prevents real-
time imaging.

Graphics Processing Unit (GPU) hardware along with the central processing unit (CPU) are being utilized
to solve this problem. In comparison with the past, because of the hardware technology advantages, parallel
processing power, and powerful parallelism directives,29–31 GPU has been largely utilized in PAI systems.32–39

Recently, we have proposed double-stage delay-multiply-and-sum (DS-DMAS) leading to a higher contrast in
comparison with DMAS.22,23 We have also applied this algorithm for a LED-based PAI system.40 In this paper,
since the higher performance and efficiency of the DS-DMAS algorithm for linear-array PAT has been validated
before, we enhance the temporal resolution of this algorithm by GPU implementation. It is shown that efficient
GPU implementation of the DS-DMAS along with CPU decreases the execution time of DS-DMAS dramatically.

2. BACKGROUND

At first, DAS is introduced for photoacoustic image reconstruction. Later, DMAS is suggested to address the
low performance of the DAS. The DMAS uses a correlation process to enhance the SNR which leads to higher
image quality. However, the DMAS performance is reduced at the presence of high level of imaging noise. To
solve this problem, DS-DMAS algorithm was recently introduced.22,23

2.1 GPU Implementation

In 2011, the open accelerators (OpenACC) programming model was introduced by NVIDIA company which
allows programmers to accelerate the programs with no need to manipulate data communications between the
host (CPU) and device (GPU). This level of programming is actually an open-directives routine that simplifies
parallel programming. The OpenACC makes the GPU programming more straight and portable compared to a
low-level model, like CUDA. In this paper, double precision OpenACC is used for implementing the DS-DMAS
on GPU. The hardware used to implement and run the DS-DMAS are the Intel core-i7 4790 CPU containing
four physical cores and eight logical cores, NVIDIA GTX 760 with 1152 CUDA cores, and GPU NVIDIA GTX
1070 having 1920 CUDA cores. To make the comparison of processing time fair, the utilized CPU and GPU are
opted at the nearly similar price range.

2.1.1 OpenACC Implementation

The OpenACC programming model, suggested by NVIDIA, CAPS, Cray, and Portland Group, is a user-driven
directive-based general parallel programming model designed for scientists and engineers. In OpenACC, the
programmer is able to insert library routines and compiler directives to Fortran, C, or C++ source code to
assign the area in the code that should be accelerated in parallel on GPU. In fact, the programmer is not
preoccupied with parallelism details leaving these routines to the compiler. This programming model efficiently
and intelligently launches the kernels on GPU.41

In the OpenACC execution, each GPU thread computes the brightness value of an exact pixel assigned by
the programmer. In GPU, threads are arranged in a three-level hierarchy. Each block contains threads, and the
thread blocks are grouped into grids. The OpenACC performance model has three stages: 1) Gang (Thread
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Figure 1: OpenACC implementation flow chart of the DS-DMAS.
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Figure 2: OpenACC speed-up for various number of image pixels.

Table 1: Performance comparison of the optimized OpenACC DS-DMAS implementation. The size of image is
1024×1024.

Implementation processing Time(s) Speed-up
CPU MATLAB 665.53 1

CPU FORTRAN serial 570.8 1.166
Optimized OpenACC NVIDIA 760 GPU 18 36.97
Optimized OpenACC NVIDIA 1070 GPU 9 73.95

block), 2)Worker (Warp), and, 3)Vector (Threads in a Warp). The gangs, vectors, and workers can automatically
be configured by OpenACC compiler directives in an optimum approach, with least data transfers between CPU
and GPU hardware. The code annotated with OpenACC routines can result in a considerable speed-up in
execution time compared to the serial code on CPU.

As shown in Fig .1, the OpenACC implementation of the DS-DMAS algorithm includes the following five
steps:

• Allocating memory on GPU (OpenACC compiler doing that job automatically).

• Transferring the needed data from CPU to GPU, for just one time using OpenACC Data Clause.

• Launching GPU Kernels for execution (OpenACC compiler efficiently and intelligently launches the kernels
and parallels the code on GPU).

• Transferring result (final reconstructed image by DS-DMAS algorithm) from GPU to CPU with using
OpenACC Data Clause.

2.1.2 Speed-up evaluation

As given in Table 1, the speed-up for a photoacoustic image having 1024×1024 pixels is assessed for optimized
OpenACC on the NVIDIA GTX 760 GPU and NVIDIA GTX 1070 GPU. It is worth to mention that the efficient
MATLAB code is utilized for comparison. Actually, the memory access is optimized using matrix operations
instead of using nested loops. The attained speed-up by executing optimized OpenACC fortran code is almost
73.95 times compared to the optimized and efficient MATLAB code, without losing accuracy. Fig .2 shows the
OpenACC speed-up versus various number of image pixels. As seen, the assessed speed-up ratio is increased

Proc. of SPIE Vol. 10878  108785C-4
Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 31 Jul 2020
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



Figure 3: Reconstructed photoacoustic images using (a) DAS, (b) DMAS and (c) DS-DMAS. All the images are
shown with a dynamic range of 60 dB.

by increasing the number of the image pixels while the precision of the algorithm is preserved. The relative
error for computed pixels value in double precision OpenACC programming model compared with the sequential
implementation on CPU is in the order of 10−13.

2.2 DS-DMAS evaluation

DS-DMAS algorithm provides higher performance has been widely assessed in previous publications.22,23 We
have presented the output images after processing to briefly review the improvement achieved by the DS-DMAS.
Also, it is noteworthy that the reconstruction process is executed on GPU and CPU. However, the major
computation part of the reconstruction image is executed on the GPU. The output images after processing are
shown in Fig. 3. DAS algorithm generates images with high sidelobe level. Furthermore, the background noise
affects the output image. As seen in Fig. 3(a) and Fig. 3(b), DMAS provides a higher noise suppression and
enhances the image quality, in comparison with the DAS. As shown in Fig. 3(c), DS-DMAS performs better than
other algorithms in terms of sidelobes reduction and noise suppression. Quantitatively, The DS-DMAS leads to
about 39 dB and 20 dB sidelobes reduction, in comparison with DAS and DMAS algorithms, respectively.

3. CONCLUSION

In this paper, the DS-DMAS is implemented in parallel on GPU. This algorithm was used for photoacoustic
image reconstruction. The OpenACC code was optimized in three levels. At the final stage, it was shown that
the OpenACC implementation on GPU has gained a speed-up of nearly 74×, compared to the sequential imple-
mentation on CPU, for an image containing 1024×1024 pixels. Moreover, it was shown that with increasing the
number of pixels of the photoacoustic image, a higher speed-up is achieved. The proposed GPU implementation
provides the possibility to have photoacoustic images reconstructed in a size of 128 × 128, and 256 × 256 with
a frame rate of 3 and 2, respectively.
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