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EXACT FORMULAS FOR TWO INTERACTING PARTICLES AND
APPLICATIONS IN PARTICLE SYSTEMS WITH DUALITY

BY G101A CARINCI:", CRISTIAN GIARDINAZ AND FRANK REDIG!T

1 Department of Applied Mathematics, Technische Universiteit Delft, “G.Carinci@ tudelft.nl; t foh.j.redig@tudelft.nl

2Deparl‘ment of Physics, Informatics and Mathematics, University of Modena and Reggio Emilia, cristian.giardina@unimore.it

We consider two particles performing continuous-time nearest neighbor
random walk on Z and interacting with each other when they are at neighbor-
ing positions. The interaction is either repulsive (partial exclusion process) or
attractive (inclusion process). We provide an exact formula for the Laplace—
Fourier transform of the transition probabilities of the two-particle dynam-
ics. From this we derive a general scaling limit result, which shows that the
possible scaling limits are coalescing Brownian motions, reflected Brownian
motions and sticky Brownian motions.

In particle systems with duality, the solution of the dynamics of two dual
particles provides relevant information. We apply the exact formula to the the
symmetric inclusion process, that is self-dual, in the condensation regime. We
thus obtain two results. First, by computing the time-dependent covariance of
the particle occupation number at two lattice sites we characterise the time-
dependent coarsening in infinite volume when the process is started from a
homogeneous product measure. Second, we identify the limiting variance of
the density field in the diffusive scaling limit, relating it to the local time of
sticky Brownian motion.

1. Introduction. In interacting particle systems, duality is a powerful tool which enables
to study time-dependent correlation functions of order n with the help of n dual particles.
Examples include the exclusion processes [12, 27] and the inclusion processes [14], related
diffusion processes such as the Brownian Energy process [13], and stochastic energy ex-
change processes, such as Kipnis—Marchioro—Presutti model [25].

For systems defined on the infinite lattice Z¢, these dual particles typically spread out and
behave on large scale as independent Brownian motions. This fact is usually enough to prove
the hydrodynamic limit in the sense of propagation of local equilibrium [12]: under a diffu-
sive scaling limit the macroscopic density profile evolves according to the heat equation. To
study the fluctuations of the density field one needs to understand two dual particles. Like-
wise, solving the dynamics of a finite number n of dual particles one gets control on the nth
moment of the density field. While the dynamics of one dual particle is usually easy to deal
with (being typically a continuous-time random walk), the dynamics of n dual particles is
usually a hard problem (due to the interaction of the dual walkers) that can be solved only in
special systems, that is, stochastic integrable systems [7, 8, 28, 32-34]. In such systems the
equations for the time-dependent correlation functions essentially decouple and the transition
probability of a finite number of dual particles can be solved using methods related to quan-
tum integrability, for example, Bethe ansatz,Yang Baxter equation, and factorized S-matrix.
For instance, by studying the two-particle problem for the asymmetric simple exclusion pro-
cess, it was proved in [31] that the probability distribution of the particle density of only two
particles spreads in time diffusively, but with a diffusion coefficient that is notably different
from the noninteracting case.
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In this paper we prove that in dimension d = 1 and for nearest neighbor jumps with trans-
lation invariant rates, a generic system of two (dual) particles turns out to be exactly solvable,
that is, one can obtain a closed-form formula for the Laplace—Fourier transform of the tran-
sition probabilities in the coordinates of the center of mass and the distance between the
particles. The derivation of this formula, and its applications through duality, is the main
message of this paper.

The exact formula for the two-particle process will be stated in Theorem 2.5. This is proved
for the case where particles have symmetric interactions but can be easily extended to the
asymmetric case provided that the asymmetry is “naive”, meaning that it is obtained from the
symmetric system by multiplying the rates of jumps to the right by a parameter p and the
rates of jumps to the left by a parameter g, with p # q.

From Theorem 2.5 we obtain a general scaling limit result (Theorem 2.8), which shows
that the possible scaling limits of two interacting random walkers are coalescing Brownian
motions (“absorbed regime”), reflecting Brownian motions (“reflected regime”) and sticky
Brownian motions [22, 26] (attracting each other via their local intersection time) which
interpolate between the absorbed and reflected regime, and where the particles spend some
positive proportion of time at the same place.

Next, we consider applications of Theorem 2.5 to systems with duality. We focus, in par-
ticular, on the inclusion process [14]. Due to the attractive interaction between particles this
model has a condensation regime [5, 18]. As a consequence of Theorem 2.8, the scaling limit
of the two-particle dynamics yields sticky Brownian motions. Furthermore, by using duality,
we study the scaling behavior of the variance and covariance of the number of particles in the
condensation regime (Theorem 2.13). This provides better understanding of the coarsening
process (building up of large piles of particles) when starting from a homogeneous initial
product measure in infinite volume. Last, we study in Theorem 2.15 the time-dependent vari-
ance of the density fluctuation field of the inclusion process in the condensation regime.

Condensation phenomena in particle systems have been studied extensively; see for ex-
ample, [20] for one of the first papers on the subject. For inclusion process, condensation in
the stationary distribution was studied in [18], and dynamics of condensates in finite volume
have been studied in [5, 19].

To our knowledge our paper provides the first result on coarsening in infinite volume, start-
ing from a translation invariant initial distribution. We believe that the scaling behavior of the
fluctuation field and its relation with sticky Brownian motion has some degree of universality,
in this setting of coarsening from a translation invariant initial measure. More precisely, we
believe that as long as “inclusion-like” interaction is responsible for the condensation, the
scaling limit will be related to sticky Brownian motion. For other processes where conden-
sation phenomena occur and long-time results for the dynamics of condensates have been
obtained (in finite volume) [2—4, 15] other scaling limits might appear.

2. Model definitions and results.

2.1. The setting. We start by defining a system of particles moving on Z and interacting
when they are nearest neighbor with jump rates that are bilinear functions of the occupation
numbers of departing and arrival sites. The system is modeled by a continuos-time Markov
chain and thus is defined by assigning the process generator.

DEFINITION 2.1 (Generator). Let {n(¢) : t > 0} be a particle system on the integer lattice,
where 71, (t) € S € N denotes the number of particles at site x € Z at time ¢. The particles
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evolve according to the formal generator:

(21 =3 3 e+ OncsD[£ (0" H) = £ ()]
(1) €z

+ et L+ 00 [ £ () = F]),

for some 0 > —1, o > 0.

In the above, Y is the configuration that is obtained from 1 € S by removing a particle
at site x and adding it at site y, that is,

ne—1 ifz=x,
=gy 1 ifz=y,

1y otherwise.

Here o > 0 is the total rate for a single particle to jump if both left and right neighboring
sites are empty, and 6 is a parameter tuning the strength of the interaction between the two
particles. Depending on the sign of 6 the interaction has a repulsive or attractive nature.
For 6 < 0 it corresponds to the (generalized) exclusion process. In this case the number of
particles at site i, has a maximum, that is, S is a finite set (as in the partial exclusion processes
[28]). For 6 > 0 it corresponds to the inclusion process [14] and for 6 = 0 to independent
random walkers. In these cases any natural number is allowed and then S = N.

2.2. Duality. Despite their deeply different natures (they are also defined in different
state spaces) these processes share a self-duality property that make them amenable of a
detailed investigation. Our final goal is the study of the two points correlation functions of
the occupation numbers. This will be achieved by means of a self duality relation linking the
two-points correlation functions with the two-particles dynamics.

DEFINITION 2.2 (Self-duality). Let {n(¢) : t > 0} be a process of type introduced in
Definition 2.1. We say that the process is self-dual with self-duality function D : §% x S —
R if for all # > 0 and for all 5, & € SZ we have the self-duality relation

2) E,[D(&, n())] =Ee[D(E @), n)],

where {£(¢) : t > 0} is an independent copy of the process with generator (1). In the above
£, on the Lh.s. denotes expectation in the original process initialized from the configuration
n and E¢ on the r.h.s. denotes expectation in the copy process initialized from the configura-
tion £. We shall call D a factorized self-duality function when

3) D, n) =[] d&. o).

xX€Z

The function d (-, -) is then called the single-site self-duality function.

2.2.1. The symmetric inclusion process. The symmetric inclusion process with parame-
ter k > 0, denoted SIP(k), is the process with generator [14]

4) Lsipy f () =D (e (k + 0x41) Vi xt1 + a1 (k4 00) Vagr,x) £ (),

x€Z

where Vy ¢ f(n) = f(n* 4y — f (). This amounts to choose the parameters in (1) as follows

(5) 0 ! d 2 2k
= — an o =—= .
k 0
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Conversely, the process with generator (1) corresponds to a time rescaling of the SIP process,
that is,

©) 0 =" (50),

The SIP(k) is self dual with single-site self-duality function:

n!I" (k)
(n—m)!T'(k+m)

7 dsip(ky(m, n) = Lin<ny-

This self-duality property with self-duality function (7) continues to hold when 6 = % for all
other values of o > 0.

2.2.2. The symmetric partial exclusion process. We recall the definition of the symmet-
ric partial exclusion process with parameter j € N, SEP(j) [30]. Notice that j, that is the
maximum number of particles allowed for each site, has to be a natural number. For j =1
the process is the standard symmetric exclusion process. The generator is

(8) LSEP(j)f(n) = Z(nx(] - nx-i—l)vx,x-i—l +0x+1(J — nx)vx-i—l,x)f(n),
X€ZL

that is, comparing with the process (1) we have
(9) 0=——,, C(=——=2j.

The symmetric partial exclusion process SEP(j) is self-dual with single-site self-duality
function:

n
(10) dsgp(j)(m,n) = @hmgn}.

()
As before, this self-duality property with self-duality function (10) continues to hold when
6 = —1/j for all other values of o > 0.

2.2.3. Independent symmetric random walk. The last example is provided by a system
of independent random walkers (IRW). In this case the generator is

(11) Lirw f () =Y (e Vext1 + M1 Vs 1.0 £ (1),

x€Z

which implies, comparing with the process (1), that
(12) a=2, 0 =0.

In this process we have self-duality with single-site self-duality function:

n!
(13) dirw(m,n) = ml{mfn}-
As before, this self-duality property with self-duality function (13) continues to hold when
0 =0 for all other values of o > 0.
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2.3. Distance and center of mass coordinates. Thanks to duality, it is possible to write
the time-dependent correlation functions of degree two in terms of the two-particles transition
probabilities. For this reason, the main goal in the first part of this paper is to achieve a full
control of the dynamics of the two-particle process. To this aim it will be convenient to move
to new coordinates. Consider the process {n(¢) : t > 0} with generator (1) initialized with
two particles and denote by (x1(¢), x2(¢)) the particle positions at time ¢, with an arbitrary
labeling of the particles, but fixed once for all. Define the distance and sum coordinates by

w(t) := |x2(r) — x1 (1)

u(t) == x1(t) + x2(1).

’

(14)

By definition, the distance and sum coordinates are not depending on the chosen labeling of
particles. As a consequence of the fact that the size of the particle jumps is one, both the
difference and the sum coordinates change by one unit at every particle jump. Therefore they
both perform continuous-time simple random walks. A straightforward computation starting
from (1) shows that the distance process {w(¢) : ¢t > 0}, that is valued in N U {0}, evolves
according to the generator

2a(f(w+ 1) — f(w)) if w=0,
(15) [L9 flw) = a(fw+1) = fFw) +a@+D(fw—1)— fw)) ifw=]1,
a(fw+1)—2f(w) + f(w—1)) ifw > 2.

We thus see that the distance between the particles evolves in an autonomous way as a
symmetric random walk on the integers, reflected at 0 and with a defect in 1.

As for the sum coordinate {u(¢) : ¢t > 0}, this is a process that is valued in Z. The sum
and difference jump at the same random times and, at such jump times, the sum process
independently moves to right or left with probability 1/2. This implies that, if we call N (¢) the
number of jumps made by the difference process {w(s), s > 0} up to time ¢, the distribution
of u(t) is that of a discrete-time symmetric random walk on Z after N (¢) steps.

The possibility to decouple the distance process from the sum coordinate is the key ingre-
dient that we will use to find the exact solution of the two-particle dynamics. Such solution
will be expressed by considering the Fourier—Laplace transform of the transition probability:

(16) P((u,w), (W, w) =Pu@) =u', w) =wu0) =u, w0) =w),

where P denotes the law of the two-particle process. As it can be seen from the generator
(15) and the considerations above, these transition probabilities are translation invariant only
in the sum coordinate, that is, P;((u, w), (u’, w’)) = P;((0, w), (u' — u, w’)), and therefore it
is natural that we take Fourier transform w.r.t. the sum coordinate. Furthermore it will also
be convenient to take Laplace transform w.r.t. time.

DEFINITION 2.3 (Fourier-Laplace transform of the transition probability). Let the pa-
rameter « in (1) be equal to 1 and let P;((u, w), (u’, w’)) be the transition probability in (16).
We define the Laplace transform of the transition probability

(17) GO ((u, w), ', w'); 1) := fooe—MP,((u, w), W', w'))dt, rA>0
0

and its Fourier transform

(18) GO w,w' k1) =) " gD ((0,w), (v,w); 1), «eR.

VEZ
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REMARK 2.4 (Changing ). Notice that the parameter & > 0 in (1) appears as a multi-
plicative factor in the generator, therefore for a generic value of this parameter we have the
scaling property

1 A
(19) 9O (0. ()i 2) = -9 (w6 w)s ),

o o
where we made the a-dependence explicit. The ¥® in (17) coincides with ¥ 1 and for a
generic value of & we can use (19).

2.4. Main results. We state now our main results. Without loss of generality, as it was
done in Definition 2.3, we will always choose in the following « = 1. The case of general «
just corresponds to a rescaling of time, that is, 7’ = ar (cf. Remark 2.4).

2.4.1. Exact solution of the two-particle dynamics. We start by providing the formula for
the Fourier—Laplace transform of the transition probability of the distance and sum coordi-
nates.

THEOREM 2.5 (Fourier-Laplace transform for the distance and sum coordinates). The
Fourier—Laplace transform in Definition 2.3 is given by
) / 0)
(w, w') ol , Z,
20)  GO(w,w k1) = S (0o W) {ﬁ'f”x R S (2—“ - 1)}

©) @)
2« 2k
with
gv-! 1
% ifw=0,w =0m,
©) 0+1
@1 fro(w w') = _; ifw=>1,w =0m,
1 ifw>1,w >1,
and
(22) Z0) = e (2 = 1) + 20 (e — v,
where

1 A
. 2 .
(23) Goxm ) =t — 2 =1, = ;(1 + 5),

where v, = cos(k), 0 > —1 and A > 0.

REMARK 2.6 (Meaning of v; and ¢(x)). One recognizes that v, is the Fourier transform
of the increments of the discrete time symmetric random walk on Z. Furthermore, as it will
be clear from the proof of Theorem 2.5, the function ¢ (x) appearing in (23) is related to the
probability generating function of Sp, the first hitting time of the origin O of the discrete time
symmetric random walk. More precisely

(24) () =E;(x~%), x>1.

In order to give more intuition for the formula in Theorem 2.5, we transform to leftmost
and rightmost position coordinates. In these coordinates the comparison between the inter-
acting (6 # 0) and noninteracting (6 = 0) case becomes more transparent. Let (x(¢), y(¢)) be
the coordinates defined by

(25) x(1) :=min{x; (1), x2(1)}, y(t) := max{x; (1), x2(t)},
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where (x1(t), x2(¢)) denote the particle positions. We define the Laplace transform

(26) D((x, y), (x',y); 1) := /Ooo (G, y), (¥, y)e ™M de, A >0,

where 7; denotes the transition probability of the process {(x(¢), y(¢)) : t > 0} started from
(x,y) €Z x 7.

COROLLARY 2.7 (Positions of leftmost and rightmost particle). For x # y, the Laplace
transform in (26) is given by

IO, »), (.5 1)

(27) _ Af)(x/—x,y/—y,k)+A(,9)(y/—x,x/—y,)x) ify' > x',
A(()e)(x’—x,x/—y,k) ify'zx/,
where

(9) (K|+K2 A)el(K1x+K”)
8712 —n 1+ 5 —cos(X2F) cos(£2511)

and, for 6 > —1, A > 0,

) 20
29) T n =1, TOu,r =2"25 (9) —1,  TPw,n =0+ 2L R
2 2

From the above formula we immediately see that the Fourier transform of Af)o (x,y,\)1is
given by

0
L1323

30 A A .
(30) iO(Kl 2. 4) = 2+ A — (cosky + coskr)

Notice that for = 0 we have I'{" )0 (x, A) = 1, and thus we recover the Fourier—Laplace trans-
form of the transition probability of two independent random walkers.

2.4.2. Scaling limits. Our second main result is related to the characterization of the
scaling limit of the two-particle process. We thus consider a diffusive scaling of space and
time. With o = 1 (cf. the beginning of Section 2.4), this leaves only 6 > 0 as a free parameter.
Given a scaling parameter € > 0, we define

eu(e2t) W, () = ew(e2t)
V2 T2

We consider initial values depending on €, that is, u, = #(0) and w. = w(0), and assume that
the following limits exist:

€19 Ue(t) :=

32 U:=lim— W :=li ,
( ) E%[ 61—1;% 2

with U € R and W € R,.. Similarly we suppose 6 to be a function of €, and thus write 6. and
we distinguish three different regimes as € — 0:

(a) Reflected Regime: lim¢_.g €6, = 0.
(b) Sticky Regime: 6. > 0 and €6, = O(1). In this regime we define

. €0
33 = lim — € (0 )
(33) 14 6gl})ﬁE(,OO)
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(c) Absorbed Regime: 6, > 0 and lim,_, o €6 = +00.

Notice that, as 6 € [—1, +00), for negative 8 (exclusion-type dynamics) only the scaling
limit (a) is allowed. We have the following result.

THEOREM 2.8 (Scaling limits). Let {B(t) : t > 0} and {B(r) 1t > 0} be two independent
Brownian motions starting, respectively, at W > 0 and at the origin 0. Let s(t) be defined in
terms of its inverse:

(34) s(t) :=inf{r > 0:r <s™(@)} where s™ (1) : =1+ yL(1)

and L(t) is the local time at the origin of B(t), so that {B5(t) = |B(s(t))| : t > 0} is the
one-sided sticky Brownian motion started at W, with stickiness at the origin of parameter
y €10, ool. Let {BR(t) : t > 0} denote the Brownian motion reflected at the origin started at
W > 0 and let {BA(t) :t > 0} denote the Brownian motion absorbed at the origin started at
W > 0. Then the following holds true:

(35) eli_{r(l)((Ue(t)—U),We(t))=(U(t),W(t)),
where {(U (t), W(t)) : t > 0} is defined by (U (0), W(0)) = (0, W) and

(B(t), BR 1)) in the Reflected Regime,
(36) (U@), W)= {(B(2t — (1)), BS(t)) in the Sticky Regime,

(é Q2t —t A tw), BA(t)) in the Absorbed Regime,

where the convergence in (35) is in the sense of finite-dimensional distributions and Tty in the
third line of (36) is the absorption time of{BA (t) :t>0}.

Thus the scaling limit of the two particle process turns out to be two Brownian motions
with “sticky interaction”, that can be thought of as an interpolation between two coalescing
Brownian motions and two reflecting Brownian motions. More precisely, the distance be-
tween the particles converges to a sticky Brownian motion, which in turn has two limiting
cases, namely the absorbed and reflected Brownian motion. On the other hand, the sum of
the particle positions becomes a process which is subjected to the sticky Brownian motion
driving the difference and is “moving at faster rate” when the particles are together, that is,
it is a time-changed Brownian motion of which the clock runs faster with an acceleration
determined by the local intersection time.

REMARK 2.9 (The symmetric inclusion process in the condensation regime). For the
symmetric inclusion process SIP(k) we say that we are in the condensation regime when
the parameter k tends to zero sufficiently fast, that is, when the spreading of the particles is
much slower than the attractive interaction due to the inclusion jumps [5, 18]. After a suitable
rescaling two SIP(k) particles will then behave as independent Brownian motions which
spend “excessive” local time together. The sticky regime with stickiness parameter y € (0, co)
corresponds to the choice k = ﬁ, and acceleration of time by a factor 6*3%. That is,
this corresponds to the condensation regime k — 0, where time is diffusively rescaled, and
speeded up with an extra e ~! in order to compensate for the vanishing diffusion rate.

REMARK 2.10 (Exclusion particles scale to reflected Brownian motions). For the ex-
clusion process SEP(j) it is not possible to consider the sticky or the absorbed regime, be-
cause O < 0. For this reason we only scale time diffusively with a factor 2je 2 and take
6 = —1/j fixed. This then corresponds to considering the reflected regime in (35) where
(Uc(1) — U, We(t)) converge to (B(t), |B(t)|) where B(t) is a standard Brownian motion
and B(¢) is an independent Brownian motion started at W.
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Next we show that the expected local time of the difference process {W,(¢), ¢t > 0} con-
verges to the expected local time of the limiting sticky Brownian motion (in the sense of
convergence of the Laplace transform). Notice that this does not follow from weak conver-
gence of the previous Theorem 2.8, but has to be viewed rather as a result in the spirit of a
local limit theorem.

PROPOSITION 2.11 (Local time in 0). For 6 > —1, A > 0, we have

l + 04—}}10:0
o O =1

(37) /O - e MPy (w(t) =0)dt = ¢

with

(38) SRS I P
OH.i=800:= > 1

As a consequence, in the sticky regime we have

(39) lim [ e Py (We(t) = 0)df = ——Y—e=VPW
e—0Jo V2L 4+ YA

with W as in (32), vy as in (33).

REMARK 2.12. Notice that the r.h.s. of (39) is exactly the Laplace transform of the
probability Pw (B3(t) = 0) of the sticky Brownian motion started at W > 0 to be at the
origin at time ¢; see Lemma 4.5.

2.4.3. Coarsening in the condensation regime of the inclusion process. We now present
some results for the symmetric inclusion process SIP(k), which is a self-dual process. Let the
time-dependent covariances of the particle numbers at sites x € Z and y € Z at time ¢t > 0 be
defined as

(40) EO(,x, y;v) = / Ey[(nx (1) — px (1)) (ny (t) — py ()] dv (1),

where v denotes the initial measure (i.e., the initial distribution of the particle numbers) and

41 pe(t) = / E, [nx ()] dv(n).

The following theorem gives an explicit result for the variance and the covariance of the time-
dependent particle numbers in the sticky regime of the symmetric inclusion process when
starting from a homogeneous product measure in infinite volume. In particular, we see how
the variance diverges when the inclusion parameter k = 1/6 goes to zero, which corresponds
to the condensation limit with piling up of particles.

THEOREM 2.13 (Scaling of variance and covariances in the sticky regime of the inclusion
process). Let {n(t) : t > 0} be the process with generator (1) witha =1 and 6 > 0 (i.e., the
time rescaled inclusion process; see (0)). Suppose we are in the sticky regime, that is,

. €6
42 = lim — .
(42) y = lim 5 € (0, 00)

7

Let A, a > 0, then, for any initial homogeneous product measure v, we have
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(a) Scaling of covariances. For x,y € €Z, x # y, for € small enough we have

o0
/ e Mgl (e xe ™ ye Tl v)dr
0

a_q 9
€2 —Vil—ylez™h
—e ifae(1,2),
(43) ﬁy}

= —p*(1+o(1)) -y ye Fa—2
N2+ YA
Le%_l ifa>2.
V2

(b) Scaling of variance. For x € €Z, for € small enough we have

o
/ e_)"E(gf)(e_“t, xe ! xe ! v)dt
0

2 .
— €72 ifae(l,2),
(44) Wgﬁ
=o2(1+o(D)-{ —YY =1 yra=2,
20 + yAN2A
2
\/;ye_l ifa>2.

REMARK 2.14 (Coarseing). We see that the r.h.s. of (43) has three different regimes
which can intuitively be understood as follows.

(1) Subcritical time scale. In the first regime, corresponding to “short times” we see that
the covariance goes to zero as € — 0, which is a consequence of the initial product mea-
sure structure. At the same time we see a scaling corresponding to the Laplace transform
of expected local intersection time of coalescing Brownian motions (cf. limit of y — oo of
(39)). This corresponds to the dynamics of large piles (at typical distance e ~') which merge
as coalescing Brownian motions, because on the time scale under consideration there is no
possibility to detach.

(2) Critical time scale. In the second regime corresponding to “intermediate times” we see
a scaling corresponding to the Laplace transform of expected local intersection time of sticky
Brownian motions. This identifies the correct scale at which the “piles” have a nontrivial
dynamic, that is, can interact, merge and detach. This is also the correct time scale for the
density fluctuation field (cf. Theorem 2.15).

(3) Supercritical time scale. In the last regime, the covariance is o(1) as € — 0, which
corresponds to the stationary regime, in which again a product measure is appearing. The
1/+/A scaling corresponds in time variable to 1/+/7, which corresponds to the probability
density of two independent Brownian motions, initially at e “!x, e ™'y to meet after a time
€ %, indeed:

2.2
CXP{—i(xzzye)—s } o ed?

N 2mte™4 ~ 2t

This corresponds to the fact that on that longer time scale, the stickyness of the piles disap-
pears and they move as independent particles, unless they are together.

We finally remark that the variance in (44) always diverges in the limit € — 0. This cor-
responds to the fact that the stationary product measure has a variance of order ¢ ~! when
€ — 0. This diverging variance is built up in the course of time: it first grows between times

e~ and times €~ as the square root of the time and then it reaches saturation at times € 2.
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2.4.4. Variance of the density field in the condensation regime of the inclusion process.
Having identified the relevant scaling of the variance and covariance of the time-dependent
particle number, we apply this to compute the limiting variance of the rescaled density fluc-
tuation field, which shows a nontrivial limiting dependence structure in space and time. We
consider the density fluctuation field out of equilibrium, that is, we start the process from an
homogeneous invariant product measure v which is not the stationary distribution and has
expected particle number [ 1, dv = p for all x € Z. More precisely, we study the behav-
ior of the random time-dependent distribution defined in the space of Schwartz functions:
S R) ={p € C*[R) : sup,p Ix*DPy(x)| < 00, Va, B € N}, via

(45) Ze(@,n. 1) =€) D(ex)(ne(e73) — p),

X€Z

where 7 in the Lh.s. of (45) refers to the intitial configuration 7(0) which is distributed ac-
cording to v. Notice that we multiply by € in (45) as opposed to the more common /€ which
typically appears in fluctuation fields of particle systems (in dimension one) with a conserved
quantity and which then usually converges to an infinite dimensional Ornstein—Uhlenbeck
process; see, for example, [24], Chapter 11. Here, on the contrary, we are in the condensa-
tion regime, and therefore the variance of the particle occupation numbers is of order ¢~
by Theorem 2.13, which explains why we have to multiply with an additional factor /€ in
comparison with the standard setting.

THEOREM 2.15 (Variance of the density fluctuation field). Let {n(¢) : t > 0} be the pro-
cess with generator (1) with o = 1 and 6 > 0 (i.e., the time rescaled inclusion process; see
(6)). Assume we are in the sticky regime, that is,

. €0
(46) y = lim — € (0, 00).
€—

02

Let v be an initial homogeneous product measure then, for all ). > 0,

o0
lim | e ME,[(2(@. 1. 1)*]dt
e—0Jo

47
@D yp?

- V2A+ YA

Notice that the right hand-side quantity is positive since, from Cauchy—Schwarz inequality

{%ffb(x)zdx—f¢(x)®(y)e_ﬁ|x_y|dxdy}.

and Young’s convolution inequality, for Cy (x) := e~V l

(48) (@, ®xC) <[P+ | @ Calla < @3- ICalli = % 1P 113.

The limiting variance of the density fluctuation field consists of two terms which both contain
the stickyness parameter . The combination of both terms describe how from the initial ho-
mogeneous measure v one enters the condensation regime. Comparing to the standard case
of for example, independent random walkers, we have to replace yp? by p in the numerator
and replace y by zero in the denominator. Then we exactly recover the variance of the non-
stationary density fluctuation field of a system of independent walkers starting from v. So
we see that the stickyness introduces a different time dependence of the variance visible in
the extra A-dependent terms in the denominators of the r.h.s. of (47). In particular, in the first
term on the r.h.s. of (47) we recognize the Laplace transform of the expected local time of
sticky Brownian motion.
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2.5. Extension to the asymmetric case. The main point for the proof of Theorem 2.5 is
the possibility to isolate the dynamics of the distance processand the fact that the sum process
depends on the distance process only through the common jump clock and not on the one-step
transition probabilities. It is a natural question to understand whether this property is peculiar
of the process defined in (1) or it can be extended by taking more general hopping rates.
What happens for instance in the case of asymmetric interaction? To answer to this question
we define, in this section, a Markov process {n(¢) : t > 0} modeling the interaction of two
particles moving on the integer lattice. Then, if 1, (¢) € S € N is the number of particles at
site x € Z, at time ¢t we have that n,(t) € S ={0, 1,2} and ), 7 1. (#) = 2. Suppose that the
particles evolve according to the generator:

LZ 1) =Y _{er e, ner D[ F () = £ ()]
(49) x€Z

+ e (egr, n) [ L T = £}

for some function c4(-,-) > 0. Passing now to the position coordinates, we denote by
{(u(t), w(t)),t > 0} the distance-sum process corresponding to (49). Sum and distance jump
at the same times and we call N(¢#) the number of jumps made up to time ¢. We require
now that, conditionally on the realizations of {N(¢), ¢t >}, the sum process is a discrete-time
Markov process independent from the distance process. It is possible to see that, imposing
such conditions on the sum/difference process is equivalent to requiring the following condi-
tion on the jump rates c4:

CONDITION 2.16 (Rates of two-particle process). For the rates in (1) we assume that:
for integers couples (n, m) such that n + m < 2, they satisfy
(50) c4(2,0) +c-(2,0) =2(c+(1,0) +c(1,0)),

cr(1,0) _ep(1,1) _ ex(2,0)

51) = = .
c—(1,0)  c_(1,1)  c_(2,0)

Condition 2.16 identifies the only possible choice for the rates in (49) given by
(52) e (nm) = pIn(U+0m),  c(n.m)=qZn(l+6m)

for some p,q €[0,1], p4+qg =1, o > 0,0 > —1. This corresponds to an asymmetric version
of the process (1). We use the expression naive asymmetry to indicate this kind of asymmetric
interaction, that is obtained from the symmetric one by simply multiplying the rates of the
left/right jumps by two different constants.

Theorem 2.5 can be easily extended to the system with generator (49) with asymmetric
rates given by (52). In this case the theorem holds true with the analytic expression (20)—(23)
being still valid modulo the redefinition of v, in the following way:

(53) Vi :=cos(k) —i(p — q) sin(k).

One could then repeat the analysis of the scaling limits of the two-particle process. In
the weak-asymmetry limit one then expects sticky Brownian motions with drift as limiting
processes. The possibility to apply the exact formula to asymmetric systems with duality is
instead unclear, since in the presence of naive asymmetry (52) self-duality is lost. One may
hope to derive a more general formula for the two particle dynamics that would apply to
systems with asymmetry and self-duality such as ASEP(g, j) [9], ASIP(q, k) [10], ABEP(k)
[10] processes.
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2.6. Discussion. In this section, we discuss relations to the literature, possible extensions
and open problems.

Other applications of Theorem 2.5. The formula for the Laplace—Fourier transform of the
transition probability of distance and sum coordinates can be applied to obtain the second
order Boltzmann—Gibbs principle [16], which is a crucial ingredient in the proof of Kardar—
Parisi—-Zhang behavior for the weakly asymmetric inclusion process (see the forthcoming
work [11]).

Dependence structure and type of convergence. The difference and sum processes have
a dependence structure similar to their scaling limits in Theorem 2.8. Namely, one process
is autonomous, the other is depending on the first via a local time. In the scaling limit one
further introduces an additional time-change that however does not change such dependence
structure. The scaling limit result in Theorem 2.8 is proved in the sense of finite-dimensional
distributions. One could get a stronger type of convergence by directly studying the scal-
ing limits of the generators of the distance and sum process. This however poses additional
difficulties and is not pursued here.

Scaling limits to sticky Brownian motions. We observed in Remark 2.10 that exclusion
particles always scale to reflected Brownian motions. In [29] Récz and Shkolnikov obtain
multidimensional sticky Brownian motions as limits of exclusion processes. However this
result is proved for a modified exclusion process, in which particles slow down their velocities
whenever two or more particles occupy adjacent sites. Under diffusive scaling of space and
time this slowing down results into a stickiness and the process converge to sticky Brownian
motion in the wedge [29]. See also [1] and [21] for other results of convergence to sticky
Brownian motion.

Other models. In this paper we have focused on self-duality of particle systems. However,
the same strategy would apply to interacting diffusions that are dual to particle systems. For
instance, there are processes such as the Brownian momentum process [14], the Brownian
energy process [13] and the asymmetric Brownian energy process [10], which are dual to the
symmetric inclusion process SIP(k). As a consequence all the results derived in this paper for
the symmetric inclusion process can also be directly translated into results for these processes.

Fluctuation field in the condensation regime. As far as we know, our result is the first com-
putation dealing with the fluctuation field of the symmetric inclusion process in the conden-
sation regime. We conjecture the expression we have found for the variance of the fluctuation
field in Theorem 2.15 to have some degree of universality within the realm of systems ex-
hibiting condensation effects. Namely, we believe that the scaling behaviour of the density
field in the condensation regime, and in particular the appearance of sticky Brownian mo-
tion, is generic for systems with condensation and goes beyond systems with self-duality, for
example, including zero range processes with condensation.

2.7. Organization of the paper. The rest of this paper is organized as follows. Section 3
contains the proof of Theorem 2.5 on the Laplace—Fourier transform of the transition proba-
bility of the distance and sum coordinates. In Section 4 we prove Theorem 2.8 on the scaling
limits of the two particle process. In Section 5 we prove applications for particle systems with
self-duality. We first prove the scaling behavior of the variance and covariances of the parti-
cle occupation number for the inclusion process in the condensation regime (Theorem 2.13).
Then we prove the scaling behavior for the variance of the density field in the same regime
(Theorem 2.15).

3. Two-particle dynamics: Proof of Theorem 2.5.

3.1. Outline of the proof. The strategy to solve the two particle dynamics has two steps:
first we analyze the autonomous distance process, for which the main challenge is to treat
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the spatial inhomogeneity caused by the defect in 1; second we study the sum process by
conditioning to the distance.

Since u(t) and w(¢) jump at the same times, we can define the process {N(¢),t > 0}
that gives the number of jumps of (u(¢), w(¢)) up to time ¢ > 0. Notice that for any ¢ > 0,
u(t) + w(t) € w + 2Z. In the following proposition we obtain a formula for G, (w, w’, 1) in
terms of the jump times N (¢) exploiting the fact that, conditioned to the path {w(s), s € [0, 7]}
the process u(t) performs a standard discrete-time symmetric random walk, for which we
know the characteristic function at any time.

PROPOSITION 3.1. For A > 0 we have

0
(54) Ge(w,w', ) = f ge(w, w', t)e_“ dt,
0
with
(55) ge(w, w', 1) == Ey[lyey=wv¥ ], Ve 1= cos(k).

PROOF. We start from

Ge(w,w', 1) = Z e—’“/g((o, w); (u', w'); X)
u' e
o0 . /
:/ e‘“(Z P ((0, w); (u, w'))e " )dt,
0 u'er

where the exchange of summation and integral follow from the dominated convergence the-
orem. Then we need to prove that

(56) 3P0, w); (!, w))e ™ = g (w, w', 1),
u' el

with g, (w, w’, 1) as in (55). We denote by E, ,, the expectation w.r. to the law of the joint
process {(u(t), w(t)), t > 0} initialized at time 0 with (4, w) € R x RT. Let (%);>0 be the
natural filtration of the distance process: .%; := o (w(s), 0 < s <), then, for x € R we have

Z P[((O, w); (M/, w/))e—iku’
u'e’l
(57) = Z Ew [Eo’w[lu(t):u/,w(t):w/|yt]e_i’cu/]
u'eZ
= Ew [lw(l):w/ . Z Eovw[lu(t)Zu/lﬂ;] . e_iKu/:|’
u'e’l

where the exchange of summations is possible due to dominated convergence theorem. Let
us denote by p™ (u, u’) the n-steps transition probability function of the symmetric discrete-
time random walk. Then it follows

) ei/( +e—il(
> PP (0w = e = cos (k) = v
uez
and

(58) > MO, uye K =yl

uez
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From the discussion in Section 2.3, the conditioned process {u(¢)|{w(s), s € [0, t]}} is equiv-
alent to {u(¢)|N (¢)} that reduces to a symmetric discrete-time random walk on Z. Thus

Z EO,w[lu([):u’|yI] . e—iku’ — Z e—iKu’p(N(l‘))(O’ u/) — U/iv(t)‘
u'eZ u'eZ

Then (56) follows from (57). O

In the following we obtain a convolution equation for g, (w, w’, ) by conditioning on the
first hitting time of the defective site 1. We distinguish several cases, depending on whether
w and w’ are equal to 0, 1 or larger than 1. When the process is at the right of 1 it can be
treated as a standard random walk. This produces a system of linear equations for G (-, -, A)
that can easily be solved.

3.2. Case w' =0.

(1) Case w > 2. Denote by T the first hitting time of 1 and by f7, ,, its probability density
when the walk starts from w. For w > 2, N (¢) behaves as a Poisson process with rate 2 up to
time 77, then

(59) Ey,[vY 7] = 20T,
Hence, denoting by .#7, the pre-T; sigma-algebra of the process w(t),

gK(wvo’ t) - (t)]

w(t)=0 " Vi
w[lwi=ovy V1.77,]]
WNIDE, [T 0movV O NI 2, 7]

N
K
e S

Eu[1

Eu[E

Ew[

Eu[v TVE[Lug—11)=0]
[
s

v

Ey[Ew[vY e (1,0, — T1)|T1]]
Eu[ge(1,0,1 — T)E, [vY V7]

1

2c(1,0,1 =) fr, .0 ($)Ey VN |1y = 5] ds.
0

As a consequence

60)  gc(w,0,0)=[Cho fr,.w) *8c(1,0,9]),  ho(t) =By [T =1].
From the convolution equation (60) it follows that

61 Ge(w,0,1) =Wy, (L) - G(1,0,)) forany w > 2,

where

0,0)
W, (A) = /0 Ey[vYOIT =] fry w(t)e ™ dt

IRWQ)r ,—ATy , ,N(T
=EX ()[e 1vK( 1)]

(62)

with Ef}}w(z) denoting the expectation with respect to the probability law of a symmetric
random walk in Z with hopping rate 2, starting at time O from w > 2.
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(2) Case w=1.Let T be the first exit time from i. Then T ~ Exp(6 + 2), hence
8c(1,0,1) =By [E1[Lygy=0 - v O Frex]]
= e Ei[ge (w(TTY), 0,1 — Tf¥)]

041 1 i
=V f{Q—HgK(O,O,Z—S)'i‘mgk(z,o,t—s)}(g +2)e (1+y)sds,

where the fourth identity follows from the fact that at time 7| the process jumps to 2 with
probability 7 + 1 and to 0 with probability gii Thus

8c(1,0,8) = (0 + DAy * g¢(0,0,)](t) + ve[h1 # 8c(2,0,)](1)  with =y (1) := ™ @21
and we find

Vi
63 Ge(1,0,0) = ———[(0+ 1)G,(0,0, 1) + G, (2,0, A
(63) ( )= 9+2H[(+) ( )+ Gi( )]
(3) Case w=0. Now we have Tj* ~ Exp(2), then

gK (09 O’ t) = EO[EO[lw(z):O . Uliv(t) |9T(§:x]]
N( TGX)
= EO[1T§X>IPO[U)(I) = 0|3?TOEX]] =+ UKEO[ITSXEZEI [lw(t Tex) 0 Ve =1 ]]

t
=Po(T5* > 1)+ 2vK/ e 2g.(1,0,1 —s5)ds,
0

which gives

(64) 2c(0,0,1) = ha(t) + 2v[ha % g (1,0,)](r)  with ha(t) = e .
Thus
(65) G, (0,0,)) = Jlr (142v,G,(1,0,2)).

Summarizing, using (61), (63) and (65), we get
2460+ X1—vWa(r)

G(0,0,0) = )
i ( ) o7
0+1
66 G(1,0,2) = )
(66) i ( ) 7,
0+1
Ge(w,0,A) = + v, (L) forw>2
MK
with
1
(67) %,K=v—{(2+k)(2+9+x—vk%(x))—2(9+1)u§}

and W,,(1) as in (62).

3.3. Case w' =1.

(1) Case w > 2. Denote by T the first hitting time of 1 and, as before, let fr, , be its
probability density when the walk is starting from w. Then

g(w, 1,1) = IEw[Ew [lw(t):lv,iv(t”ﬁﬂ]]

t
:fo ge(1, 1,1 — ) fr,.w(®)Eu [N Ty = s]ds,
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so that

(68) gew, 1,0) = [(ho - fr;w) * g1, 1, )](®).

It follows that

(69) Ge(w,1,A)=¥,(1)-G(1,1,1) forany w> 2.

(2) Case w=1. We have
ge(1,1,0) =Py (T > 1) + Ei[1gexs, - Ei[Luy=o - vi' O Frex]]

=" O Ly Bi[1rp - ge(w(TF), 0,1 = T7Y)]

t
— e 4y, fo {0 + D) (0,0,1 — 5) + g (2,0,1 — )}~ C+0 g,

Then

(70) gc(1,1,0)=h1(t) +ve[h1 % (0 + 1Dge0,1,-) + gc(2,1,))](),
hence

(71) G.(1,1,0) = m[l + @+ v G (0,1,0) +v.G(2, l,A)].

(3) Case w =0. Now we have T(;”‘ ~ Exp(2). We write
N(—T%)
80, 1,1) = VKEO[EI [lw(lfToex)=1 * Vi 0 ]]

t
zszf e 2o (1,1, —s)ds,
0

which implies

(72) 8 (0, 1,1) =2v, [hy % g (1, 1,)](1).

Then

(73) Ge0.1.3) = 2 Go(1.1. 3,
2+ A

Thus, using (69), (71) and (73) we get

G.0,1,0) = ,
ik ( ) 7.
(74) G.(1,1,0) = 214
K ’ k) _I)K%\’K,
24 A
Ge(w,1,0) = v, () forw > 2.
Vi LAk

3.4. Case w' >2.
(1) Case w > 2. Denoting by 77 the first hitting time of 1, we have
8k (w7 w’, t) = IE:w[1T1>t1w(t)=w’ : v/?](t)] +Eu [lTl Stlw(l)=w/ ) v/?/(l)]

_ Egzw(z) [1T1>t1w(t):w/ . Vliv(t)]

t
+/0 (1wt = ) fri 0 Eu[vVO |1 = 5]ds,
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which is equivalent to

75 ge(w, w, 1) = EXVO1y  Lyiymw - VYO + [(ho - fryw) * 8 (1w, )](0),

where EE}W(Z) is the expectation w.r. to the probability law of a symmetric random walk in

7 with hopping rate 2, starting at time O from w > 2. From the convolution equation (75) it
follows that

(76) Ge(w,w',A) =Dy (A) + Wy (1) - Ge(1,w', 1) forany w > 2,
where

o0
(77) Dy () = /o ELI)?W(z) (17, Loy - v,ﬁv(’)]e‘“ dt.

(2) Case w =1. We have
e (100, 1) = W g (T, ' £ — 7]
=V, /Ol{(e + g (0,w', 1 —5) + ge (2, w', 1 — 5)}eOFD5 g,
that is,
(78) ge(L,w' 1) = (0 + Dve[hr * gc (0, w', )] @) + vie[h1 * 8 (2, W', )] @).
Then

1
(79) Ge(l,w' 1) = m[(@ + DveGie (0, w', ) + v G (2, w', )]

(3) Case w=0. Now we have T5* ~ Exp(2) then

N (t—TEx
8k (0’ w', t) = VKEO[EI [lw(t—Toex)zw’ Vi ¢ )]]

t
ZZVK/ e_zsg,((l, w',t —s)ds,
0

namely
(80) g (0, w', 1) =2v,[ha * g (1, W', +)] ().
Then
81) Go(0, 0, 2) = =2 G, (1w, 1)
K b k) - 2+ )\‘ K k) k) .
Thus, using (76), (79) and (81) we get
2v
G (0,w',2) = % P34 (1),
24X
(82) Ge(l,w',3) = =25 1 (),
ke

242
GK (wv w/7 )") = qu,w/()\') +

P2, (M) Wy (1) forw =2,
W

for w’ > 2.
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3.5. Computation of W,,(A) and ®,, ,,y(1). For x € C we define

(83) C(x)i=x —y/x2—1.
Notice that ¢(x) € Rt for any |x| > 1 and ¢(x) < 1 for any x e RN [1, 4+00).

LEMMA 3.2. For w > 2 we have

_ . 1 A
(84) W) = 271 with G = (), Xy = 7(1 + 5).
K
IRW(2) . . .
PROOF. Let Ey, be the expectation with respect to a symmetric random walk on Z

with hopping rate 2, and let Sy be the first hitting time of ¢ € Z of the embedded discrete time
random walk and denote by {X;};cn a sequence of independent exponential random variables
of parameter 2. Then

W, (1) = ERVO [T, NTD] — g, [E,, [e*T1051151]]

o0
= Z VP, (S) =n)Ey,[e 118 =n]
n=1

VP, (S) = n)E,, [e X1 H+X0)]

e

(85)

3
Il
—_

e

2 n
VP, (S1 = n)<—)
1 24+ A

(25) 1=
YI\2+2 =\¢ 20, '
From translation-invariance we have that, for any fixed z € (—1, 1),

_ 1 — V1= 2\w!
(56) B [2] = Eolz1] = (Balz% )" = (<5 )

where the last two identities follow from Theorem (5) in Section 5.3 of [17]. Then, from (85)
and (86) we deduce that

o= (c(222))

with ¢(x) asin (83). O

n

|
=

LEMMA 3.3. For w,w’ > 2 we have

g g
(88) SN P —
VK(()L,,( - Q,K)

with ¢ . as in (84).
PROOF. By definition

o0
(89) Dy (A) ;:fo ERVO 17 Tyrow - vV Ole ™ dt,

o
90)  ERVO17. 1w - vy O = Y v2pu(S1 > n,w, = w')P(N(t) =n),
n=0
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where now p,, is the probability law of the embedded symmetric random walk on Z starting
from w > 2, and S is the related first hitting time of 1. Moreover N (¢) is the Poisson process
of parameter 2. From the reflection principle for the symmetric random walk we have that

1) Puw(S1 <n,w, =w') =po(Si—w <n, wy, =w' —w)
=po(w, =2 — (w+w')) =po(wn = (w+w') —2),
where, for b > 0,

1 n . .
(92) pO(w”_b)_z_n<(n+b)/2> ifn > b and n + b is even

and it is O otherwise. Then

EE}W(Z)[IT >t1w(t):w/ ' V,iv(t)]

—2t Z (2vkt)

hence, from (92) it follows

po(wp, =w' —w) —po(w, =w' +w —2)}

20,)" /
Pup,w (1) = Z( n) {po(wn = w' — w) — po(wy = w' +w —2)}
n=0 :

/ M= g
0

— (2"

=3 Gt = = ) <wo = ')

93)

=—{f(w-w)— f(w+w-2)}
with, for b € Z,

Fb) = i( 20, ) Doy = b) — 242 <§<2+A>)Ibl
= 0\Wn =

2+ JH+R2 =42\ \ 2
and ¢(x) asin (83). [

3.6. Conclusion of the proof of Theorem 2.5. From (66), (74) and (82) it follows that

-1 -1
+§AK
G(0,0,A) = ———,
i« ( ) 7.
6+1
Ge(w,0,1) = ol forw > 1,
%,K ’
%94) 1
G(0,w', 1 forw’ > 1,
K( w ) %’K;‘)\.K w =
[w' —w w'+w—2
2 /
Ge(w,w' 1) = Srox — e x}t’KCAw,:rwfz for w, w’ >1
Vi (CA,K - g)»,/c) %»JC '
with

1 A
95) S = C(x)\.,l(') =Xik — \/x)%’,( -1, Xrx = ;(1 + 5)
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and

Lk = vi{(Z+/\)(2 +0 + 1 — v W(1) —2(0 + D)

K

(96) — (e (&2 = 1) + 20000 — 1)
= 2 +20(x.0 — Vo), 2 = (2 - 1).
Notice that, for w, w’ > 1
)
1 / %,
/ _ [w'—w|—1 w'4w—1 . # _
Gelw,w',2) = gf;wg{;“ R (223,K )

thus
ov ! ¢
G, (0,0, A =M’
«( ) 7.
9+ w—1
GK(w7O’)\') é‘)\.K forw>l
Zk
' —w|—1 o
Ge(w,w', A { wmwl=ly pw - (2—’”—1)} forw >0, w’ > 1.
K(w w ) 20;(3() g)\;( { D@P)L,K w = w =

This finishes the proof of the Theorem 2.5.

3.7. Proof of Corollary 2.7. Notice that by the definition of the coordinates of the left-
most and rightmost particle one has w = y — x and u = x 4+ y so that, as a consequence of
(17) one obtains

(97) 0@, p), () 2) =P ((x +y,y—x), (¢ +y, ¥ —x); A).
To obtain an explicit expression we use translation invariance
(98) G ((u, w); (u',w); A) =4(00, w); (u' —u, w'); 1)

and we rewrite 4@ as follows

L/ GO (w, w', 1)@= gy,

(99) GO ((u, wy; (', w'); 1) = o

where on the right hand side we can insert the expression for G(g) that appears in Theo-

rem 2.5. In doing so it is also useful to write an integral representation for the terms ;“w —ul

and g“w '+ in Theorem 2.5. This can be obtained by noticing that for any ¢ with || < 1 one
has

e 1 —=tcos(m)
(100) XX:E); cos (mx) = 1 +¢2 —2¢ cos(m)
so that
1-¢?
¥l ,—
(101) )2{ 1+;2 2¢ cos(m)’

Thus we have

L 1 —¢
x| — & imx
(102) &= 2 /_n ¢ 4 — 2cos(m)




EXACT FORMULAS FOR TWO INTERACTING PARTICLES 1955

We are indeed allowed to use this expression since |3 | < 1, as it can immediately be seen
from (23) observing that x;_, > 1 for all &, A > 0. All in all, combining equation (99), Theo-
rem 2.5 and equation (102), one arrives to

GO ((u, w); (', w'); 1)

1 /ﬂ T f)f’@’c)(w’ w/)eix(u/—u)

(103) " 8n2 ) (14 %) = vy cos(m)
)
. (eim(w’—w) +eim(w’+w) ) (2 ‘%»,9/( . 1>>dm drc.
Qf”( )
Ak

This expression can now be used in equation (97). Defining
(104) Kl =Kk —m, K2 =K +m,

and considering the case x # y one obtains (27).

4. Scaling limits: Proof of Theorem 2.8. This section is organised as follows: we first
prove several results on the limiting process for the properly rescaled joint process of distance
and sum coordinates, and then we use these computations to show that the candidate scaling
limit is the “correct scaling limit”.

Specifically, in the preliminary Section 4.1 we compute the Fourier—Laplace transform of
the probability density of the standard sticky Brownian motion. In Section 4.2 we obtain the
Fourier-Laplace transform of the transition density of the candidate scaling limit, that is, a
system of two Brownian motions with a sticky interaction defined via their local intersection
time. Further, in Section 4.3 we show that the Fourier—Laplace transform for a generic value
of the stickiness parameter can be written as a convex combination of the Fourier-Laplace
transforms of two limiting cases, that is, absorbing and reflecting. With these results in our
hand, we then continue by proving in Section 4.4 convergence of the appropriately rescaled
discrete two-particle process to the system of sticky Brownian motions (Theorem 2.8). The
convergence in distribution is inferred from the convergence of the Fourier—Laplace trans-
forms. Finally Section 4.5 contains the proof of Corollary 2.11, that deals with the conver-
gence of the expected local time.

4.1. Standard Brownian motion sticky at the origin. We start with a preliminary compu-
tation that involves just a single sticky Brownian motion (which is indeed the scaling limit of
the distance process). We recall the definition of the sticky Brownian motion; see [23, 26] for
more background on such process. For all # > 0, let L(¢) be the local time at the origin of a
standard Brownian motion B(¢) and let y > 0. Set

(105) s™(r) =t 4y L(1).

The (one-sided) standard sticky Brownian motion BS(¢) on R, with sticky boundary at the
origin and stickiness parameter y > 0 is defined as the time changed standard reflected Brow-
nian motion, that is,

(106) B3(t) = |B(s(1))|.

Using the expression for the joint density of (| B(¢)|, L(¢)) (formula (3.14) in [26])
)2

(107) Po(|B()| e dx, L(r) € dy) = 2222 o5 dxdy, x,y=0,

23
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one can compute the Fourier—Laplace transform of BS(t) that is defined as
(108) YSm, A, y) = /Ooo Eo[e B O]~ dr, 3> 0,
where the subscript 0 denotes the initial position of BS(z).

LEMMA 4.1 (Fourier—Laplace transform of standard sticky Brownian motion). We have
V2 © s 5
(109) SmA,y) = ——— | VI TIm g p ME 0.
oA = e T Jit 7

PROOF. We rewrite (108) using (106) and then apply the change of variable s(¢) =r to
obtain

1 o
Wg(m, )\., 'J/) — — = EO[/ (e_lmB (1) _ 1)€_At d[:|
A 0
(110) .
=y |:f (e*imlB(r)\ — l)e*)\(rH/L(r))(dr + )/dL(r)):|,
0

The local time L(¢) only grows when B(¢) is at the origin implying that the term into the
round bracket is zero in the integral with respect to d L(r). As a consequence we have

1 co .
(111) W (m, h, y) — ~= Eo[/ (e7 MBI _ 1)~y L) dr]
0
Then (109) follows by using the expression (107) and the formula for the Laplace transform
oo a _2 o
(112) / e e gy = ¢ a>0.
0 N2mr3 O

4.2. The joint sticky process. Let B (t) and B(t) be two independent Brownian motions
starting, respectively, from O and from z > 0. Let s(¢) be defined via (105), with L(¢) being
now the local time of B(z). We compute in this section the Fourier—Laplace transform of the
candidate scaling limit, that is, the joint process (E 2t —s(1)), |B(s(2))]), that is defined as

(113) \IJ%S(K, m,A,y) = /OOEO’Z[e—i/cé(Zt—s(l))—im|B(s(t))|]e—)»t dt, A>0,
0

where the expectation ¢ ; denotes expectation w.r.t. both the B(r) Brownian motion that
starts from O and the B(¢) process that starts from z > 0.
We start with the following Lemma that extends (107) to a positive initial condition.

LEMMA 4.2 (Joint density of reflected Brownian motion and local time). For all 7z >0
we have

1 _ =) _ (z+x))2
2t

N7l (e —e 7 )p(dy)dx

t ()
+(2 x+y _

P,(|B(1)| € dx, L(t) € dy) =
(114)

2(t—s) .

z
— ¢
0 V2 (t —s)3 213

PROOF. Let v,(-) be the probability density function of t,, the first hitting time of O for
a Brownian motion starting from z > 0, that is,

L2
e ds) dxdy.

Z 22

(115) V. (s) = Nl
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By conditioning to the time ¢ being smaller or larger than 7, we have

P,(|B(t)| € dx, L(t) e dy) = IP’Z<\B(I)| edx, 131<1}1 B(s) > 0) - 8o(dy)
(116) . -
—{—/ Po(|B(t —5)| €dx, L(t —s5) € dy)v;(s)ds.

0

The reflection principle for Brownian motion gives

1 _ (z—x)2 _ (z+x)2
2t 2t

IP’Z(\B(I)\ edx,Iglfl?B(s)>0)= = (e —e )dx,
whereas the use of (107) and (115) yields
t
/ Po(|B(t —s)| €dx, L(t —s5) € dy)v,(s)ds
0
11
(117) <2 t x+y _(;(er)f z _zzjd )d d
— e r—s) . e s S X .
0 V2 (t —s)3 N 2ms3 g

This concludes the proof. [J

Armed with the previous Lemma we can compute the Fourier—Laplace transform defined
in (113).

LEMMA 4.3 (Fourier—Laplace transform of the joint sticky process). Forallz > 0,1 >0,
we have
\I/ZS (k,m, A, y)
B ye—«//cz—l—Z)»z N 1
Y2 +1) + VK2 +20 k242

‘ {m _ V(K2 +A) [ pimi— /1220 24| dx + /‘ooe—imx—«/lcz-%%lz—x\ dx}.
V22 +y 2+ 1) Jo 0

PROOF. We follow a strategy similar to the one in the proof of Lemma 4.1. It is conve-
nient to write

m . 5 .
\Ifg(/(, m,A,y)— f-(k,X) =/ EO’Z[e_lKB(Zt_S(t))(e_lmB(S(t)) _ 1)]6_M dt,
0

where

o0

folie,3) = f Eo,[e~*B@—SO]=4 gy,
0

and [y , denotes expectation with respect to the B () process started at 0 and the B(¢) process
started at z. We apply the change of variable s(¢) = r to obtain

\IJZS(K, m,A,y)— fo(k, X)

w . o~ .
11s) :Eo,z[/o iR BOF2YLOD) (=i B _ 1) g7 LOD (g 4 ydL(r))]

_ EO,Z[/OO e_iKB(r—l-ZyL(r)) (e—im|B(r)| _ 1)e—k(r+yL(r)) dri|v
0
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where the last equality uses again that the local time L () only grows when B(¢) is at the ori-
gin. Using then the independence of B(¢) and B(¢), and the expression for the characteristic
function of the standard Brownian motion, we arrive to

\Ilf(/c, m,A,y)=E, [/ooe—é(rﬂﬂ(r))e—imB(r)le—/\(r+yL(r)) dr:|
0
(119) o
+ fa(k,A) —E; [/ e~ T 2y L(r) ,=2(r+y L(r)) dr].
0

We now evaluate separately the two terms on the r.h.s. For the first term, thanks to the formula
(114), we may write

E, [/w ~ S 42y L) y—im B =2y L) dr}

K2 1 Z—Xz Z X2
(120) —/ —lmX[/ T (o —e_Hzr))dr:| dx

2r

+ f / o~ P HRYY
0?2

o0 2 20r—s) 25
: ~gr ([T e Y >d ]d d
|:/0 ¢ (_/0 aIs@r —s)3 s)arjerer

In (120) we may use the formula for the Laplace transform

(122) / T L
e M ——e =—,
0 2nr A 2A

and in (121) we may employ the Laplace transform (112) and the convolution rule. All in all,
we find

(121)

E. [ / * oG A2 L) yiml BO)| ,—hr+y L) dr]
0

- - A K242 —|z+x\«//(2+2)»

123 / imx (e lzmxIV kT2 dx
(12 - )
2 Ooe—imxe—«/Kz—i-Zk(x—l—z) dx.

+
Y24+ 1) + k2 +2xJo

For the second term on the r.h.s. of (119) we observe that

fele, 2) =Eo ¢ [/oo o—ikBQi=s(1) ,~ 2t dz]
“LJo
o0 Kz
=E, [/ e~ T r 2y L(r)) =204y L(r)) d(l’ + yL(r)):|'
0
As a consequence we find

f2(e,2) —E. [ / % S 2 LEN Ay L) dr}
0

. I:/ooe_%(r+2yL(r))—)\(r+yL(r))dL(r)].
0
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This last integral can be evaluated integrating by parts, yielding

o 2 5
VE, [/ o= (T =y (HDL() dL(r):|
0

1 S K2 2
— _Z—EZ |:f e—(T-H»)Vd(e—y(K -H»)L(r))il
Kc+ A 0
1 (L =y (L) —y (K2 A L(O0)
B, AT e +E:[e ]

1 K2 o0 K2 x) 2 AL
G el toneromna]
K 0

2
S T e 2 1
_ 2 —(5 4+Mr —y(=+A)L(r)
=—=_F / e 2 eV dr] + .
K2+ A Z[ 0 K2+ A

Furthermore, by using formula (114), we have

% (T =y (L)
]Ez|:f e TV rdr]
0

o0 o0 1 2 — 2 + 2
=/ / —e_(KT'H‘)r.(e_(ZZf) —e — X) )drdx
0 Jo A 2mr
atn? 2

+ /oo /Ooe—y(xzﬂ)y [/Ooe—('“zzﬂ)r (/r 2xr +yle D F ds> dr} dxdy
o Jo 0 0 7 [s(r —s)]?

—/ k24202
_ 1 {/ ( —|z—x] /K242 —|Z+X| /2 420 ) x + 2@ K“+2Az2 }’
VK2 424 Y2+ X)) + VK2 424

where in the last equality we used again the Laplace transforms (112) and (122). Summariz-
ing, for the second term on the r.h.s. of (119) we have

0

B 1 /K242 —lz—x|A K220 —|z4x|A K242
(124) = G ¢ dx
2 K2+ Jo

/K2+2 —A K K242 r(z—1) 1
240 p? +x)+m

Hence, substituting (123) and (124) into (119), the statement of the Lemma follows after
elementary simplifications. [

4.3. Limiting cases. In this section we show that the joint sticky process interpolates
between two limiting cases.

4.3.1. Reflection: y =0. Let B(t) be a Brownian motion starting from 0 and BR(t)bea
Brownian motion on R reflected at 0 and starting from z > 0. Suppose they are independent
and denote by \IJZR the Fourier—Laplace transform of the characteristic function of the joint
process, that is,

o8} . - .
(125) WRGe,m, ) ::f o [e ¥ BO=imBRO1=H g ) = 0.
0
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Then we have

(126) \I—‘ZR(K, m,\) = ftmx «/2)\+K2|X+Z| + eV 2A+K2|xle)dx

mrh

Indeed, from the knowledge of the transition probability of the joint process and dominated
convergence theorem, we get

] e e
/“Eoz[ei<KB(z>+mBR(z>)]emdt:L/‘X’eimx f"o e Z)‘z*‘el"i(; i dii dox.
' 2o e Atg S

This yields (126) using the Fourier transform

S b4
127 ¢ k=Tl
(127 /_oo K2+ b2 ¢

4.3.2. Absorption: y — oo. Let E(t) be a standard Brownian motion and let B4 (¢) be
an independent Brownian motion on R absorbed in 0 and starting from z > 0. Define 1, as
the absorption time, that is, t, = inf{r > 0: BA(t) = 0}.

The process f B(2t —t A ;) describes the evolution of the centre of mass of two
coalescing Brownian motions started at two positions such that initially the sum is zero.
Indeed, given the coalescing time 7, (i.e. the hitting time of level zero for the distance of
the two coalescing Brownian motions when the distance is initially z > 0), the center of
mass of the two coalescing Brownian motion evolves as the sum of two independent standard
Brownians until the coalescing time and, after coalescence, it evolves as a Brownian started
at the position where coalescence occurred with double speed. Define

S8 . D .
(128) qf;‘(;c,m,x)=/ Eq,,[e K BO=Am—imBA O~ gy -y 5 0,
’ 0

then we have

WA, m, 1) = f —ima! (/2 x| _ =Dzl g
129 Z V2w )
( ) P Y 20+k2
e

To show this one starts from

o0
\I'l?(l(,m,)\.) / Eo.. [ —ikB(t)— thA(t)l ] =M gy
(130) )
_|_/ —ucB(Zt—rz)ltth]e—Az dt.

The first term in the r.h.s. of (130) is given by

1 oo 00 QiM(x—2) _ Hi(x+2)
—/ e_”"x/ _ dmdx

2 2

27 Jo —0 A+ 5 4+
— Ooe—imx 1 (e—«/ 2A+k2|x—z| e—«/Z)L-i-KzIx-i-Z\)dx
V2 + K2 '

For the second term in the r.h.s of (130), let v,(-) be the probability density of 7, (cf. (115)).
Then, using the fact that

o0
(131) /0 e My (1) dt = eV
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we obtain that the second term in the r.h.s of (130) is equal to

(v =2
o0 ! o g R e_% e é(t)(t—fyy)) e~ ? 2a+k2
(132) / dze*“/ dsvz(s)/ dy'e= i<y / dy _ ey -
0 0 -0 —co  A2ms A/AT(t —5) Atk

This is obtained by first doing the integrals in y and y’ as Fourier transforms of suitable
Brownian kernels and then by applying integration by parts to the d¢ integral followed by the
use of formula (131).

4.3.3. Summary. Notice that we can rewrite the function lIJZS as an interpolation between
\IIZR and \I’ZA as follows

(133) WS (e, my ,y) =P e, WR (e, m, 1)+ (1= P (e, )02 e, m, 1)
with
VKZ+2A
(134) (e, 1) = ot .
VK220 +y (k2 + 1)

Notice also that
(135)  Wikc,m, 2,00 =WR(,m,2) and  lim W5 (kc,m, A, y) = WAk, m, 1)
y—>+00
since ¢ @ (k, 1) = 1 and limy, o ¢ (k,2) =0.
4.4. Scaling limit.
PROPOSITION 4.4 (Convergence of Fourier—Laplace transform). Forallk,m e R, A > 0

we have

- 00 E, w[efi(K(Ue(l)fU}FmWE (z))]e—xz dt
e—=0Jo ’
(136) \I/{f,(/c, m,A) in the reflected regime,
= \I’fv (k,m,\,y) inthe sticky regime,
\IJ{?, (k,m, A) in the absorbed regime.

PROOF. Using (99) and (103) we can rewrite the Fourier—Laplace transform of Theo-
rem 2.5 in integral form:

0 ’ )
27 J—g 2+ X — 2v, cos(m) %(49/()

Furthermore, by taking the Fourier transform with respect to the w variable, one finds
o0 . .
/ Eu w[e—l/c(u(t)—u)—lmw(t)]e—kl dt
0 :

= e GO (), w', 1)
(137) w'=0
9) 0

( e /
— L/n 2w'>0 fx,x(w’w/)d(nj ” (e_i’hw +eirhw(2%”‘ - 1)>dn_1'
21 Jon 24+ A — 2v, cos () %)
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Hence, for the full Fourier-Laplace transform of the scaled process, one has

> —iV20(Ue) = L) +mWe(0)y —
/ Ey.ule iv/2(e(Ue ()= G5)+m W, D=2 gy

&2 /n/e € Lurz0 £y o (w, welli=mu’
(133) 27 Jone 2+ €21 — v, cos(en)

QP(O)
: <el‘we"" + e (2 ek _ 1)) dn.
)
€2 ek
The explicit form of ff,{ (w, w’) in (21) gives

. Z fz)h g,( ) ie(m—m)w’

w'>0

— , 2] _ €
—€ Z eze(m m)w +€§(1 + (vexlgez)\_,ék — l)lw:()) — 5

w’>0

(139)

Since v ¢, r.ex = 1+ o(e), recalling the definition of the parameter y in (33), one has

©) nie—mw' _ [ iGi—mx’ 50, Y
(140) 11rner2AeK w, w)e —/(‘) e dx —I—E.
Similarly one finds
©)
(141) lim ek R

=020 N yV2R 4
Hence, taking the limit € — 0 in (138) and using (140) and (141) one has

o0 €u
hn% Ey u[e —iV20 (Ue(t) =5 )+mWe(t))] —At g
e—>0J0
fOO i(m—m)x’ dx/—l-L
(142) f 24 2 Y2
27T —00 Atk +m
2, A
,(e—iWnﬁ_i_eiWrﬁ(VKz"'_)‘_V\/i(K +§))>dn_1
ViZ+r+yV2(2+ %)

The previous expression can be further simplified using the Fourier transform (127). In the
end one arrives to:

lim IE wle —iﬁ(K(UE(t)—U)-i-mWE(t))]e—kt dt
(143) e—0
= c(V)(ﬁK, MUE V21, v 2m, 0) + (1 — P (W2, 1)) Wiy (V2ie, V2m, 1)

from which (136) follows. [

PROOF OF THEOREM 2.8. First note that Proposition 4.4 shows the convergence of
the Fourier-Laplace transform of the transition probabilities. So it is only left to prove
that we can get rid of the Laplace transform and have convergence in the time parame-
ter, instead of the Laplace parameter. This is possible because convergence of resolvents
implies convergence of semigroups. More precisely, denote by T (¢) the semigroup of the
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process (Uc(t) — U, We(2)), and let T (¢) be the semigroup of the claimed limiting process
(U(), W(t)), and Ae, A the corresponding generators. By (136), we conclude that for com-
pactly supported smooth functions f : R> — R, the resolvents converge, that is, for all A > 0

lim (. — A f=0—A7 L

Therefore, as compactly supported smooth functions form a core for all A as well as for A by
[6], Theorem 2.2, we conclude also convergence of the semigroups, that is, for all compactly
supported continuous functions we have

lim Te(t) f =T (®) f,

which in turn implies the convergence of the processes in the sense of finite dimensional
distributions. [J

4.5. Local time at 0.

LEMMA 4.5 (Laplace transform of probability to be at zero of sticky Brownian motion).
Let 7 > 0 and let P.(B5(t) = 0) be the probability for a sticky Brownian motion started at z
to be at 0 at time t. We have

(144) [T e o =0d = —L—e s
0 NV2h+yA

PROOF. The Lh.s. of (144) can be rewritten as

lim —/ / e ME <le _lmlB(S(t))l]dtdm
(145)

[T e r B =0)di= 0.0 Jim / WR (O, m, ) dm
0

+ (1 =70, )u))A/[li_I)Iloom/;M wA0,m, x)dm.

It is easy to see that

14 i _ \IJ A
(146) Jim M/ (0, m, 3)dm =0,
and
(147) (1-— <o, 1)) lim 1 /M WA, m, \)dm = Le—«/ﬁa
M—o002M Jom * V2h+ya 0

PROOF OF PROPOSITION 2.11. The first statement (equations (37) and (38)) follows
from the fact that

(148) fooo e Py, (w(t) =0)dt =GP (w, 0, )
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and the r.h.s. can be explicitly written thanks to Theorem 2.5. Furthermore, the diffusive
scaling gives

o0
fo e M, (We(t) = 0) di
=e2G9(w,0,0,1e?)

—1 111}:()
1 + \/E)/G é‘kEZ
Lo+ (V2yhe =G0

_ 2.w
=€ é‘)\62

hence
/ Y e HMB, (W) = 0) di
0
{1+ 2y (1 = 1,—0ev/ 1)} 2 V2We!
1 — eV €
1+eﬁ+(ﬁyke—1)(1—eﬁ)6( )

e +V2y (1 — 1yoe V) (1 — ey/TyVaWe!
2VA 4+ a2 — ey A2A
from which formula (39) follows. [

= (1 + 0(1)) :

=(14+o(1))

5. Applications through duality.

5.1. Time dependent covariances. In this section we look at the (time dependent) co-
variance of 7, (¢) and n,(¢) for the process with generator (1) when initially started from a
product measure. We recall from Section 2.2 that the process (1) encompasses the general-
ized symmetric exclusion process (SEP(j)), the symmetric inclusion process (SIP(k)) and the
independent random walk process (IRW). We will denote by v the initial product measure
and by

(149) p(x) i= / nedv and  x(x) = / nx (e — 1) dv.
We further denote
(150) pi(0) = [ Ey(ne(0) .

We will denote by X;, Y;, respectively X, Y, the positions of two dual particles, respectively
two independent particles, and by E, y, the corresponding expectations when particles start
from x, y. The following proposition describes time-dependent covariances of particle num-
bers at time ¢ > (0 when starting from an arbitrary initial distribution v, in terms of two dual
particles.

PROPOSITION 5.1 (Time dependent covariances throught duality). Let {n(t) : t > 0} be
a self-dual process with generator (1) and oo = 1. Then the covariance function defined in
(40) is given by

B, x,y;v) =(1+ esx,y>{Ex,y[p(xt)p(Y,) —p(X)p(¥)]

1
(151) +Ex,y|:1x,:)/t<l+—0)((xt)_:O(Xl)z)]}

+ 82,y (00 (X)* + i (x))  for6 > —1
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and
(152) S0 v y: vy = | o0 XD () = p(R)p (] forx # .
p: (X)(1 = pg(x)) forx =y,
where
0 IRW,
1
~L sep(j).
J

PROOF. To prove the theorem we use duality relations. From Section 2.2, duality func-
tions for one and two particles dual configurations are given by:

(154) D(8x,n) = cinx,
2
f
(155) DG, +8,,m) = | TP o7
cony(ny —1) forx=y,0 #—1

with

1 IRW, 1 IRW,

1

- SIP 1P
(156) cri=17 SIP(k), = kk+ D) SIP(k),

1 . 1 o

- SEP()), ——— SEP()),j #1.

J jG =1
Notice that the case & = —1 corresponds to the case of SEP(1) for which each site can host at

most one particle. For this case it doesn’t make sense to consider the dual configuration 24,
whereas

(157) D(éx,n) = nx, D(8x + 8y, n) = nxny.
Case 0 > —1. Wehaved > —1,60 + 1 :c%/cz. Then we have

1 1
(158) pr) = — / D@e.mdv and  x(x)= — f D(28,, n)dv.
Cl (&)

We denote by p;(x, y) the transition probability for one dual particle to go from x to y in
time ¢. Moreover we denote by p;(x, y; u, v) the transition probability for two dual particles
to go from x, y to u, v in time ¢. We consider two cases: the first being x ## y. Using self-
duality, we write, for each initial configuration 7,

En[nx([)rly(t)] - pt(x)En[ny(t)] - pt(y)En[nx(t)] + o (xX) o (y)

1 1
= EEW[D(‘SX + 38y, n(®))] = pt(x)aEn[D((Sy’ n())]

1
(159) - p’()’)c_lEn[D(5x’ n())] + p: (x) i ()

2
=Y pi(x yiu, VN + =5 Y Py, (i — 1)
uF#v T u

— e (X)) e (v I — 0 (3) D e (e )y 4 o (X) 1 ().
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We now integrate the n-variable over v and obtain

E (. x, y;v)
1
= i, yiu, )p@p) + Y pi(x, yiu, u)(mx(u) - p(u)2>

(160) — Pt (X)pr (¥) — pt(¥)pr (x) + pr (x) 1 ()
= Z[m(x, yiu,v) = pr(x,u) pi(y, v)]p () p(v)

+Zpt(x y,u, ”)(mx(u) ,O(u)z).

Now we turn to the second case x = y. For 8 #£ —1 we have
1 1
B[y ()] = gEn[D(mx, ()] + aEn[D(am n(1)]
1 1
= gE%x[D((Sx(t) +8y)» M) + C—lEax [D(Sxar), m)]
1
= (X P v vmne 2 3 e w0t 1)

U#v
+ Zpl(xv M)nu
u

Then
E,[n%(t)]dv
(161)
=(1+6) ) pi(x.x;u, v)p(u)p(v)+2p,(x xiu, u)x(u)+2pt(x w)p(u).
u#v
This leads to
B, x,xiv)=(1+0) Y [pr(x, x:u,v) — py(x, 1) py (x, )] pW)p (V)
(162) + ) prCexiu, w) (x ) — (14 60)p(w)?)

+ 0, (x)* + pr (x).
Case 8 = —1. We have
Ey[nx (Ony ()] — p: OEp[ny ()] — pr D)Ey [10x )] + p: (x) 0 (»)
=E,[D(8x 4 8y, n(1))] — p: (X)Ey[D(8y, n(1))]
— pME[D(8x, n(0))] + o (x) ps (¥)

(163)
=Y P, yiu, v)meny — o (X) Y pi(y. v)ny
u,v v

— () Y e, )+ e (x)pr (),
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hence

EO @, x, ;)= pix, yiu,0)p @) p V) — pr (x) ()

u,v

= [piCx. yiu,v) — pi(x, w) py (v, V)] p(w)p (v).

Moreover En[n% ()] =E,[n.(2)], hence
(164) 2D, x,x;0) = pe()(1 — px (1)).

This completes the proof of the proposition. [J

When the initial measure v is assumed to be a homogeneous product measure then the
expression of the time dependent covariances via dual particles further simplifies. This is the
content of the next proposition.

PROPOSITION 5.2 (Case of homogeneous v). Suppose that v is a homogeneous product
measure then, for self-dual processes with generator (1) and o« = 1 we have

o0
/ e_ME(O)(t,x, y;v)dt
0

(14602 | 8

o O = 1) A

X 2 2
=(1466 — 0
(1+ x,y)<9+1 p) ©py + pv)

with &, as in (38), A > 0.
PROOF. We see from (151) that if v is an homogeneous product measure then p (X;) = p.

As a consequence we have

X
(1+6)

Taking the Laplace transform and using (37) the result follows. [

(165) 2@ x,yiv)=(1+ esx,y>( - p2>1P>x,y(Xt — )+ 80, (607 + p).

REMARK 5.3. Notice that if v is an homogeneous product measure that satisfies the
condition

(166) / no(no — 1 dv = (1 +6)p?

then 2@ (¢, x, y; v) is not depending on ¢, and more precisely,
2@, x, y;v)=0 forx#y and 2@, x,x;v) = X+p— p2.

This corresponds to the case where v is a stationary product measure for which the covariance
is constantly zero and the variance is equal at all times to the initial value, that is indeed given
by

Varv(no)=/n3dv—02=x+p—p2-
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5.2. Scaling of variance and covariances in the sticky regime.

PROOF OF THEOREM 2.13. Let x, y € Z, then, from Proposition 5.2 we have

o0
/ e_ME(OE)(e_“t,x, y;v)dt
0

o0
—ehs m
:e“/ e e é.':4(95)(s,x,y;v)ds
0

1 L=y V202
=Ea(1+\/§Ve_15x )< 7)( —p2> (1+\/§V6 lgeak );‘G“Ax '
YA\ V2yel 1 Sy, + (W2yer=Th — ey

3
+ = V2pp? + p).
Now we use the fact that {5 = (1 — «/5)(1 4+ 0(1)) for small § and we obtain that, for x # y,
v, s Ve@p) V2!
Zﬁe_(%_l) + «/Eyk

as € — 0. This produces the result for the covariance. For x € Z, we get

o
/ e_)"E(gf)(e_at, x,x,v)dt
0

e.¢]
(167) / e Mgl (e x, y;v)dt = (14 0(1))
0

168 L1y oy (€ F 2y (1 = Vel)) _
19 {1+ vare ) G (Ve 4 0)

(I +o(D))

as € — 0, from which the statement for the variance follows. [
5.3. Variance of the density fluctuation field.

PROOF OF THEOREM 2.15. From the definitions of the variance of the density fluctua-

tion field (Eq. (45)) and of the time dependent covariances of the occupation numbers (Eq.
(40)), we have

(169) E[(Ze(@,n,0)]=€> 3 (ex)P(ey)E® (e 721, x, y; v).
X, y€EZ

Using (167) and (168) for the time-dependent covariances we get

/0 e ME (2 (@, n, 1) ] di

=2 > QJ(ex)dD(ey)/ MEO) (721, x, y; v)dt
xXF#y

o0
—i—eZZCI)(ex)Z/O e_}"E(ef)(e_zt,x,x; v)dt
X

Y aenoen 2 )
=—c 2 €x)P(ey N 0
+eZd><e 3 IK"J_( +o(1))

from which the result follows. O
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