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Summary

The displacement of a nonwetting phase by a wetting phase is characterized by the capillary number. Different forms of capillary num-
ber have been used in the literature for flow in porous media. A capillary number for a single rock fracture has been defined in the litera-
ture, using the mean aperture to characterize the trapping and mobilization in a fracture.

We propose a new capillary-number definition for fractures that incorporates geometrical characterization of the fracture, dependent
on the force balance on a trapped ganglion. The new definition is validated with laboratory experiments using five distinctive model
fractures. The model fractures are made of glass plates, with a wide variety of hydraulic apertures, degrees of roughness, and correlation
lengths of the roughness. The fracture surfaces were characterized in detail and statistically analyzed. The aperture distribution of each
model fracture was represented as a 2D network of pore bodies connected by throats. The hydraulic aperture of each model fracture
was measured experimentally. Capillary desaturation curves (CDCs) were generated experimentally using water/air in forced imbibi-
tion. The transparent nature of the system permits us to determine the residual air saturation as a function of pressure gradient from the
captured images.

The residual nonwetting saturation/capillary-number relationship obtained from different fractures varying in aperture and rough-
ness can be represented approximately by a single curve in terms of the new definition of the capillary number. They do not fit a single
trend using the conventional definition of the capillary number.

Introduction

Most underground reservoirs have some degree of fracturing caused by different Earth stresses. Natural fractures can be present in
almost every lithology, with different characteristics in terms of their conductivity, storage capacity, and the degree of wall roughness
(van Golf-Racht 1982). The reservoir is considered a naturally fractured reservoir (NFR) if fractures are predicted to have a significant
effect on reservoir-fluid-flow dynamics (Nelson 2001). NFRs have been explored and exploited globally for geothermal energy, petro-
leum production, coalbed-methane production, and nuclear-waste sequestration (Ramspott et al. 1979; Persoff and Pruess 1995). Under-
standing and predicting the entire behavior of NFRs requires understanding the flow in a single fracture (Rossen and Kumar 1992). A
single fracture has rough walls and variable aperture, as well as asperities where the two opposing fracture walls are in contact with
each other (Olsson and Barton 2001). Therefore, it can be represented as a 2D network of locations of wide and narrow aperture (Tsang
1984; Brown and Scholz 1985; Wang and Narasimhan 1985; Brown et al. 1986; Schrauf and Evans 1986; Pyrak-Nolte et al. 1988;
Morrow et al. 1990; Rossen and Kumar 1992; Odling and Roden 1997; Hughes and Blunt 2001). Thus, fractures can be considered as
2D analogs of the 3D networks of throats and bodies that compose the pore network of rock matrix (Rossen and Kumar 1992; Hughes
and Blunt 2001). During two-phase flow in a fracture, there is a similar competition between viscous and capillary forces as in rock ma-
trix, which can be represented by a capillary number. However, the capillary number in rock is not adequate to describe the mobiliza-
tion of nonwetting phase in fractures, as is shown in this paper.

Rock-Matrix Capillary Number. In two-phase immiscible displacement, the competition or interplay between viscous forces and
capillary forces determines the mobilization of trapped nonwetting phase. The capillary number was first described using the results of
several flooding experiments by Moore and Slobod (1955) in a variety of porous media. The relationship was called the Viscap concept
(Eq. 1), with “Viscap” denoting viscosity and capillary pressure:

Nca �
vl

ccosh
; ð1Þ

where v is the superficial velocity, l is the viscosity of the displacing fluid, c is the interfacial tension (IFT), and h is the contact angle.
Another form of the capillary number uses the permeability of the matrix (Reed and Healy 1977),

Nca �
kjrPj
ccosh

; ð2Þ

where k is permeability, j!Pj is the magnitude of the pressure gradient, h is the contact angle, and c is IFT. One can derive Eq. 2 from
a force balance on a trapped nonwetting ganglion, assuming that both pore-throat radius and pore length each scale with the square root
of permeability (Sheng 2010). This assumption is reasonable for geometrically similar porous media such as packings of beads or sand.
A historical review of different forms of capillary number is presented by Taber (1981). Many of these expressions of the capillary
number are equivalent (Chatzis and Morrow 1984). The major difference between different forms of capillary number is that some
include the porosity and some others include relative permeability.

Fracture Capillary Number. A number of studies during the last four decades have examined fracture relative permeability and capil-
lary pressure. The pioneering study of flow in fractures concluded that fracture relative permeability is a straight-line relationship
(Romm 1966). This is a case-specific relationship that applies if capillary pressure inside the fracture is insignificant compared with
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gravity and viscous forces. However, when capillarity in a fracture is significant, the relative permeability deviates from linearity
(Pruess and Tsang 1990; Fourar et al. 1992; Rossen and Kumar 1992; Pieters and Graves 1994; Maloney and Doggett 1997; Izadi
et al. 2012).

If gravity and viscous forces are not dominant, the capillary number describes the mobilization of the nonwetting phase. Hughes and
Blunt (2001) studied multiphase flow in a single fracture using a pore-network model. They generated a model of the fracture from pub-
lished aperture data, and the capillary number for this model was defined as

Nca �
Qlw

dbNyc
; ð3Þ

where Q is the volumetric-flow rate, lw is the displacing-fluid viscosity (water in this case), d is the mean aperture, b is the resolution
(width of the pixels), Ny is the number of pixels perpendicular to flow across the fracture, and c is the IFT. [We have changed the no-
menclature of Hughes and Blunt (2001) for consistency with our derivation later in this text.] This definition is obtained from Eq. 1 by
replacing the superficial (Darcy) velocity with the volumetric-flow rate Q divided by the cross-sectional area (dbNy). The derivation of
the capillary number for rock from a force balance on a trapped ganglion assumes that permeability scales with the product of pore-
throat radius and pore-body length. This assumption is questionable for fractures, where fracture permeability could be the same for a
slit with smooth walls and no trapping and a fracture with large variations in aperture and significant trapping.

We present a derivation of the capillary number for a fracture dependent on force balance on a trapped nonwetting ganglion. The
variation of aperture d is the geometric parameter that is responsible for trapping the nonwetting phase in the fracture. Capillary pres-
sure across a curved interface where the aperture is d is

Pc ¼
2ccosh

d
: ð4Þ

Eq. 4 assumes that the length scale along which aperture varies in the fracture plane is much greater than the aperture itself; thus,
interfaces are nearly cylindrical rather than spherical. We provide justification below. The principal radii of curvature of the interface
between wetting and nonwetting phases are thus r1¼ dcosh/2 and r2 � 1 (Pruess and Tsang 1990). Consider a fracture with some
degree of roughness where a trapped ganglion is on the verge of forward displacement, as shown in Fig. 1.

Fig. 1 shows the flow direction and the characteristic pore-throat and pore-body apertures. The aperture is exaggerated in Fig. 1. As
noted, the curvature across the fracture is much greater than that along the fracture; therefore, the maximum capillary pressure during
passage through the throat can be written as

Pc ¼
2ccosh

dt
; ð5Þ

where dt is the minimum aperture (i.e., aperture at the throat). The capillary pressure difference across the interfaces of a ganglion, with
its leading edge penetrating a throat and its trailing edge in a pore body, is given by

DPc ¼
2c
dt
� 2c

db

� �
cosh; ð6Þ

where db is the aperture at the body. The pressure difference across the ganglion, with length of Lg, must be greater than this pressure
difference if the ganglion is to be mobilized:

rPLg >
2c
dt
� 2c

db

� �
cosh ¼ 2c

dt
1� dt

db

� �� �
cosh: ð7Þ

One can regroup the terms in Eq. 7 to restate the criterion for mobilization in terms of a dimensionless capillary number:

rPLgdt

2c 1� dt

db

� �� �
cosh

� Nca > 1: ð8Þ

The permeability of a fracture, approximated as a smooth rectangular slit, can also be written as a function of the hydraulic aperture
(van Golf-Racht 1982; Tsang 1992; Zimmerman and Bodvarsson 1996):

Q ¼ 1

12

jrPjwd3
H

l
; kf �

d2
H

12
; ð9Þ

where Q is the volumetric-flow rate, j!Pj pressure gradient, w is the width perpendicular to flow, l is the viscosity, and dH is the
hydraulic aperture.
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Fig. 1—Schematic of rough fracture with a trapped ganglion. The aperture of the fracture is greatly exaggerated in this figure com-
pared with distance along the fracture plane.

J189448 DOI: 10.2118/189448-PA Date: 2-June-18 Stage: Page: 789 Total Pages: 15

ID: jaganm Time: 12:21 I Path: S:/J###/Vol00000/170111/Comp/APPFile/SA-J###170111

June 2018 SPE Journal 789



Eq. 9 is in effect a definition of the hydraulic aperture dH. Introducing permeability kf into Eq. 8, and noting its relation to dH, yields

Lgdt

1� dt

db

� �
cosh

� dHð Þ2
dt

dH

� �
Lg

dt

� �
dt

dH

� �
1

1� dt

db

� �
cosh

; ð10Þ

Nca �
rPkf

ccosh

� �
12

2

� �
dt

dH

� �2 Lg

dt

� �
1

1� dt

db

� �
2
664

3
775: ð11Þ

The first part of this definition of the capillary number is identical to Eq. 2 (i.e., the definition used traditionally for porous media).
The second part accounts for the effect of fracture roughness: the narrowness of the “throats,” the distance between throats, and the con-
trast in aperture between pore throats and bodies. The term in brackets is a geometric factor; Yeganeh et al. (2016) identified a similar
factor in the capillary number for rock matrix. To be useful, the terms in this definition must be derivable from a consideration of the
fracture itself, without, for example, needing to conduct a two-phase-flow experiment (Tsang 1984; Brown and Scholz 1985; Wang and
Narasimhan 1985; Brown et al. 1986; Schrauf and Evans 1986; Pyrak-Nolte et al. 1988; Morrow et al. 1990; Johns et al. 1993; Hakami
and Larsson 1996; Odling and Roden 1997; Oron and Berkowitz 1998; Hughes and Blunt 2001; Karpyn et al. 2007; Lang et al. 2015,
2016). We describe how to drive these parameters in the next section.

Design of Model Fracture

Five different physical-model fractures were designed for capillary desaturation experiments to test the new expression for the capillary
number. In the literature, different experimental approaches are presented, including splitting the core into two halves, which are then
reassembled with a spacer in between (Haugen et al. 2012; Skoreyko et al. 2012). However, one cannot observe directly the flow inside
an opaque rock sample. Microfluidic devices are used to represent flow in fractures (Buchgraber et al. 2012; Gauteplass et al. 2015).
Microfluidic devices have distinct, usually rectangular, channels, which do not represent an aperture that varies continuously over
space. A third option is to design a fracture apparatus made of glass plates. Model fractures using glass plates have been used to study
flow in fractures (Fourar et al. 1992; Pieters and Graves 1994; Chen et al. 2004a, b; Yan et al. 2006; Qian et al. 2011). The transparent
nature of the glass provides the ability to observe the flow and to determine the saturation during the experiment. The variety of com-
mercially available roughened glass makes it possible to test a wide range of types and scales of roughness. Therefore, we designed five
different model fractures using glass plates fabricated in collaboration with Trace Elemental Instruments (Delft, The Netherlands).

The lengths of the fractures are 30 cm with a width of 10 cm perpendicular to flow. Each fracture consists of a roughened plate that
represents fracture-wall roughness and a top plate that is smooth, to allow direct observation of the flow and measurement of saturation.
Here, as in other studies (Pieters and Graves 1994; Chen et al. 2004a, b), area fraction is used as an approximation to fracture saturation.
Five different roughened-glass samples were selected for this study, with a wide variety of degrees of roughness. Each roughened plate
includes four ports, two to measure the pressure difference and two as flow inlet and outlet. The gap between the top plate and the rough
surface represents the fracture aperture. The two glass plates are glued together using Araldite 2014 (Polyestershoppen B.V.,
Moordrecht, The Netherlands) which is a two-component epoxy adhesive that has a tensile strength of 26 MPa at 23�C. The glue was
found not to have any adverse effect on IFT. The plates are mounted using two wooden bars to hold the plates firmly and prevent the
glass from bowing outward during the flow.

Geometric Characterization of Model Fractures. The five roughened-glass samples were profiled to quantify the spatial and vertical
variation in the height of the surface of each sample. The Chromatic Profiler (Precitec Optronik GmbH, Philips Innovation Services,
Eindhoven, The Netherlands) has a height resolution of 0.5mm and scanning window of 50.0� 50.0mm. The device uses a lens system
with chromatic aberration, and reflected color is a measure for height. A randomly selected patch of area of 4.0� 4.0 cm was used for
the measurement. Light scattering causes the optical profilers to miss the determining height at some locations. It accurately captures
height at positions with relatively shallow small slopes, but not at positions with very steep slope. Fortunately, the regions captured
include the maxima, minima, and saddle points in height, which are the most significant locations for our purposes. The instrument
restores the missing data using spline interpolation. We limit the restoring algorithm to five iterations to avoid creating spurious maxima
and minima in our measurements. We scanned two separate 4.0� 4.0-cm patches in the same sample to confirm that we had obtained a
representative measurement for the whole surface. Fig. 2 shows the results of the two areas measured in Sample 1.

In addition, the descriptive statistics of each patch were calculated along with the height values obtained from the Chromatic Pro-
filer. The shapes of the height-data histograms of the two areas are similar (Fig. 3), which indicates that although the surface features
are random, they are statistically similar.

Some descriptive statistics of the two measurements are shown in Table 1. Sa and Sq are the arithmetic and root-mean-square devia-
tion from average height, respectively. They are within 5% of each other at two randomly selected patches. Sa and Sq are calculated
using Eqs. 12 and 13, respectively, where A is the area of a pixel and z is the height.

Sa ¼
1

A

ð ð
A

jzðx; yÞjdxdy; ð12Þ

Sq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

A

ð ð
A

z2ðx; yÞ
vuut dxdy: ð13Þ

From this analysis, we conclude that the 4.0� 4.0-cm patch is adequate to represent the roughness of the whole surface. The remain-
ing four samples were scanned using NPFLEX White Light Interferometer Optical Profiling (Philips Innovation Services, Eindhoven,
The Netherlands), which has an accuracy of 0.1 to 3 nm depending on the measuring technique, and the data processing was performed
with MountainsMap 6.2 (Digital Surf, Besancon, France). The white-light interferometer was used because the Chromatic Profiler pro-
vided unsatisfactory results in terms of both coverage and the expected height data. Two samples out of four were coated by depositing
a layer of silver that was 150 nm thick to enhance the reflection. Sample 2 is regular pattern, and hence the measurement was performed
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on 1.0� 1.0 cm of the glass and a lateral resolution of 3.6 mm. Fig. 4 shows the 3D surface topography of Sample 2. Figs. 5, 6, and 7
show the 3D surface topography for Samples 3, 4, and 5, respectively. The surface height differs substantially among the samples. The
zero value is an arbitrary height that is defined as the average height after leveling. Table 2 summarizes all sample-height statistics and
roughness values.

Fracture 2D Flow Network. Mobilizing or trapping a ganglion of dispersed phase depends on both the aperture at the restriction in
flow and the length of the ganglion. A fracture can be considered as a 2D network of pore bodies (maxima in aperture) connected by
throats (saddle points between pore bodies). Several methods are available in the literature to extract a realistic pore network of matrix-
rock samples, as described by Rabbani et al. (2014). The method we use is derived from a simple concept using flood-fill and image
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Fig. 2—Chromatic Profiler height data: (left) Patch 1; (right) Patch 2.
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Fig. 3—Histogram of the height data of Sample 1: (left) Patch 1; (right) Patch 2.

Location 1 Location 2 

Mode –189 –188
Median –77 –77
Sa (Eq. 12) 189 180
Sq (Eq. 13) 247 233

Table 1—Sample 1 height statistics and roughness values.
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slicing. A MatLab
VR

(MathWorks, Inc., Eindhoven, The Netherlands) code was developed to highlight all areas with height less than
some threshold and then produce images at every 5-mm increment in height for the very rough samples and at 10-mm increments for the
less-rough ones. An isolated, deep region represents a pore body. When two regions join upon increasing height, the connection
between them is a pore throat. The sequence of images is loaded into ImageJ, a public-domain, Java-based image-processing program
(developed at the US National Institute of Health), to identify the pore throats and draw the pore-body boundaries. The pore-body depth
is the deepest point surrounded by at least two throats. AlQuaimi and Rossen (2017) show histograms of pore-throat and pore-body
heights. The constrictions to flow are not local maxima in height, but saddle points between them.

The pore-throat and pore-body identifications were superimposed on the 3D topographic images of all the samples to generate the
2D networks. AlQuaimi and Rossen (2017) show pore-throat and pore-body locations on the fracture topography. Appendix A shows
the 2D networks of pores constructed in this way. The lines are drawn around the pore bodies and connecting the pore throats of each
pore. In some cases, we exclude shallow saddle points within a pore body and count them as part of the larger pore body. The 2D net-
work was also used to estimate the characteristic length of a pore body, which is necessary for our definition of the capillary number
(Eq. 11). The length is measured in two directions for all the pore bodies and then an average value is used in the analysis. Semivario-
gram analysis was also conducted to quantify the special variation of the roughness. The correlation length for aperture is an alternative
measure of ganglion length, as shown here. AlQuaimi and Rossen (2017) show the semivariogram analysis of our model fractures. The
distance between two consecutive peaks or troughs in the semivariogram is the correlation distance.

Experimental Design

The 30.0� 10.0-cm-long model fracture consists of two glass plates, a clear-glass plate on the top and a rough-glass plate on the bot-
tom, glued together at the edges with adhesive. Two wooden holders are screwed on the fracture to prevent the glass from bowing
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Fig. 4—Sample 2, 3D surface topography.
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Fig. 5—Sample 3, 3D surface topography.
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outward, which could cause the aperture to vary. The bottom glass plate has injection and production ports, and two pressure ports with
a distance of 16 cm in between. A pressure-difference sensor is connected to the model fracture to provide pressure readings across an
area of 16.0� 10.0 cm. The sensors are silicon on-chip, signal conditioned, and temperature compensated. These MPXV5010DP and
MPXV5010DP transducers (Freescale Semiconductor, Muenchen, Germany), have a range of 0 to 10 kPa and 0 to 50 kPa, respectively,
with a maximum error of 5.0% from 0 to 85�C temperature. The sensors are connected to a data-acquisition unit and a computer, where
pressure is recorded once per second.

Water is injected through a standard infusion PHD Pump Model-703005 (Harvard Apparatus, Holliston, Massachusetts, USA). Flow
rates are stated to be accurate within 0.35%, with reproducibility within 0.05%. This pump is equipped with microstepping techniques
to further reduce flow pulsation. The pumping rate ranges from 0.0001mL/h to 220 cm3/min.

A high-definition camera is placed on top of the fracture to capture images at different stages during the experiment.
A compact backlight (Model CVI STAR-BL-110/110-WH-24V, Stemmer Imaging, Zutphen, The Netherlands) provides constant

and even illumination. Uniform light is needed to produce noise-free images, which are used to obtain the saturation at different pres-
sure gradients. The whole setup is placed in a 60� 60�150-cm box to isolate the system from external lights, as shown in Fig. 8.
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Fig. 7—Sample 5, 3D surface topography.

Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 

Mode –189 –42 94.2 22.7 –31.7
Median –77 –0.5 21.7 7.5 –6.9
Sa (Eq. 12) 189 29.1 131 36 35
Sq (Eq. 13) 247 33.7 157 44 42

Table 2—Summary of all samples’ height statistics and roughness values.
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Fig. 6—Sample 4, 3D surface topography.
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The setup is used first for measuring the hydraulic aperture, dependent on single-phase water flow, followed by capillary desatura-
tion experiments.

Determination of Hydraulic Aperture. To determine aperture from the height data, one must estimate the gap between the flat
upper glass plate and the peaks in the roughened plate. Fluid flow through a single fracture has been described approximately by Eq. 9
(Witherspoon et al. 1980; Hakami and Larsson 1996), which assumes that the fracture comprises two smooth, parallel plates. The
hydraulic-aperture values were measured experimentally by injecting water and measuring the pressure gradient.

The hydraulic-aperture values and the distribution of the height values were used with effective medium approximation (EMA),
which provides an approximate solution of the conductivity of heterogeneous network by converting it into a hypothetical homogeneous
one with conductivity gm (Kirkpatrick 1973; Koplik 1981, 1982; Rossen and Kumar 1992), to estimate the gap distance (dz) between
the highest point of the rough plate and the flat top plate. If dz is zero, then the two plates are estimated to be in contact at the peaks of
the roughened plate. Therefore, no adjustment is needed for dt and db in Eq. 14. dz was estimated by comparing the hydraulic aperture
from the experiments to that estimated using EMA and aperture distribution:

ð1

0

nðdÞ gm � gðdÞ

gðdÞ þ Z

2
� 1

� �
gm

dd ¼ 0; ð14Þ

where n(d) is the area fraction from the histogram of each surface, g(d) is the conductivity (d3) of aperture d at a particular location, Z is
the coordination number of the network, and gm is the effective conductivity of the medium (i.e., d3

H). The value of Z was selected to be
4. This value was used previously to study single- and two-phase flow in a fracture (Rossen and Kumar 1992). The distance dz was
adjusted until Eq. 14 was satisfied with gm ¼ d3

H .
The experiments start with a small water-flow rate, and the rate is increased to obtain several pressure measurements. The flow

experiments for our model fractures showed a linear relationship between Q and j!Pj, which indicates that the inertial forces were neg-
ligible and there was no change in aperture during flow. This linear relationship is used in Eq. 9 to obtain the hydraulic aperture.
AlQuaimi and Rossen (2017) show the relation between flow rate and pressure gradient. The sensor was not able to record any pressure
gradient in Sample 1 using water flow. Therefore, a 70 wt% glycerol (49770 Sigma-Aldrich; Sigma-Aldrich Chemie BV, Zwijndrecht,
The Netherlands) solution was used, after measuring its viscosity using an Anton Paar Rheometer (Anton Paar GmbH, Oslo, Norway).
The viscosity of the solution was 0.0251 Pa�s.

Table 3 provides the values of the hydraulic aperture. The hydraulic-aperture values and the distribution of the height values were
used using the EMA (Eq. 14) to estimate dz, as also given in Table 3.
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Fig. 8—Experimental-setup layout.

dH (µm) dz (µm) db (µm) dt (µm) LP (µm) Lcor (µm) Geometric Factor 

Sample 1 660 0 1118 808 2661 2754 106.8
Sample 2 79 8 138 68 819 795 108.3
Sample 3 324 54 847 437 5156 4800 258.5
Sample 4 116 45 255 145 4415 5100 661.7
Sample 5 102 0 198 118 2421 2240 407.7

Table 3—A summary of the geometric parameters and the geometric factor of the model fractures.
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We take the characteristic pore-throat aperture dt in Eq. 11 to be the aperture at the percolation threshold of this network. This is the
height at which the fluid forms a continuous path across the patch in a specific direction. The flood-fill images were used to determine
the percolation threshold. AlQuaimi and Rossen (2017) illustrate the percolation threshold for each sample. We take the average pore-
body aperture for db, and the average length of the pores (Lp) to be Lg. A simpler approach, and equally accurate, is to take the correla-
tion length (Lcor) of the aperture distribution for Lg. Individual ganglia may differ in length from Lp or Lcor, but on average they are
expected to scale with either measure, as in 3D porous media (Larson et al. 1981; Chatzis et al. 1983; Mayer and Miller 1992). Table 3
summarizes the values of the characteristic pore-throat aperture (dt), characteristic pore body-aperture (db), and the pore-body length
estimated using pore-network analysis (Lp) and the semivariogram (Lcor). The difference in length of the pore body between the two dif-
ferent procedures is modest. The pore-body length that is used in the calculation in the capillary number (Eq. 11) is the one derived
from the pore-network analysis. Table 3 also shows that the ratio (dt/Lp) ranges from approximately 3 (Sample 1) to approximately 30
(Sample 4). The width of a throat in the fracture plane scales with (but is somewhat smaller than) Lp; this indicates that for all the frac-
tures except for Sample 1, our assumption in Eq. 6 that interface curvature across the fracture aperture is much greater than that within
the fracture plane is very good.

Numerous studies characterizing aperture variation and fracture-wall roughness could be used to generate such a representation
(Tsang 1984; Brown and Scholz 1985; Wang and Narasimhan 1985; Brown et al. 1986; Schrauf and Evans 1986; Pyrak-Nolte et al.
1988; Morrow et al. 1990; Johns et al. 1993; Hakami and Larsson 1996; Odling and Roden 1997; Oron and Berkowitz 1998; Hughes
and Blunt 2001; Karpyn et al. 2007; Lang et al. 2015, 2016).

Capillary Desaturation Experiment

Water/air forced-imbibition experiments were conducted with dyed water to enhance the contrast between the air and water. The dye was
methylene blue (Fluka Chemie AG, Buchs, Switzerland), with a concentration of 0.001 wt%. The surface tension of the dyed water was
70.0 mN/m, as measured by KSV Sigma Tensiometer (Dyne Testing Limited, Staffordshire, UK). We assume cosh¼ 1 (perfectly wetting
by water) in the calculation of the new capillary number (Eq. 11), but at any case it is constant throughout the experiments. In these experi-
ments, the procedure is as follows. The model-fracture parts are thoroughly cleaned using ethanol before fabrication. The injected water is
demineralized to avoid mineral precipitation. The syringe and tubes are changed for each model-fracture experiment. Water is injected at
0.5 cm3/min, in horizontal flow, until no further change in saturation is observed. The rate is increased and an image is taken when two
conditions are satisfied: The first condition is that no further change in saturation is observed, and the second is that the pressure is stable
for at least 15 minutes. Successive images are taken with incremental increases in injection rate until low residual saturation is achieved.
The images are loaded into the image-processing software ImageJ to determine the saturation at each pressure gradient.

The hydraulic aperture of Samples 1 and 3 are the largest, as shown in Table 3; therefore, no measurable pressure gradient was
recorded with water in Sample 1, and insignificant pressure gradient in Sample 3. A glycerol mixture was therefore used instead. Meth-
ylene blue-dyed water and glycerol appeared to be unstable to phase separation. Thus, a glycerol-based food coloring was used for these
samples instead of methylene blue. The new mixture was stable and this dye has only a minor effect on the surface tension, as shown
in Table 4. Precipitation was checked by measuring the surface tension and observing sample appearance after the mixing and 24
hours afterward.

Results. AlQuaimi and Rossen (2017) show the unprocessed and processed images of all the desaturation tests. An example of the
unprocessed and the processed images is shown in Appendix B. We developed two procedures for the analysis of the images: image
thresholding to detect the boundary of the ganglion and the built-in finding-edges option in ImageJ. The difference between these two
procedures is used as the estimated error in the analysis of the saturation (Fig. 9; y-axis). The estimated error in Nca (Fig. 9; x-axis)
reflects fluctuations in the measurements of the pressure sensor. Fig. 9 shows the relation between air saturation normalized to
initial saturation and pressure gradient. In a few cases, at relatively low pressure, gradient gas trapped upstream was displaced into the
region we monitored and became trapped there; thus, in a few cases normalized saturation increases before it declines with increasing
pressure gradient.

The pressure gradient j!Pj required to mobilize ganglia and the rate of change of saturation differ among samples. The aperture
size and the length scale along which aperture varies explain the difference in pressure gradient required to mobilize ganglia in the five
model fractures. Fig. 10 shows the CDC of the five samples plotted against the conventional capillary number (Eq. 2) plotted in a semi-
log scale (Larson et al. 1981; Lake et al. 1986; Sheng 2010). The scatter is less than in Fig. 9, but still the trend varies by at least an
order of magnitude in Nca. Using the experimental data along with the geometric factor we determined for the individual model frac-
tures (Eq. 11), the relationship can be represented approximately by a single curve (Fig. 10). The trends for four of the samples overlie
each other, and Sample 2 differs from the others by much less than an order of magnitude. Sample 2 is the narrowest of our model frac-
tures, and the only one with a regular, repeating pore structure. In other respects, it falls within the range of properties of the other sam-
ples. Beyond this observation, we do not have an explanation for the difference in our results. Nevertheless, the difference is still less
than scatter in the plot using conventional capillary number. The new capillary number falls in a higher range because of the geometric
factor. The new definition derived from a force balance on a ganglion trapped in a fracture better represents the mobilization of the non-
wetting discontinuous phase in the fracture by using the geometric parameters for the fracture. As noted, means exist to measure the pa-
rameters required for this geometric factor. Alternatively, it may be possible to develop heuristics to relate fractures of different types
(shear or open fractures) or in different geological formations to these parameters, similar to how Nca correlations in rock are adjusted
for different formations (Larson et al. 1981; Lake et al. 1986).

Mixture γ (dynes/cm) Comment

Glycerol (water 30% + methylene blue) 64 through 52 Not stable over 0.5 hours 
Glycerol (water 30%) 66.3 Recently mixed 
Glycerol (water 30%) 66.2 Idle for 24 hours 
Glycerol (water 30%+ glycerol dye) 65.9 Recently mixed 
Glycerol (water 30% + glycerol dye) 65.6 Idle for 24 hours 

Table 4—Surface-tension measurement of glycerol mixture.
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Conclusions

1. A new definition of capillary number for fractures was defined from a force balance on a trapped ganglion in a fracture.
2. Three geometric parameters were identified to describe features governing mobilization. These parameters can be determined from

analysis of a map of fracture aperture along the fracture, with no two-phase-flow data.
3. A 2D pore-network representation of each fracture was generated from the map of aperture using flood-fill and image-slicing techniques.
4. Experimental desaturation experiments were conducted to quantify the relationship between trapped ganglions and the pressure gradient.
5. The new definition of the capillary number was tested in the experimental data and showed its suitability to describe the mobilization

of trapped nonwetting phase in fractures.

Nomenclature

A ¼ area fraction of a pixel, m2

b ¼ resolution (width of pixel), m
d ¼ aperture, 10�6 m

db ¼ pore-body aperture, 10�6 m
dH ¼ hydraulic aperture, 10�6 m
dt ¼ pore-throat aperture, 10�6 m
dZ ¼ gap distance between the highest point of the rough plate and the flat top plate, 10�6 m
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Fig. 9—Normalized air saturation in experiments vs. pressure gradient for the five different model fractures. The estimated error in
the y-axis represents the uncertainty in the analysis of images of trapped air, whereas the estimated error in the x-axis represents
the maximum error of the pressure sensor.
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Fig. 10—Comparison between conventional (Eq. 2) and new capillary numbers (Eq. 11). The trend varies considerably between
samples. The plot shows that the trend cannot be captured by the conventional capillary number. The relationship can be repre-
sented by approximately a single curve if the defined fracture geometric parameters are considered.
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d ¼ mean aperture, 10�6 m
g(d) ¼ conductivity (d3) of aperture d at a particular location, m3

gm ¼ effective conductivity of the medium, m3

k ¼ permeability, m2

kf ¼ fracture permeability, m2

Lcor ¼ correlation length of the aperture, 10�6 m
Lg ¼ length of a ganglion, 10�6 m
Lp ¼ length of the pore, 10�6 m

n(d) ¼ area fraction from the histogram of a surface as a function of aperture, m2

Nca ¼ capillary number, dimensionless
Ny ¼ number of pixels perpendicular to flow, dimensionless
Pc ¼ capillary pressure, N/m2

Q ¼ volumetric-flow rate, m3/s
Sa ¼ arithmetic deviation from average height, dimensionless
Sq ¼ root-mean-square deviation from average height, dimensionless
v ¼ superficial velocity, m/s
w ¼ width of the fracture perpendicular to flow, m
Z ¼ coordination number, dimensionless
c ¼ IFT, N/m

DP ¼ capillary pressure difference, N/m2

h ¼ contact angle, dimensionless
l ¼ displacing-fluid viscosity, Pa�s

lw ¼ water viscosity, Pa�s
!P ¼ pressure gradient, N/m2/m
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Appendix A

Topography of fracture samples with conceptual 2D network superimposed on images.
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Appendix B

Example of unprocessed images (Sample 4) and processed images (Sample 4).
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Injection

Processed Images (Sample 4)

Injection

SI Metric Conversion Factors

dynes/cm�E�03 ¼N/m
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