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Summary

The pressure on groundwater systems, especially in coastal regions, increases as
the population rapidly grows. In these regions, management of water tables and
fluxes is important to minimize droughts, salt-water intrusion, and flooding.
Proper management of such groundwater systems requires knowledge of how
groundwater responds to water entering and leaving the system. Groundwater
models can translate changes in inflow and outflow into changes in the ground-
water table and flow. Proper calibration of these models depends on measure-
ments of the flow and the groundwater table. While the groundwater table can
be measured relatively easily, flow can only be measured either when it enters
or exits groundwater systems (e.g., wells, infiltration, seepage), indirectly with
tracers (solutes or heat), or with a variety of geophysical techniques. In this
dissertation, a new approach is presented to measure horizontal groundwater
in the aquifer with distributed temperature sensing (DTS) along cables that are
inserted with direct-push equipment.

In a heat tracer test, temperature is measured to estimate groundwater flow.
In this dissertation, the temperature is measured with fiber-optic cables that are
inserted up to 45 m in unconsolidated aquifers using direct-push equipment,
so that the cables are in direct contact with the aquifer. The temperature can
be measured every 13 cm along fiber-optic cables with DTS. Two types of heat
tracer tests are distinguished: passive heat tracer tests and active heat tracer
tests. In passive heat tracer tests, the groundwater temperature fluctuations are
induced naturally at the surface. In active heat tracer tests, a heating cable ac-
tively transfers heat to the groundwater.

Heat tracer tests benefit from accurate temperature measurements with un-
certainty estimates. An approach is developed to estimate the uncertainty of
temperatures estimated fromDTSmeasurements. The uncertainty in DTSmea-
surements is the result of the noise from the detectors and the uncertainty in the
calibrated parameters that relate the backscatter intensity to temperature. The
uncertainty varies along the fiber as the backscatter intensity decays and varies
over time due to a fluctuating laser intensity. A new calibration procedure is

vii



viii Summary

presented that reduces the uncertainty in the estimated temperature and pro-
vides a confidence interval to the estimated temperature. First, the noise in the
backscatter intensity measurements is estimated. The parameter uncertainty
is reduced by weighing the backscatter intensity with the inverse of the noise
variance, so that large intensity measurements have a larger weight in the pa-
rameter estimation. The confidence intervals for the estimated temperatures are
computed by propagating the noise and the parameter uncertainty with Monte
Carlo sampling. In double-ended setups, measurements are made from both
ends of the fiber resulting in large differences in uncertainty between bothmea-
surements. To improve the estimates along the entire fiber, the temperatures
estimated from both ends of the fiber are averaged using the weighted average.
Connectors that are used to connect fibers introduce time-variant losses. These
losses are compensated for bymaking use of fiber sections with amatching tem-
perature, to prevent a bias in the estimated temperature. The developed DTS
calibration procedure is implemented in the “dtscalibration” Python package.

Passive heat tracer tests use the fiber-optic cables inserted in the aquifer to
measure naturally occurring temperature fluctuations. This type of test works
best when temperature of, e.g., infiltrating surface water varies seasonally, be-
cause variations with a shorter variation dampen out over a short distance. A
passive heat tracer test was conducted at a bank filtration system, for which
the travel time distribution of the soil passage is a critical design parameter.
Groundwater flow from the infiltration basin to the pumping wells was sim-
ulated with a model for combined groundwater flow and heat transport. The
temperature variation of the infiltrating water introduced a seasonal variation
in the travel time distribution through seasonal variation of the viscosity. The
travel time of the fastest 10% reduced from 49 to 42 days in the summermonths,
which increases the risk of pathogen contamination of the pumped water.

Active heat tracer tests rely on a heating cable to raise the temperature. The
heating cable and fiber-optic cable are inserted together in the aquifer, with-
out control of their relative position. A new method was developed to accu-
rately estimate the specific discharge independent of the position of the fiber-
optic cable relative to the heating cable, by fitting an analytical solution for two-
dimensional horizontal groundwater flow and heat transport to the measured
temperature response. The background temperature can be approximated as
constant, or interpolated between the temperature at the start and end of the
test. Two terms with thermal properties need to be estimated to compute the
specific discharge from the fitted parameters. The first term represents the soil
properties related to conduction, and is relatively constant for a wide variety
of saturated sands. The second term represents the soil properties related to
thermal dispersion and is uncertain, which limits the ability to estimate high
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groundwater flows. The probability distribution of the specific discharge is esti-
mated with a Monte-Carlo analysis. Active heat tracer tests were conducted in
three case studies to test the approach.

The first case study was at the same location as the passive heat tracer test.
The objective of the first case study was to test the method with measurements
from fiber-optic cables inserted at different positions relative to the heating ca-
ble. Specific discharges between 0.4 and 0.6 m/day were found at the different
locations, similar to estimates from previous studies. It was concluded that the
specific discharge can indeed be estimated independent of the relative position
of the heating and fiber-optic cables if the measured temperature increase was
at least 0.5∘C.

The objective of the second case study was to test whether cables that are
inserted 45 m can be used to estimate the specific discharge in a thin layer at
30 m depth, where the flow was significantly higher than at other depths. The
location was near the dike of a polder. The estimated specific discharges at all
depths varied between 0.07 and 0.10 m/day, except for the thin layer, for which
0.20 m/day was estimated. It was shown with numerical experiments that the
profile of the estimated specific discharge was smoother than in reality due to
vertical conduction, but the peak specific discharge was estimated correctly for
layers thicker than 1.7 m. The specific discharge was estimated accurately with
a narrow confidence interval. The uncertainty in the thermal dispersivity does
not affect the accuracy of the specific discharge estimate for these low flows.

The objective of the third case study was to determine whether estimation
of the specific discharge can be improved by conducting two active heat tracer
tests at the same location, butwith different values of the specific discharge. The
specific discharge was measured two times near a pumping well. The discharge
of the pumping well was varied to change the specific discharge. If the ratio of
the two specific discharges is known, the term representing the soil properties
related to thermal dispersion can be estimated. This term could be accurately
estimated at depths where the specific discharge was at least 1 m/day for one of
the tests, which improved the estimates of the specific discharge at these depths
significantly. The estimated value of this term varied strongly over depth, re-
sulting in a thermal dispersivity that varied from 3.4 mm to 19 cm. This strong
variation confirms the large uncertainty associated with obtaining the thermal
dispersivity from literature. The measurements from the third case study were
used a second time, this time pretending the ratio of the specific discharges of
the two tests was not known. It was shown that estimates of this ratio are ac-
curate because the thermal properties are the same in both tests and most of
their associated uncertainty cancels. Estimates of this ratio may be used, e.g., to
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monitor clogging of well filters or to estimate seasonal variation in groundwater
flow.



Samenvatting

De druk op grondwatersystemen neemt toe ten gevolgen van de snelle bevol-
kingsgroei, met name in de kustgebieden. Beheer van grondwaterpeilen in deze
gebieden is belangrijk omdroogte, zoutwaterintrusie en overstromingen te voor-
komen. Goed beheer van het grondwater vereist kennis van hoe het grondwa-
terpeil reageert op infiltraties in en onttrekkingen uit het systeem. De effecten
van infiltreren en onttrekkingen op het grondwaterpeil worden beschrevenmet
grondwatermodellen. Kalibratie van dit soort modellen vereist zowel metingen
van het grondwaterpeil als van grondwaterstroming. Hoewel het grondwater-
peil makkelijk kan worden gemeten, kan grondwaterstroming alleen worden
gemeten als het grondwater het systeem ingaat of verlaat (o.a., putten, infiltra-
tie, kwel), indirect met tracers (opgeloste stoffen of warmte), of met een vari-
ëteit aan geofysische metingen. In dit proefschrift wordt een nieuwe methode
gepresenteerd om de horizontale grondwaterstroming te meten met distributed
temperature sensing (DTS) langs kabels die geïnstalleerd zijn met sondeerappa-
ratuur.

Bij een warmteproef wordt temperatuur gemeten om de grondwaterstro-
ming te schatten. In dit proefschrift wordt de temperatuur gemeten met glasve-
zelkabels diemet sondeerapparatuur tot 45mdiep zijn aangebracht in ongecon-
solideerde watervoerende pakketten, en is het gebruik van putten voorkomen.
De temperatuur kan elke 13 cm worden gemeten met DTS langs de glasvezel-
kabel. Twee soorten warmteproeven worden onderscheiden: passieve warm-
teproeven en actieve warmteproeven. In passieve warmteproeven hebben de
temperatuurfluctuaties een natuurlijke oorsprong en in actieve proeven wordt
het grondwater actief verwarmt met bijvoorbeeld een warmtekabel.

De grondwaterstroming kan beter geschat wordenmet nauwkeurige tempe-
ratuurmetingen en een schatting van hun onzekerheid. Er is een aanpak ont-
wikkeld om de onzekerheid in een DTS meting te schatten. De onzekerheid in
een DTS meting komt voort uit ruis dat wordt geïntroduceerd door de lichtsen-
soren en de onzekerheden in de parameters die de intensiteit van het terugge-
kaatste licht relateren aan de temperatuur. De onzekerheid in de DTS meting
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varieert langs de glasvezel omdat de intensiteit van het teruggekaatste licht af-
zwakt en varieert over tijd door een variërende laser intensiteit. Een nieuwe
kalibratiemethode wordt gepresenteerd die de onzekerheid in de geschatte tem-
peratuur vermindert en het betrouwbaarheidsinterval voor de temperatuur in-
schat. Hierinwordt eerst de distributie van de ruis in demetingen van het terug-
gekaatste licht geschat. De parameteronzekerheden worden gereduceerd door
de metingen van de intensiteit van het teruggekaatste licht te wegen met de in-
verse van de variantie van de ruis, zodat metingen met een hogere intensiteit
meer meewegen in het schatten van de parameters. Het betrouwbaarheidsin-
terval van de geschatte temperatuur wordt berekend met een Monte Carlo si-
mulatie van de onzekerheid t.g.v. de ruis in de meting van de intensiteit van het
teruggekaatste licht en de onzekerheid in de parameters die deze intensiteit re-
lateren aan temperatuur. In DTS opstellingen waar van beide kanten gemeten
wordt zitten verschillen in onzekerheid tussen de metingen van beide kanten.
Om de metingen die gedaan worden met DTS opstellingen waar van beide kan-
ten gemeten wordt te verbeteren, worden beide metingen gemiddeld met het
gewogen gemiddelde. Stekkers die gebruikt worden om glasvezels met elkaar
te verbinden, introduceren een demping van de lichtintensiteit die varieert over
tijd. Deze demping kan worden gecorrigeerd door gebruik te maken van twee
glasvezelsecties aan beide kanten van de stekker waarvan bekend is dat ze de-
zelfde temperatuur hebben. De DTS kalibratiemethode is geïmplementeerd in
het “dtscalibration” Python pakket.

Passieve warmteproeven gebruiken de DTS metingen om de temperatuur-
fluctuaties met een natuurlijke oorsprong te meten. Dit soort proeven werken
het best met seizoensfluctuaties in de temperatuur van het infiltrerende water,
omdat fluctuaties met een kortere periode sneller dempen. De verblijftijd is een
belangrijke ontwerpparameter in duinfiltratiesystemen. Een passieve warmte-
proef uitgevoerd om de distributie van de verblijftijd in een duinfiltratiesysteem
te bepalen. Grondwaterstroming vanhet infiltratiepand tot aan de onttrekkings-
putten is gesimuleerdmet eenmodel voor grondwaterstroming enwarmtetrans-
port. Naast het onttrokken debiet heeft de temperatuur van het infiltratiewater
invloed op de verblijftijd. De seizoensvariatie in de temperatuur van het infiltra-
tiewater resulteert via de viscositeit in een seizoensvariatie in de verblijftijd. De
verblijftijd van de snelste 10% van het onttrokken water verminderde van 49 tot
42 dagen in de zomermaanden, waarmee het risico op pathogene besmettingen
wordt vergroot.

In actieve warmteproeven wordt de temperatuur actief verhoogd met bij-
voorbeeld een warmtekabel. De warmtekabel en glasvezelkabel worden te sa-
men in het watervoerende pakket geïnstalleerd, waardoor controle over de on-
derlinge positie van de twee kabels ontbreekt. Een nieuwe methode is ontwik-
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keld om het specifiek debiet te schatten onafhankelijk van de onderlinge positie
van de twee kabels, door een analytische oplossing voor tweedimensionale ho-
rizontale grondwaterstroming en warmtetransport te fitten door de DTS metin-
gen. De achtergrondtemperatuur kan als constant worden beschouwd, of line-
air worden geïnterpoleerd tussen de temperatuur aan het begin en eind van de
proef. Twee groepen met thermische eigenschappen moeten worden geschat
om het specifiek debiet te schatten uit de gefitte parameters. De eerste groep
heeft betrekking tot thermische conductie, en is relatief constant voor verschil-
lende soorten zand. De tweede groep heeft betrekking tot de thermische dis-
persie en introduceert een grote onzekerheid in de schatting van het specifiek
debiet voor hoge snelheden. De betrouwbaarheidsintervallen voor het geschatte
specifiek debiet worden geschat met eenMonte Carlo simulatie. Actieve warm-
teproeven zijn uitgevoerd in drie testopstellingen.

De eerste testopstellingmaakte gebruik van dezelfde opstelling als waarmee
de passieve warmteproef is uitgevoerd. De doelstelling van de eerste testopstel-
ling was om het specifiek debiet te schatten met glasvezelkabels die op verschil-
lende posities t.o.v. dewarmtekabel zijn geïnstalleerd. Het specifiek debietwerd
voor de verschillende glasvezelkabels geschat tussen de 0.4 en 0.6 m/dag, gelijk
aan de bevindingen uit voorgaande studies. Er kan geconcludeerd worden dat
het specifiek debiet inderdaad geschat kan worden onafhankelijk van de positie
van de glasvezelkabel t.o.v. de warmtekabel mits de temperatuurstijging mini-
maal 0.5∘C was.

De doelstelling van de tweede testopstelling was om de over een diepte van
45 m kabels te installeren en om het specifiek debiet in een dunne laag op 30 m
diepte te meten, waar de stroming significant groter was dan op andere diepten.
De opstelling bevond zich naast de dijk van een polder. Het geschatte specifiek
debiet werd voor alle diepten geschat tussen de 0.07 and 0.10 m/dag, behalve
voor de dunne laag, waar 0.20 m/dag werd geschat. Het is met numerieke si-
mulaties aangetoond dat het profiel van het geschatte specifiek debiet gladder is
dan in werkelijkheid door verticale conductie. In lagen dikker dan 1.7 m wordt
de piek van het specifiek debiet goed geschat. De schattingen van het specifiek
debiet waren accuraat. De onzekerheid t.g.v. de thermische dispersie had geen
invloed op de nauwkeurigheid van de schatting van het specifiek debiet omdat
de snelheden betrekkelijk laag waren.

De doelstelling van de derde testopstelling was het verbeteren van de schat-
ting van het specifiek debiet door twee actieve warmteproeven uit te voeren op
dezelfde locatie met verschillende specifieke debieten. Het specifiek debiet is
dicht bij een put twee keer gemeten. Het debiet waarmee de put onttrok ver-
schilde tussen beidemetingenwaardoor het specifiek debiet verschilde. Mits de
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ratio tussen de twee pompdebieten bekend is, kunnen de dispersie-gerelateerde
parameters worden geschat. De waarde van deze parameters kan worden ge-
schat mits het specifiek debiet op zijn minst 1 m/dag was bij een van de twee
actieve warmteproeven. De geschatte waarde voor de dispersie gerelateerde pa-
rameters varieerde sterk over diepte, wat leide tot een thermische dispersiviteit
tussen de 3.4 mm en 19 cm. Deze sterke variatie bevestigd de grote onzeker-
heid die vooraf werd aangenomen voor de waarde van de thermische dispersi-
viteit. De metingen van de derde proefopstelling zijn nog een keer gebruikt, dit
keer werd er gedaan alsof de ratio tussen de twee pompdebieten onbekend was.
Er wordt aangetoond dat deze ratio nauwkeurig geschat kan worden omdat de
thermische parametersweliswaar onbekend zijn,maarwel gelijk zijn voor beide
proeven, waardoor de onzekerheden van de thermische parameters tegen elkaar
wegvallen. De ratio kan bijvoorbeeld gebruikt worden om putverstoppingen te
monitoren of om de seizoensvariatie in de stroomsnelheid te meten.
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1 Introduction

1.1 Topic and context
The pressure on fragile groundwater systems in coastal regions increases as the
population rapidly grows. In these regions, closure of the water budget is im-
portant to developmanagement scenarios for the reduction of droughts and salt-
water intrusion. Groundwater is an important source of fresh water. The travel
time of groundwater through an aquifer is of great importance for water qual-
ity. Challenges related to water quantity and quality benefit from groundwater
flow measurements, but these are difficult to obtain and are usually inferred
from groundwater models. Calibration of such models requires measurements
of both head and flow. While head can be measured directly, flow can only be
measured either when it enters or exits the aquifer (e.g., wells, infiltration, seep-
age), with tracers (solutes or heat), or with a variety of geophysical techniques.
In this dissertation, a new approach is presented to measure groundwater flow
that propagates horizontally through the aquifer with heat as a tracer using dis-
tributed temperature sensing (DTS) along cables that are inserted with direct-
push equipment.

Temperatures can be measured with distributed temperature sensing (DTS)
along optical fibers that may extend to several kilometers with a sub-meter res-
olution (e.g., Selker et al., 2006; Tyler et al., 2009). DTS systems function by
shooting laser pulses through a fiber andmeasuring its backscatter. The temper-
ature along the fiber can be estimated using calibration to fiber sections with a
known temperature. Detailed calibration procedures are readily available (e.g.,
Hausner et al., 2011; Giesen et al., 2012; Krause and Blume, 2013; Hilgersom
et al., 2016), but these procedures do not account for the spatial and temporal
variation in signal intensity. The specification sheets of DTS measurement sys-
tems list the uncertainty in the temperature estimated under ideal conditions.

1
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2 1. Introduction

In practice, the uncertainty in the temperature estimate varies along the fiber,
is different for each setup, and is temperature-dependent.

Optical fibers have previously been installed inwells to characterize the sub-
surface (e.g., Anderson, 2005; Saar, 2011; Read et al., 2013; Bense et al., 2016).
But wells complicate heat tracer tests because their thermal properties are dif-
ferent from these of the soil (e.g., Selker and Selker, 2018), vertical mixing in
the well and filter pack limits the vertical measurement resolution (e.g., Pehme
et al., 2007a; Pehme et al., 2010; Coleman et al., 2015), and the position of the
fiber in the well is uncertain (e.g., Moscoso Lembcke et al., 2015).

Bakker et al. (2015) developed a method to insert optical fibers and a heat-
ing cable vertically in an unconsolidated aquifer with direct push equipment.
This installation method does not require wells, so that the cables are in direct
contact with the aquifer and the disturbance of the aquifer is minimal. Bakker
et al. (2015) performed two active heat tracer tests. The analyses of both tests
were complicated by unknown positions of the fiber-optic cables relative to the
heating cable. In the first test, themagnitude of the specific dischargewas deter-
minedwhere a heating cable and a fiber-optic cable were installed together. The
cables twisted around each other during installation, hence the position of the
fiber-optic cable relative to the heating cable was unknown, which significantly
affected the measured temperature increase during heating. In the second test,
the magnitude and the direction of the specific discharge were estimated from
5 additional fiber-optic cables that were installed around the heating cable at
distances of 1–2 m. The exact positions of the fiber-optic cables relative to the
heating cable were known at the surface, but unknown at depth as installation
of the cables with direct push gives small deviations from the vertical that were
not measured.

At high groundwater flows, thermal dispersion greatly increases the uncer-
tainty in the specific discharge estimated from active heat tracer tests (Rau et
al., 2012). Similar to solute dispersivity, the thermal dispersivity is scale depen-
dent (Marsily, 1986). Reported values range from 0.002 m for a heat pulse probe
experiment (Hopmans et al., 2002), to 0.1 m for a push-pull pumping test (Van-
denbohede et al., 2009), to 1 m for a closed geothermal system (Molina-Giraldo
et al., 2011a). In addition to scale-dependency, the specific discharge is under-
estimated when heat transport through thermal dispersion is falsely attributed
to conduction (Rau et al., 2012).

Opposed to actively heating the groundwater, temperature fluctuations may
be naturally induced and traced with temperature measurements to estimate
groundwater flow in passive heat tracer tests (e.g., Anderson, 2005; Hoehn and
Cirpka, 2006; Constantz, 2008; Saar, 2011). In shallow aquifers, dikes, and
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bank filtration systems, seasonal temperature fluctuation of the infiltrating wa-
ter can be traced to support (regional) groundwatermodels (e.g.,Molina-Giraldo
et al., 2011b). Temperature measurements can be used in passive tracer tests
as groundwater model constraints, but they require additional model boundary
conditions and knowledge of the thermal parameters of the aquifer. Closure of
the heat budget is needed in addition to closure of the water budget. Further-
more, the temperature may vary significantly in shallow aquifers such that the
viscosity cannot be approximated as constant.

1.2 Objectives
The installation of optical fibers and heating cables with direct push introduces
new possibilities tomeasure temperature in unconsolidated aquifers and to per-
form heat tracer tests. In this dissertation, methods are developed to measure
groundwater flow in the first tens of meters of an aquifer with DTS. The ob-
jective of this dissertation is fourfold. Each objective is the topic of a separate
chapter in this dissertation.

The objective in Chapter 2 is to estimate the spatial and temporal variability
in the temperature and its associated uncertainty from DTS measurements.

The objective in Chapter 3 is to estimate the travel time in bank filtration
systems with a passive heat tracer test that combines DTS measurements with
numerical modeling of coupled groundwater flow and heat transport.

The objective in Chapter 4 is to develop an approach to estimate the magni-
tude of the groundwater flow with an active heat tracer test using a setup like
that of Bakker et al. (2015) but which does not require knowledge of the relative
positions of the cables.

The objective in Chapter 5 is to improve the estimation of the groundwater
flow from two active heat tracer tests performed at the same location but under
different flow conditions.

1.3 Outline
In Chapter 2, a calibration procedure is presented to estimate the spatial and
temporal variability in the temperature and associated uncertainty from DTS
measurements. The calibration procedure uses backscatter intensity measure-
ments at Stokes (-Raman) and anti-Stokes (-Raman)wavelengths of commercially-
available DTS systems. In Chapter 3, the seasonal variations in travel time in
a bank filtration system is estimated using a passive heat tracer test with DTS
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measurements and numerical modeling of coupled groundwater flow and heat
transport. A new approach is presented in Chapter 4 to estimate groundwater
flow from an active heat tracer test without knowledge of the position of the
fiber-optic cable relative to the heating cable. The approach is tested in two
case studies. In Chapter 5, two strategies are presented that combine two ac-
tive heat trace tests performed at the same location to improve the estimation
of groundwater flow. Furthermore, modifications to the DTS calibration proce-
dure a presented that reduce the negative effects of connectors on the tempera-
ture estimation. The dissertation is concluded with a synthesis of the results of
Chapters 2 to 5 and a discussion of further research perspectives.
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Abstract. Distributed temperature sensing (DTS) systems can be used to es-
timate the temperature along optic fibers of several kilometers at a sub-meter
interval. DTS systems function by shooting laser pulses through afiber andmea-
suring its backscatter intensity at two distinct wavelengths in the Raman spec-
trum. The scattering-loss coefficients for these wavelengths are temperature-
dependent, so that the temperature along the fiber can be estimated using cali-
bration to fiber sections with a known temperature. A new calibration approach
is developed that allows for an estimate of the uncertainty of the estimated tem-
perature, which varies along the fiber and with time. The uncertainty is a result
of the noise from the detectors and the uncertainty in the calibrated parame-
ters that relate the backscatter intensity to temperature. Estimation of the con-
fidence interval of the temperature requires an estimate of the distribution of
the noise from the detectors and an estimate of the multi-variate distribution of
the parameters. Both distributions are propagated with Monte Carlo sampling
to approximate the probability density function of the estimated temperature,
which is different at each point along the fiber and varies over time. Various
summarizing statistics are computed from the approximate probability density
function, such as the confidence intervals and the standard uncertainty (the es-
timated standard deviation) of the estimated temperature. An example is pre-
sented to demonstrate the approach and to assess the reasonableness of the es-
timated confidence intervals. The approach is implemented in the open-source
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2.1 Introduction
Temperatures can bemeasuredwith distributed temperature sensing (DTS) along
optical fibers that may extend to several kilometers with a sub-meter resolution
(e.g., Selker et al., 2006; Tyler et al., 2009). The application of DTS is of great
value to characterize thermal dynamics at a scale that corresponds to, for exam-
ple, many geophysical processes. Heat tracer tests with DTS have been used to
estimate wind speed (e.g., Sayde et al., 2015; Ramshorst et al., 2019), evapora-
tion (e.g., Euser et al., 2014; Schilperoort et al., 2018), soil moisture (e.g., Steele-
Dunne et al., 2010), groundwater-surface water interaction (e.g., Selker et al.,
2006; Lowry et al., 2007), and groundwater flow (e.g., Bakker et al., 2015; Bense
et al., 2016). The specification sheets of DTS measurement systems list the un-
certainty in the temperature estimated under ideal conditions. In practice, the
uncertainty in the temperature estimate varies along the fiber, is different for
each setup, and is temperature-dependent. Therefore, the uncertainty in the
temperature estimate should be estimated separately for every DTS measure-
ment.

DTS systems that estimate temperature from Raman-backscatter measure-
ments shoot a laser pulse through a fiber-optic cable, which is scattered back to
the DTS system by inhomogeneities in the fiber. Most of the backscattered laser
has the same wavelength as the emitted laser (Rayleigh scattering), but a small
fraction has different wavelengths (Raman scattering). The detectors in DTS
systems measure the intensity of the backscatter at two distinct wavelengths:
Stokes (-Raman) and anti-Stokes (-Raman) scatter. The temperature at the point
of reflection is estimated from these two types of scatter. Stokes scatter has a
longer wavelength than the laser and its intensity does not vary much with tem-
perature, while anti-Stokes scatter has a shorter wavelength than the laser and
its intensity varies significantly with temperature. The location of the measure-
ment along the fiber is estimated from the time between sending the laser pulse
and receiving the scatter. Temperature along the fiber is estimated from the
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measured intensities of the Stokes and anti-Stokes scatter by calibrating to ref-
erence sections with a known temperature. In practice, these fiber sections are
submerged in water baths of which the temperature is continuously measured
with a separate temperature sensor. The water can be mixed with small pumps
in an attempt to equalize the temperature of the water in the baths. Sequential
temperature measurements require continuous calibration due to varying gains
and losses in the DTS system. Detailed calibration procedures are available in
the literature (e.g., Hausner et al., 2011; Giesen et al., 2012; Krause and Blume,
2013; Hilgersom et al., 2016). The uncertainty in the temperature estimates is
strongly affected by the calibration procedure (e.g., Tyler et al., 2009; McDaniel
et al., 2018).

Attenuation of light propagating through a fiber depends on its wavelength
and therefore is different for Stokes and anti-Stokes scatter. The key in DTS cal-
ibration is to differentiate the attenuation from the temperature effects at the
point of reflection. There are two types of setups to estimate temperature from
Stokes and anti-Stokes scatter: single-ended and double-ended. In single-ended
setups, only one end of the fiber is connected to the DTS system, and the differ-
ence in attenuation between the Stokes and the anti-Stokes scatter is approxi-
mated as constant over the fiber. However, this difference in attenuation is also
affected by sharp bends, connectors, and bad splices, whichmay result in a shift
in the temperature if not accounted for. In double-ended setups, measurements
are carried out from both ends of the fiber to estimate the difference in attenu-
ation between the Stokes and anti-Stokes scatter at each point along the fiber.
In such setups, measurements from both ends of the fiber must be combined,
including their uncertainty.

In this chapter, a new calibration procedure is presented for the temperature
estimates for single-ended and double-ended setups, including estimates of the
uncertainty in the form of confidence intervals. First, a brief review is given of
how temperature can be estimated from Stokes and anti-Stokes intensity mea-
surements. Next, the calibration steps are outlined for single-ended and double-
ended setups. The spatial and temporal variability in the uncertainty of the
temperature are demonstrated by an example of the double-ended calibration
procedure. The new calibration procedure is implemented in the open-source
Python package “dtscalibration”. This article concludes with a conclusion and
a discussion with practical tips to reduce the uncertainty in the temperature.



2

8 2. Estimation of distributed temperature sensing accuracy

exp( x
0 dx)

Attenuation

x

x = 0 x = L

Spontaneous scattering

t = x/v
S(x)R x

2 t

exp(
x

0
dx)

Attenuation

t

DTS system

Laser: E0(t)

Detector: P(x, t), (t)

Figure 2.1: Path of a laser pulse.

2.2 Estimation of Temperature from Stokes and Anti-
Stokes Scatter

The equations that relate the Stokes and anti-Stokes intensity measurements to
temperature along a fiber are reviewed here briefly; a comprehensive resource
that covers DTS theory is Hartog (2017). The path of a laser pulse emitted by a
DTS system through a fiber is shown in Figure 2.1. The laser module emits a
short laser pulse that is approximated here as an impulse with energy 𝐸0. The
pulse travels with the speed of light, 𝑣, through the fiber, during which it at-
tenuates with exp (−∫𝑥

0 𝛼l d𝑥), where 𝛼l is the attenuation at the wavelength of
the laser pulse. A small fraction, 𝑆(𝑥)𝑅(𝑥)Δ𝑥, of the energy of the laser pulse
is scattered back over section Δ𝑥, where 𝑆 is the scattering-loss coefficient for
the scattering at the wavelength of the laser pulse, and 𝑅 is the capture fraction,
which depends on the fiber composition (e.g., diameter and numerical aperture
(Eriksrud and Mickelson, 1982)). The backscatter pulse is 2Δ𝑡 wide and is at-
tenuated again on its way back to the detector. The intensity measured by the
detector, 𝑃 from scattering at 𝑥 (between times 2𝑥/𝑣−Δ𝑡 and 2𝑥/𝑣+Δ𝑡) is given
by (Hartog, 2017, Equation 3.5):

𝑃 (𝑥, 𝑡) = 1
2
𝐸0𝜂𝑣𝑆𝑅 exp (−∫

𝑥

0
2𝛼l d𝑥) (2.1)

where 𝜂 corrects for the sensitivity of the detector and the attenuation between
the detector and where the fiber end is connected to the DTS system (Fukuzawa
et al., 2013).

In practice, the backscatter is not returned as a pulse, but is dispersed, result-
ing in spatially correlated measurements. The spreading of the pulse is caused
by the finite width of the emitted laser pulse, the measurement response of the
detector, and intermodal dispersion of the pulse while propagating through the
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fiber. The spreading of the pulse may be experimentally estimated following
Simon et al. (Simon et al., 2020). Most of the scattered energy has the same
wavelength as the emitted laser pulse (Rayleigh scattering), but a small part has
different wavelengths. The scattering-loss coefficient 𝑆+ for the Stokes wave-
length and 𝑆− for the anti-Stokes wavelength are given by (Bolognini and Har-
tog, 2013; Hartog, 2017):

𝑆+(𝑥, 𝑡) =
𝐾+
𝜆4+

exp [𝛾/𝑇(𝑥, 𝑡)]
exp [𝛾/𝑇(𝑥, 𝑡)] − 1 (2.2)

𝑆−(𝑥, 𝑡) =
𝐾−
𝜆4−

1
exp [𝛾/𝑇(𝑥, 𝑡)] − 1 (2.3)

where 𝐾+ and 𝐾− correct for the fraction of the molecules in the fiber that scat-
ter at the Stokes and anti-Stokes wavelengths (Davey et al., 1989), 𝜆 is the wave-
length, 𝑇 is the temperature along the fiber in Kelvin, and 𝛾 is the sensitivity of
the Stokes and anti-Stokes scattering to temperature in Kelvin and depends on
the fiber material.

The Stokes and anti-Stokes power (𝑃+ and 𝑃−, respectively) measured at the
detector(s) in a DTS system are given by:

𝑃+(𝑥, 𝑡) =
1
2
𝐸0𝜂+𝑣𝑆+𝑅 exp [−∫

𝑥

0
(𝛼l + 𝛼+) d𝑥] (2.4)

𝑃−(𝑥, 𝑡) =
1
2
𝐸0𝜂−𝑣𝑆−𝑅 exp [−∫

𝑥

0
(𝛼l + 𝛼−) d𝑥] (2.5)

where 𝛼+ and 𝛼− are the attenuation as a function of 𝑥 at the Stokes and anti-
Stokes wavelengths. Most DTS systems use the ratio of Equation 2.4 over Equa-
tion 2.5 (Bolognini and Hartog, 2013):

𝑃+(𝑥, 𝑡)
𝑃−(𝑥, 𝑡)

= 𝜂+(𝑡)𝐾+/𝜆4+
𝜂−(𝑡)𝐾−/𝜆4−

exp (−∫
𝑥

0
Δ𝛼(𝑥′) d𝑥′) exp [𝛾/𝑇(𝑥, 𝑡)] (2.6)

where Equations 2.2 and 2.3 are substituted for 𝑆+ and 𝑆−, respectively, and Δ𝛼
(m−1) is the differential attenuation, Δ𝛼(𝑥) = 𝛼+−𝛼−. Taking the logarithm of
Equation 2.6 gives:

𝐼(𝑥, 𝑡) = −𝐶(𝑡) −∫
𝑥

0
Δ𝛼(𝑥′) d𝑥′ + 𝛾

𝑇(𝑥, 𝑡) (2.7)

where

𝐼(𝑥, 𝑡) = ln (𝑃+(𝑥, 𝑡)𝑃−(𝑥, 𝑡)
) (2.8)

𝐶(𝑡) = ln (𝜂−(𝑡)𝐾−/𝜆
4
−

𝜂+(𝑡)𝐾+/𝜆4+
) (2.9)
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where 𝐶 is the lumped effect of the difference in gain at 𝑥 = 0 between Stokes
and anti-Stokes intensity measurements and the dependence of the scattering
intensity on the wavelength. An equation for 𝑇 may be obtained from Equa-
tion 2.7 as:

𝑇(𝑥, 𝑡) = 𝛾
𝐼(𝑥, 𝑡) + 𝐶(𝑡) + ∫𝑥

0 Δ𝛼(𝑥′) d𝑥′
(2.10)

The temperature along the fiber can now be estimated from the Stokes and
anti-Stokes intensity measurements, 𝐼, if the terms 𝛾, 𝐶, and ∫𝑥

0 Δ𝛼(𝑥′) d𝑥′ are
known. These terms are estimated by calibration to reference sections.

2.3 Integrated Differential Attenuation
The differential attenuation, Δ𝛼, is different for each fiber type, varies along a
fiber, andmay change at sharp fiber bends andfiber connections. The integrated
differential attenuation (∫𝑥

0 Δ𝛼(𝑥′) d𝑥′) differs per setup and must be estimated
experimentally to differentiate it from a shift in the temperature. It is estimated
differently in single-ended setups than in double-ended setups.

2.3.1 Single-Ended Measurements
In single-ended setups, Stokes and anti-Stokes intensity is measured from a sin-
gle end of the fiber. The differential attenuation is assumed constant along the
fiber so that the integrated differential attenuationmay bewritten as (e.g., Haus-
ner et al., 2011):

∫
𝑥

0
Δ𝛼(𝑥′) d𝑥′ ≈ Δ𝛼𝑥 (2.11)

The temperature can now be written from Equation 2.10 as:

𝑇(𝑥, 𝑡) ≈ 𝛾
𝐼(𝑥, 𝑡) + 𝐶(𝑡) + Δ𝛼𝑥 (2.12)

The parameters 𝛾, 𝐶(𝑡), and Δ𝛼must be estimated from calibration to reference
sections, as discussed in Section 2.5. The parameter 𝐶 must be estimated for
each time and is constant along the fiber. Confidence intervals for the estimated
temperature are discussed in Section 2.7.1. When jumps in the integrated dif-
ferential attenuation are expected, the measurements can be split into sections
with a constant differential attenuation. Each additional section requires its
own reference section to estimate the magnitude of the jump in the integrated
differential attenuation.
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2.3.2 Double-Ended Measurements
In double-ended setups, Stokes and anti-Stokes intensity is measured in two di-
rections fromboth ends of the fiber. The forward-channelmeasurements are de-
noted with subscript F, and the backward-channel measurements are denoted
with subscript B. Bothmeasurement channels start at a different end of the fiber
and have opposite directions, and therefore have different spatial coordinates.
The first processing step with double-ended measurements is to align the mea-
surements of the two measurement channels so that they have the same spatial
coordinates. The spatial coordinate 𝑥 (m) is defined here positive in the forward
direction, starting at 0 where the fiber is connected to the forward channel of the
DTS system; the length of the fiber is 𝐿. Consequently, the backward-channel
measurements are flipped and shifted to align with the forward-channel mea-
surements. Alignment of the measurements of the two channels is prone to
error because it requires the exact fiber length (McDaniel et al., 2018). Depend-
ing on the DTS system used, the forward channel and backward channel are
measured one after another by making use of an optical switch, so that only a
single detector is needed. However, it is assumed in this chapter that the for-
ward channel and backward channel are measured simultaneously, so that the
temperature of both measurements is the same. This assumption holds better
for short acquisition times with respect to the time scale of the temperature vari-
ation, and when there is no systematic difference in temperature between the
two channels. The temperature may be computed from the forward-channel
measurements (Equation 2.10) with:

𝑇F(𝑥, 𝑡) =
𝛾

𝐼F(𝑥, 𝑡) + 𝐶F(𝑡) + ∫𝑥
0 Δ𝛼(𝑥′) d𝑥′

(2.13)

and from the backward-channel measurements with:

𝑇B(𝑥, 𝑡) =
𝛾

𝐼B(𝑥, 𝑡) + 𝐶B(𝑡) + ∫𝐿
𝑥 Δ𝛼(𝑥′) d𝑥′

(2.14)

where𝐶F(𝑡) and𝐶B(𝑡) are the parameter𝐶(𝑡) for the forward-channel and backward-
channel measurements, respectively. 𝐶B(𝑡) may be different from 𝐶F(𝑡) due to
differences in gain, and difference in the attenuation between the detectors and
the point the fiber end is connected to the DTS system (𝜂+ and 𝜂− in Equa-
tion 2.9). The calibration procedure presented in van de Giesen et al. (Giesen
et al., 2012) approximates 𝐶(𝑡) to be the same for the forward and backward-
channel measurements, but this approximation is not made here.

Parameter 𝐴(𝑥) is introduced to simplify the notation of the double-ended
calibration procedure and represents the integrated differential attenuation be-
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tween locations 𝑥1 and 𝑥 along the fiber. Location 𝑥1 will be selected in Sec-
tion 2.6.

𝐴(𝑥) = ∫
𝑥

𝑥1
Δ𝛼(𝑥′) d𝑥′ (2.15)

so that Equations 2.13 and 2.14 may be written as:

𝑇F(𝑥, 𝑡) =
𝛾

𝐼F(𝑥, 𝑡) + 𝐷F(𝑡) + 𝐴(𝑥) (2.16)

𝑇B(𝑥, 𝑡) =
𝛾

𝐼B(𝑥, 𝑡) + 𝐷B(𝑡) − 𝐴(𝑥) (2.17)

where

𝐷F(𝑡) = 𝐶F(𝑡) +∫
𝑥1

0
Δ𝛼(𝑥′) d𝑥′ (2.18)

𝐷B(𝑡) = 𝐶B(𝑡) +∫
𝐿

𝑥1
Δ𝛼(𝑥′) d𝑥′ (2.19)

Parameters 𝐷F and 𝐷B must be estimated for each time and are constant along
the fiber, and parameter 𝐴 must be estimated for each location and is constant
over time. The calibration procedure is discussed in Section 2.6. 𝑇F and 𝑇B
are separate approximations of the same temperature at the same time. The
estimated 𝑇F is more accurate near 𝑥 = 0 because that is where the signal is
strongest. Similarly, the estimated 𝑇B is more accurate near 𝑥 = 𝐿. A single best
estimate of the temperature is obtained from the weighted average of 𝑇F and 𝑇B
as discussed in Section 2.7.2.

2.4 Estimation of the Variance of the Noise in the In-
tensity Measurements

The Stokes and anti-Stokes intensities are measured with detectors, which in-
herently introduce noise to themeasurements. Knowledge of the distribution of
the measurement noise is needed for a calibration with weighted observations
(Sections 2.5 and 2.6) and to project the associated uncertainty to the tempera-
ture confidence intervals (Section 2.7). Two sources dominate the noise in the
Stokes and anti-Stokes intensity measurements (Hartog, 2017, p. 125). Close
to the laser, noise from the conversion of backscatter to electricity dominates
the measurement noise. The detecting component, an avalanche photodiode,
produces Poisson-distributed noise with a variance that increases linearly with
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the intensity. The Stokes and anti-Stokes intensities are commonly much larger
than the standard deviation of the noise, so that the Poisson distribution can be
approximated with a Normal distribution with a mean of zero and a variance
that increases linearly with the intensity. At the far-end of the fiber, noise from
the electrical circuit dominates the measurement noise. It produces Normal-
distributed noise with a mean of zero and a variance that is independent of the
intensity. However, in this chapter the sum of the two noise sources is approx-
imated with a single Normal distribution with a variance that is independent
of the intensity. This approximation holds better for small setups with little at-
tenuation and DTS systems with avalanche photodiodes with a lower gain. In
Appendix A, a procedure is presented to compute the intensity-dependent vari-
ance of the noise for when this approximation does not hold.

The variance of the noise in the Stokes (𝜎2𝑃+) and anti-Stokes (𝜎
2
𝑃−) measure-

ments are estimated by fitting Equations 2.4 and 2.5 through the Stokes and
anti-Stokes intensity measurements of the reference sections, after which the
distribution of the residuals is used as an estimate of the distribution of the noise
(Richter, 1995). Fiber sections that are used for calibration have an approxi-
mately spatially uniform reference temperature (𝑇r(𝑡)), so that Equations 2.4
and 2.5 are each expressed in a term that varies along the reference section but
is constant over time (𝐻(𝑥)) and a term that varies with time (𝐺(𝑡)) but is con-
stant for a reference section:

𝑃+(𝑥, 𝑡) = 𝐺+(𝑡)𝐻+(𝑥) (2.20)
𝑃−(𝑥, 𝑡) = 𝐺−(𝑡)𝐻−(𝑥) (2.21)

with

𝐺+(𝑡) = 𝐸0(𝑡)𝜂+(𝑡)
𝐾+
𝜆4+

exp [𝛾/𝑇r(𝑡)]
exp [𝛾/𝑇r(𝑡)] − 1 (2.22)

𝐺−(𝑡) = 𝐸0(𝑡)𝜂−(𝑡)
𝐾−
𝜆4−

1
exp [𝛾/𝑇r(𝑡)] − 1 (2.23)

𝐻+(𝑥) =
1
2
𝑣𝑅 exp (−∫

𝑥

0
[𝛼l(𝑥′) + 𝛼+(𝑥′)] d𝑥′) (2.24)

𝐻−(𝑥) =
1
2
𝑣𝑅 exp (−∫

𝑥

0
[𝛼l(𝑥′) + 𝛼−(𝑥′)] d𝑥′) (2.25)

Values for 𝐺(𝑡) and𝐻(𝑥) are obtained by minimizing the residuals between
the Stokes and anti-Stokes intensity measurements and Equations 2.20 and 2.21
with a standard routine. Here, the “minimize” routine of the Python package
scipy.optimize (Virtanen et al., 2020) is used, and is implemented in the package
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“dtscalibration” (Section 2.8). 𝐺(𝑡) and 𝐻(𝑥) are, of course, highly correlated
(Equations 2.20 and 2.21), but that is not relevant here as only the product of
𝐺(𝑡) and𝐻(𝑥) is of interest. The residuals between the fitted product of𝐺(𝑡) and
𝐻(𝑥) and the Stokes and anti-Stokes intensity measurements are attributed to
the noise from the detectors. The variance of the residuals is used as a proxy for
the variance of the noise in the Stokes and anti-Stokes intensity measurements.
The consequence of a non-uniform temperature of the reference sections on the
estimated variance is described in Section 2.10.

2.5 Single-Ended Calibration Procedure
In single-ended calibration, the temperature is estimated from Stokes and anti-
Stokes intensity measurements with Equation 2.12. The parameters that need
to be estimated from calibration are 𝛾,Δ𝛼, and𝐶, where𝐶 needs to be estimated
for each time step. The parameters are estimated from the reference tempera-
ture at 𝑀 locations along the reference sections and at 𝑁 times. Equation 2.7
is reorganized to amend it for linear regression. The observation at location 𝑚
and time𝑛, denotedwith 𝐼𝑚,𝑛, is written as a linear combination of the unknown
parameters:

𝐼𝑚,𝑛 =
1

𝑇𝑚,𝑛
𝛾 − 𝑥𝑚Δ𝛼 − 𝐶𝑛, with 𝑚 = 1, 2, ..,𝑀 and 𝑛 = 1, 2, .., 𝑁

(2.26)

where𝑇𝑚,𝑛 is the reference temperature at location𝑚 and time 𝑛, 𝑥𝑚 is the loca-
tion of point𝑚 along the reference sections, and𝐶𝑛 is the constant𝐶 of the fiber
at time 𝑛. In total, there are 𝑁 + 2 unknown parameters and𝑀𝑁 observations.

The system of 𝑁 Equation 2.26 for location𝑚may be written in vector form
as:

𝐲𝑚 = 𝐗𝑚𝐚 + 𝝐𝑚, (2.27)

where 𝝐𝑚 are the residuals between the observed values and the fitted values for
location𝑚, and

𝐲𝑚 =
⎡⎢⎢⎢
⎣

𝐼𝑚,1
𝐼𝑚,2
⋮

𝐼𝑚,𝑁

⎤⎥⎥⎥
⎦

, 𝐗𝑚 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1
𝑇𝑚,1

−𝑥𝑚 −1
1

𝑇𝑚,2
−𝑥𝑚 −1

⋮ ⋮ ⋱
1

𝑇𝑚,𝑁
−𝑥𝑚 −1

⎤
⎥
⎥
⎥
⎥
⎥
⎦

, 𝐚 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

𝛾
Δ𝛼
𝐶1
𝐶2
⋮
𝐶𝑁

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦
(2.28)
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The vector 𝐚 contains the unknown parameters that are to be estimated. The
system of 𝑀𝑁 equations for all locations may be combined into one system of
equations:

𝐲 = 𝐗𝐚 + 𝝐, (2.29)

where

𝐲 =
⎡⎢⎢⎢
⎣

𝐲1
𝐲2
⋮
𝐲𝑀

⎤⎥⎥⎥
⎦

, 𝐗 =
⎡⎢⎢⎢
⎣

𝐗1
𝐗2
⋮
𝐗𝑀

⎤⎥⎥⎥
⎦

, 𝝐 =
⎡⎢⎢⎢
⎣

𝝐1
𝝐2
⋮
𝝐𝑀

⎤⎥⎥⎥
⎦

(2.30)

This system (Equation 2.29) is solved by minimizing the sum of the squared
weighted residuals 𝜒2:

𝜒2 = (𝐲 − 𝐗𝐚)⊺𝐖(𝐲 − 𝐗𝐚) (2.31)

where ⊺ refers to the transposed matrix and𝐖 is a diagonal matrix given by

diag (𝐖) =
⎡⎢⎢⎢
⎣

𝐖1
𝐖2
⋮

𝐖𝑀

⎤⎥⎥⎥
⎦

, 𝐖𝑚 =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1
𝜍2𝐼𝑚,1
1

𝜍2𝐼𝑚,2
⋮
1

𝜍2𝐼𝑚,𝑁

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(2.32)

The variance, 𝜎2𝐼𝑚,𝑛 , of the distribution of the noise in the observation at loca-
tion𝑚, time 𝑛, is a function of the variance of the noise in the Stokes and anti-
Stokes intensity measurements (𝜎2𝑃+ and 𝜎

2
𝑃−), and is approximated with (Ku et

al., 1966):

𝜎2𝐼𝑚,𝑛 ≈ [
𝜕𝐼𝑚,𝑛
𝜕𝑃𝑚,𝑛+

]
2
𝜎2𝑃+ + [

𝜕𝐼𝑚,𝑛
𝜕𝑃𝑚,𝑛−

]
2
𝜎2𝑃− (2.33)

≈ 1
𝑃2𝑚,𝑛+

𝜎2𝑃+ +
1

𝑃2𝑚,𝑛−
𝜎2𝑃− (2.34)

The variance of the noise in the Stokes and anti-Stokes intensity measurements
is estimated directly from Stokes and anti-Stokes intensity measurements using
the steps outlined in Section 2.4.

The sum of the squared weighted residuals may be minimized with a stan-
dard routine. In this chapter, a custom sparse implementation of the weighted
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least squares routine of the Python package Statsmodels is used (Seabold and
Perktold, 2010), which returns the optimal parameter set, the covariancematrix
of the optimal parameter set, and the residuals (this is part of the Python pack-
age “dtscalibration”, which is described in Section 2.8). The number of reference
sections required for calibration is discussed in Section 2.10.2.

2.6 Double-Ended Calibration Procedure
In double-ended calibration, the temperature is estimated using Stokes and anti-
Stokes intensity measurements from both ends of the fiber. The temperature is
estimated from Equations 2.16 and 2.17. The unknown parameters 𝛾, 𝐷F(𝑡),
𝐷B(𝑡), and 𝐴(𝑥) are obtained from calibration to reference sections, similar to
the single-ended calibration procedure. 𝑥1 is chosen as the first location of the
first reference section, so that the value for 𝐴 at that location equals 0 (Equa-
tion 2.15). There are 𝑀 locations along the reference sections where the tem-
perature ismeasured at𝑁 times. In total there are 2𝑁+𝑀 unknowns: parameter
𝛾, 𝑁 parameters 𝐷F, 𝑁 parameters 𝐷B, and𝑀 − 1 parameters 𝐴 (since 𝐴1 = 0).
Equations 2.16 and 2.17 are reorganized to amend them for linear regression as:

𝐼F,𝑚,𝑛 =
1

𝑇𝑚,𝑛
𝛾 − 𝐷F,𝑛 − 𝐴𝑚

𝐼B,𝑚,𝑛 =
1

𝑇𝑚,𝑛
𝛾 − 𝐷B,𝑛 + 𝐴𝑚

⎫⎪
⎬⎪
⎭

with 𝑚 = 1, 2, ..,𝑀 and 𝑛 = 1, 2, .., 𝑁

(2.35)

where 𝐷F,𝑛 is the constant 𝐷F at time 𝑛, 𝐷B,𝑛 is the constant 𝐷B at time 𝑛 𝐴𝑚
is the constant 𝐴 at location 𝑚, and 𝐴1 = 0. The system of 2𝑁 equations for
location𝑚may be written as:

𝐲𝑚 = 𝐗𝑚𝐚 + 𝝐𝑚, (2.36)

where

𝐲𝑚 = [𝐅𝑚𝐁𝑚
] , 𝐗𝑚 = [𝐑𝑚 −𝐈(𝑁,𝑁) 𝟎(𝑁,𝑁) −𝐐𝑚

𝐑𝑚 𝟎(𝑁,𝑁) −𝐈(𝑁,𝑁) 𝐐𝑚
] , (2.37)

𝐅𝑚 =
⎡⎢⎢⎢
⎣

𝐼F,𝑚,1
𝐼F,𝑚,2
⋮

𝐼F,𝑚,𝑁

⎤⎥⎥⎥
⎦

, 𝐁𝑚 =
⎡⎢⎢⎢
⎣

𝐼B,𝑚,1
𝐼B,𝑚,2
⋮

𝐼B,𝑚,𝑁

⎤⎥⎥⎥
⎦

, 𝐑𝑚 =

⎡
⎢
⎢
⎢
⎢
⎢
⎣

1
𝑇𝑚,1
1

𝑇𝑚,2
⋮
1

𝑇𝑚,𝑁

⎤
⎥
⎥
⎥
⎥
⎥
⎦

(2.38)
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where 𝐈 is an identity matrix with its number of rows and columns between
brackets, 𝟎 is a matrix of zeros with its number of rows and columns between
brackets, and 𝝐𝑚 are the residuals at location 𝑚. The matrix 𝐐𝑚 is defined dif-
ferently for the first location than for the other locations. For 𝑚 = 1, 𝐐𝑚 is a
matrix of zeros size 𝑁 by𝑀 − 1. For𝑚 > 1, 𝐐𝑚 is a matrix of zeros of size 𝑁 by
𝑀−1 except for column𝑚−1, which contains ones. The vector 𝐚 contains the
unknown parameters, has length 2𝑁 +𝑀, and is given by:

𝐚 =
⎡⎢⎢⎢
⎣

𝛾
𝐚𝐷,F
𝐚𝐷,B
𝐚𝐴

⎤⎥⎥⎥
⎦

, 𝐚𝐷,F =
⎡⎢⎢⎢
⎣

𝐷F,1
𝐷F,2
⋮

𝐷F,𝑁

⎤⎥⎥⎥
⎦

, 𝐚𝐷,B =
⎡⎢⎢⎢
⎣

𝐷B,1
𝐷B,2
⋮

𝐷B,𝑁

⎤⎥⎥⎥
⎦

, 𝐚𝐴 =
⎡⎢⎢⎢
⎣

𝐴2
𝐴3
⋮
𝐴𝑀

⎤⎥⎥⎥
⎦

(2.39)

The weights of the observations at location𝑚 are given by:

diag (𝐖𝑚) = [1/𝜎
2 [𝐅𝑚]

1/𝜎2 [𝐁𝑚]
] (2.40)

where the elements of 𝜎2 [𝐅𝑚] and 𝜎2 [𝐁𝑚] are approximatedwith Equation 2.34
applied to the forward and backward channels, respectively.

The equations for all 𝑀 locations are gathered in a single set of equations
given by Equations 2.29 and 2.30, where 𝐲𝑚,𝐗𝑚, 𝐚 are given by Equations 2.37–
2.39. This is a system of 2𝑀𝑁 equations for𝑀 + 2𝑁 unknown parameters. The
system is solved by minimizing 𝝌2 as given by Equation 2.31, where𝐖 is given
by Equation 2.32 with Equation 2.40 for𝐖𝑚.

The set of estimated parameters contains estimates of 𝐴 for the locations
along the reference sections only. An estimate of𝐴 and its variance for locations
outside the reference sections are required to estimate the temperature outside
of the reference sections. An estimate of 𝐴 for location 𝑝 and time 𝑛 outside the
reference sections is obtained by setting 𝑇F = 𝑇B using Equations 2.16 and 2.17,
which gives:

𝐴𝑝,𝑛 =
𝐼B,𝑝,𝑛 − 𝐼F,𝑝,𝑛

2 +
𝐷B,𝑛 − 𝐷F,𝑛

2 (2.41)
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The variance of 𝐴𝑝,𝑛 is approximated with:

𝜎2 [𝐴𝑝,𝑛] ≈
1
4
(𝜎2 [𝐼B,𝑝,𝑛] + 𝜎2 [𝐼F,𝑝,𝑛] + 𝜎2 [𝐷F,𝑛] + 𝜎2 [𝐷B,𝑛] − 2𝜎 [𝐷F,𝑛, 𝐷B,𝑛])

(2.42)

≈ 1
4
( 1
𝑃2B,𝑚,𝑛+

𝜎2𝑃B+ +
1

𝑃2B,𝑚,𝑛−
𝜎2𝑃B− +

1
𝑃2F,𝑚,𝑛+

𝜎2𝑃F+ +
1

𝑃2F,𝑚,𝑛−
𝜎2𝑃F−

+ 𝜎2 [𝐷F,𝑛] + 𝜎2 [𝐷B,𝑛] − 2𝜎 [𝐷F,𝑛, 𝐷B,𝑛] )

(2.43)

where 𝜎2𝑃B+ , 𝜎
2
𝑃B− , 𝜎

2
𝑃F+ , and 𝜎

2
𝑃F− are estimated directly from the Stokes and anti-

Stokes intensitymeasurements of the forward and the backward channels using
the procedure presented in Section 2.4, the terms 𝜎2 [𝐷F,𝑛] and 𝜎2 [𝐷B,𝑛] are
parameter uncertainties from the diagonal of the covariance matrix, and the
term 𝜎 [𝐷F,𝑛, 𝐷B,𝑛] is the square-root of the covariance between 𝐷F,𝑛 and 𝐷B,𝑛
from the covariance matrix. A single estimate of 𝐴𝑝 and 𝜎2 [𝐴𝑝] at location 𝑝 is
obtained using the inverse temporal-variance weighted mean:

𝐴𝑝 = 𝜎2 [𝐴𝑝] (
𝑁
∑
𝑛=1

𝐴𝑝,𝑛

𝜎2 [𝐴𝑝,𝑛]
) (2.44)

𝜎2 [𝐴𝑝] =
1

𝑁
∑
𝑛=1

1/𝜎2 [𝐴𝑝,𝑛]
(2.45)

The number of reference sections required for calibration is discussed in Sec-
tion 2.10.2.

2.7 Confidence Intervals of the Temperature
The uncertainty in the estimated temperature varies along the fiber as the laser
pulse attenuates when propagating through the fiber, and varies over time due
to varying gains and losses in the DTS device. The two sources that contribute
to the uncertainty in the temperature estimate are the uncertainty in the cali-
brated parameters and the uncertainty associated with the noise in the Stokes
and anti-Stokes intensitymeasurements. The former dominates the uncertainty
in the estimated temperature for measurements with longer acquisition times,
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while the latter dominates measurements with shorter acquisition times. Other
sources of possible uncertainty are not taken into account here. These include
the uncertainty introduced by the model that relates measured Stokes and anti-
Stokes intensities to temperature, and the uncertainty in measured tempera-
tures obtained with external sensors. The latter is generally much smaller than
the uncertainty in the DTS temperature from the noise in the Stokes and anti-
Stokes intensity measurements.

Estimation of the confidence intervals of the temperature starts with es-
timating separate probability density functions for the Stokes and anti-Stokes
intensity measurements and the calibrated parameters. The probability den-
sity functions are propagated through the model using a Monte Carlo sampling
procedure following the steps from Joint Committee for Guides in Metrology
(2008a) and Joint Committee for Guides in Metrology (2008b). This procedure
results in an approximation of the probability density function for the estimated
temperature, which is different at each location and varies over time. Various
summarizing statistics are computed from the approximate probability density
function, including the expected value, the standard deviation, and the confi-
dence intervals. The standard deviation is also called the temperature reso-
lution, but in line with Joint Committee for Guides in Metrology (2008a), the
term standard uncertainty is used here. The procedure is explained first for
single-ended measurements, followed by the procedure for double-ended mea-
surements.

2.7.1 Single-Ended Measurements
Estimation of the confidence intervals for the temperatures measured with a
single-ended setup consists of five steps. First, the variances of the Stokes and
anti-Stokes intensity measurements are estimated following the steps in Sec-
tion 2.4. A Normal distribution is assigned to each intensity measurement that
is centered at the measurement and using the estimated variance. Second, a
multi-variate Normal distribution is assigned to the estimated parameters using
the covariance matrix from the calibration procedure presented in Section 2.5.
Third, the distributions are sampled, and the temperature is computed with
Equation 2.12. Fourth, step three is repeated, e.g., 10,000 times for each loca-
tion and for each time. The resulting 10,000 realizations of the temperatures ap-
proximate the probability density functions of the estimated temperature at that
location and time. Fifth, the standard uncertainties are computedwith the stan-
dard deviations of the realizations of the temperatures, and the 95% confidence
intervals are computed from the 2.5% and 97.5% percentiles of the realizations
of the temperatures.
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2.7.2 Double-Ended Measurements
Double-ended setups require four additional steps to estimate the confidence
intervals for the temperature. First, the variances of the Stokes and anti-Stokes
intensity measurements of the forward and backward channels are estimated
following the steps in Section 2.4. A Normal distribution is assigned to each
intensity measurement that is centered at the measurement and using the esti-
mated variance. Second, a multi-variate Normal distribution is assigned to the
estimated parameters using the covariance matrix from the calibration proce-
dure presented in Section 2.6. Third, Normal distributions are assigned for𝐴 for
each location outside of the reference sections. These distributions are centered
around 𝐴𝑝 and have variance 𝜎2 [𝐴𝑝] given by Equations 2.44 and 2.45. Fourth,
the distributions are sampled and 𝑇F,𝑚,𝑛 and 𝑇B,𝑚,𝑛 are computed with Equa-
tions 2.16 and 2.17, respectively. Fifth, step four is repeated to compute, e.g.,
10,000 realizations of 𝑇F,𝑚,𝑛 and 𝑇B,𝑚,𝑛 to approximate their probability density
functions. Sixth, the standard uncertainties of 𝑇F,𝑚,𝑛 and 𝑇B,𝑚,𝑛 (𝜎 [𝑇F,𝑚,𝑛] and
𝜎 [𝑇B,𝑚,𝑛]) are estimated with the standard deviation of their realizations. Sev-
enth, for each realization 𝑖 the temperature 𝑇𝑚,𝑛,𝑖 is computed as the weighted
average of 𝑇F,𝑚,𝑛,𝑖 and 𝑇B,𝑚,𝑛,𝑖:

𝑇𝑚,𝑛,𝑖 = 𝜎2 [𝑇𝑚,𝑛] (
𝑇F,𝑚,𝑛,𝑖

𝜎2 [𝑇F,𝑚,𝑛]
+

𝑇B,𝑚,𝑛,𝑖
𝜎2 [𝑇B,𝑚,𝑛]

) (2.46)

where

𝜎2 [𝑇𝑚,𝑛] =
1

1/𝜎2 [𝑇F,𝑚,𝑛] + 1/𝜎2 [𝑇B,𝑚,𝑛]
(2.47)

The best estimate of the temperature 𝑇𝑚,𝑛 is computed directly from the best
estimates of 𝑇F,𝑚,𝑛 and 𝑇B,𝑚,𝑛 as:

𝑇𝑚,𝑛 = 𝜎2 [𝑇𝑚,𝑛] (
𝑇F,𝑚,𝑛

𝜎2 [𝑇F,𝑚,𝑛]
+

𝑇B,𝑚,𝑛
𝜎2 [𝑇B,𝑚,𝑛]

) (2.48)

Alternatively, the best estimate of 𝑇𝑚,𝑛 can be approximated with the mean of
the 𝑇𝑚,𝑛,𝑖 values. Finally, the 95% confidence interval for 𝑇𝑚,𝑛 are estimated
with the 2.5% and 97.5% percentiles of 𝑇𝑚,𝑛,𝑖.

2.8 Python Implementation
Thepresented calibration procedure is implemented in the Pythonpackage “dtscal-
ibration” (Tombe and Schilperoort, 2020). It is open source, has a BSD 3-or-
later license and is available online at https://github.com/dtscalibration/

https://github.com/dtscalibration/python-dts-calibration
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python-dts-calibration, togetherwith installation instructions, examples, and
documentation. The package readsDTSmeasurement files into an object, which
has several calibration and plotting methods. Calibration and calculation of
confidence intervals can be conducted within 10 lines of Python code, as is
demonstrated in the examples of Section 2.9 and Supplementary Materials 1.
Several routines are implemented to read Stokes and anti-Stokes intensity mea-
surement files from the following DTS devices: AP Sensing CP320, Sensornet
Oryx, Sensornet Halo, SensorTran 5100, Silixa Ultima, Silixa XT. The package
inherits many functions (e.g., visualization, parallel computing) from xarray
(Hoyer and Hamman, 2017) so that the code base remains small. Most com-
putations are performed by Dask (Dask Development Team, 2016) in chunks
and in parallel, so that gigabytes of DTS measurement data can be processed on
a personal computer with limited memory.

2.9 Example
An example of a double-ended setup is presented to demonstrate the spatial
and temporal variability in the uncertainty of the temperature. This example
attempts to estimate the uncertainty of the temperature along the entire fiber
for a given acquisition time. The uncertainty in the estimated temperature can
easily be reduced by increasing the acquisition time, but that limits the ability to
observe temporal variation in temperature. Alternatively, the uncertainty can
be reduced by increasing the sampling distance, but that limits the ability to
observe spatial variation in temperature.

2.9.1 Setup and Data Collection
A schematic representation of the setup is shown in Figure 2.2. Sections of the
fiber are submerged in water baths with ameasured temperature as listed in Ta-
ble 2.1. A uniform temperature in all water baths is desired so that the tempera-
ture measured with an external temperature sensor resembles the temperature
of the fiber. Therefore, an aluminum bath filled with water is placed in a cold
climate room, and a second one is placed in a warm climate room. The air in the
climate rooms circulates around the water baths and the air temperature is kept
constant with a maximum variation of 0.5 ∘C to achieve a uniform temperature
in the water baths. A cooler turns on if the air temperature in the climate rooms
is 0.3 ∘Cabove its target temperature, and a heater turns on if the air temperature
in the climate rooms is 0.2 ∘C below the target temperature. Both baths contain
two coils of fiber. Another coil of fiber is placed in a cooler box filled with water,
without temperature control, but with an aquarium air pump to attempt to mix

https://github.com/dtscalibration/python-dts-calibration
https://github.com/dtscalibration/python-dts-calibration
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DTS system

Interrogator

Cold bath
~4°C

Warm bath
~19°C

Ambient bath
~13°C

Forward
channel

Backward
channel

x=0

Pt100
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C2

W1

W2

Pt100

Pt100

Figure 2.2: The setup of the example.

Table 2.1: Fiber sections submerged in water baths.

Name Fiber
Section (m)

Average
Temperature (∘C)

Number of
Measurement
Locations

Notes

Cold 1 7.5–17.0 4.35 37 Used for calibration
Warm 1 24.0–34.0 18.52 39 Used for calibration
Ambient 40.0–50.0 12.62 39
Cold 2 70.0–80.0 4.35 39
Warm 2 85.0–95.0 18.52 39

the water and achieve a uniform temperature. All coils of fiber are lifted from
the bottom of the baths with plastic spacers so that the coils are approximately
centered. The setup was left to rest to achieve a stable and uniform temperature
in the water baths before starting the measurements.

The DTS system used in this example is a Silixa Ultima-S DTS system (Hert-
fordshire, UK) that measures fibers up to 2 km with a factory-reported spatial
resolution of approximately 30 cm. The system is configured to measure the
Stokes and anti-Stokes intensity with an acquisition time of 2 s in the forward
direction and 2 s in the backward direction, every 12.7 cm along 100 m of fiber
(Figure 2.2). The system’s specification sheet lists several values for the stan-
dard uncertainty (referred to as the temperature resolution) for different single-
ended setups using the built-in calibration routine. According to the specifica-
tion sheet, the standard uncertainty is 0.34 ∘C if the fiber is shorter than 500m,
sampled every 12.7 cm, and measured for a second, which translates roughly
to a standard uncertainty of 0.17 ∘C for an acquisition time of 4 s. The used
fiber (j-BendAble made by j-fiber GmbH, Jena, Germany) is an OM3 fiber with
a germanium-doped core with a diameter of 50 μm and a silica cladding with
a diameter of 125 μm. The temperature in the warm- and cold-water baths is
measured by the DTS system with two Pt100 RTDs, and the temperature in the
ambient water bath ismeasuredwith a Pt100 RTDusing a Fluke 1524Handheld
Thermometer.
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2.9.2 Estimation of the Temperature and the Associated Uncer-
tainty

The variance of the noise in the Stokes and anti-Stokes intensity measurements
of the forward andbackward channelswere estimatedusingmeasurements from
the two reference sections (‘Cold 1’ and ‘Warm 1’ in Table 2.1) with the proce-
dure described in Section 2.4. A scatter plot with the residuals of the intensity
measurements of the forward channel is shown in Appendix B. The residuals
of the Stokes intensity measurements are plotted on the horizontal axis and the
residuals of the anti-Stokes intensity measurements on the vertical axis. The
residuals may be approximated with a Normal distribution and show no clear
correlation (Pearson correlation coefficient is 0.02).

Double-ended calibration was performed to estimate the optimal parameter
values and their covariance following the procedure described in Section 2.6.
The calibration uses measurements from the two reference sections (Table 2.1).
Instead of using all themeasurements from themeasurement period of one day,
1000 time samples were used, evenly spaced over a single day (𝑁 = 1000). In-
herent to DTS systems, neighboring measurement locations are spatially corre-
lated (Section 2.2). To reduce this correlation, every other measurement loca-
tion was disregarded so that the distance between the used measurement loca-
tions is 25.4 cm, which is close to the spatial resolution and results in a total of
193 measurement locations. The number of locations along the reference sec-
tions that are used for calibration is 76 (𝑀 = 76).

The 95% confidence intervals are estimated with the approach described
in Section 2.7. The estimated temperature and its confidence interval at the
first time step are shown in Figure 2.3a. The difference between the estimated
temperature and reference temperature is shown in Figure 2.3b with markers,
where the confidence interval minus the estimated temperature at the first time
step is shown with a blue fill. For the estimation of the confidence intervals, a
Monte Carlo sample size of 10,000 was used; doubling the sample size for this
measurement setup did not change the 95% confidence intervals significantly,
but it did smooth the edges of the confidence intervals (i.e., the roughness of
the edges of the blue fill in Figure 2.3b). The percentage of reference tempera-
ture measurements that fall within the 95% confidence interval of the estimated
temperature for all 1000 time steps are listed for each section in Table 2.2. For
the ambient bath, only 92.3% of the temperature measurements fall within the
95% confidence interval.

The mean difference between the reference temperature and the estimated
temperature for all times is shown for each location along the reference sections
in Figure 2.4 with orange markers. The estimated temperature of the ambient
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Figure 2.3: (a) Temperature with its 95% confidence intervals at the first time step. (b)
Differences between the estimated temperature and the reference temperature at the first

time step.

Table 2.2: Percentage of reference temperature within estimated 95% confidence intervals.

Cold 1 Warm 1 Ambient Cold 2 Warm 2 Total
95.6% 95.0% 92.3% 94.7% 94.3% 94.4%
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Figure 2.4: Spatial variation of the standard uncertainty of the estimated temperature, and
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temperature.

bath is on average 0.06 ∘C above the corresponding reference temperature. This
bias may be the result of either the external temperature sensor not represent-
ing the temperature of the fiber due to local temperature variations in the water
bath, or the external temperature sensor is calibrated differently. This could
have been confirmed by simultaneously submerging all temperature sensors in
a water bath and comparing their measurements, but this was not done here.
The mean difference of reference section Warm 2 shows a spatial correlation
between the mean differences, which can indicate non-uniform temperatures
in the water bath. The spatial variability in the standard deviation of the dif-
ferences between the reference temperature and the estimated temperature is
shown in Figure 2.4 with blue markers. The standard uncertainty is estimated
for each location from the Monte Carlo samples from all times and is shown
with a black line. It varies with the temperature, with slightly smaller values
for the fiber sections in the cold baths and slightly larger values for the fiber
sections in the warm baths. The standard deviation of the difference between
the reference temperature and the estimated temperature for all times is shown
with blue markers and is well described at each location with the standard un-
certainty.

The mean difference between the reference temperature and the estimated
temperature for all reference locations is plotted over time in Figure 2.5 with or-
ange markers. Each marker represents the mean of 193 differences. The mean
of the differences are slightly above zero probably caused by the bias in the am-
bient bath temperature. The standard uncertainty at each time is computed
from theMonte Carlo samples from all locations and is shownwith a black line.
The standard deviation of the difference between the reference and estimated
temperature for all locations is shown with blue markers, which roughly follow
the estimated standard uncertainties. The increase in standard uncertainty after
11.5 h coincides with a strong decrease in Stokes and anti-Stokes intensity of the
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Figure 2.5: Temporal variation of the standard uncertainty of the estimated temperature,
and the mean and standard deviation of the differences between the estimated and

reference temperature.

forward and backward channels (not shown here), caused by either a decrease
in laser strength or a decrease in sensitivity of the detector.

2.9.3 Effect of Parameter Uncertainty
As stated, the uncertainty of the temperature is a function of the uncertainty
in the estimated parameters and the uncertainty in the Stokes and anti-Stokes
intensitymeasurements. The estimation of the standard uncertainty of the tem-
perature was repeated except for that the covariance matrix of the optimal pa-
rameters was not propagated to theMonte Carlo set, so that the standard uncer-
tainty consists of only the uncertainty introduced by the noise in the Stokes and
anti-Stokes intensity measurements (Section 2.7.2). The standard uncertainty
of the temperature was recalculated, and was on average 0.001 ∘C smaller than
the original values and did not show any patterns or trends. Hence, it is con-
cluded that for this experiment the contribution of the parameter uncertainty
to the standard uncertainty is small compared to the uncertainty introduced by
the noise in the Stokes and anti-Stokes intensity measurements.

2.9.4 Effect of Difference in Reference Temperatures
As stated in Section 2.6, reference sections at two different temperatures are
required to estimate the parameters that relate Stokes and anti-Stokes inten-
sity measurements to temperature and only one reference section is needed if
its temperature varies sufficiently over time. To test the consequence of cali-
brating to reference sections with a variation in temperature that is too small,
an additional calibration is performed with two reference sections at the same
temperature: Cold 1 and Cold 2 (Table 2.1). 95% of the reference temperatures
were between 4.33 and 4.39 ∘C. Values for the 𝐴(𝑥) parameters along the refer-
ence sections are correctly estimated, but the parameters 𝛾, 𝐷F(𝑡), and 𝐷B(𝑡) are
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not. Their estimated values are of the right order of magnitude, and the tem-
perature of the cold-water baths is estimated well with those parameters (not
shown). The temperatures outside the 4.33–4.39 ∘C range are not correctly esti-
mated. The 95% confidence intervals for the estimated temperature outside the
reference sections are enormously wide, because of the large parameter uncer-
tainty. The standard uncertainty of the 𝐴(𝑥) estimates are the same as in the
first calibration configuration, but the standard uncertainty of the 𝛾, 𝐷F(𝑡), and
𝐷B(𝑡) estimates are two orders of magnitude larger than their estimated values.
As expected, this calibration configuration failed due to the lack of difference in
temperature between the reference sections and the lack of temperature varia-
tion of the reference sections.

2.10 Discussion
2.10.1 Improved Temperature Estimation for Double-Ended Se-

tups
The estimation of the uncertainty of the temperature fromStokes and anti-Stokes
intensity measurements requires several approximations. In this section, the
practical implications of these approximations are assessed. Single-ended mea-
surements have several inherent drawbacks compared to double-ended mea-
surements. The differential attenuation is approximated to be constant, step
changes are neglected (e.g., fiber splices, sharp bends), and fiber sections with a
different differential attenuation are not accounted for (e.g., coiled up fiber sec-
tions, different fiber types). This includes sharp bends in ‘bend-tolerant’ fiber
(Remouche et al., 2012; Hilgersom et al., 2016). The step losses in Stokes and
anti-Stokes intensity measurements can be corrected manually, if they are iden-
tified and the temperature is the same at either side of the step loss (Hausner
and Kobs, 2016). Uncorrected step losses result in a bias in the estimated tem-
perature that is not expressed in the confidence intervals. Commercially avail-
able DTS systems usually include an internal reference fiber section for calibra-
tion purposes. The use of the internal reference section is not recommended for
single-ended measurements because of the step change in the integrated differ-
ential attenuation at the connector. The type of the internal fiber is most likely
different, with a different differential attenuation than the fiber connected to
the DTS system. Hence, it is recommended to use double-ended setups rather
than single-ended setups.

The proposed calibration procedure to estimate the integrated differential at-
tenuation in double-ended setups differs from the two-step procedure of van de
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Figure 2.6: Synthetic example of the standard uncertainty of the estimated temperature
using arithmetic mean and the inverse-variance weighted mean.

Giesen et al. (Giesen et al., 2012). They estimate the differential attenuation in-
tegrated between neighboring measurement locations, average them over time
for the entire fiber, and sum them to estimate the integrated differential atten-
uation. In Section 2.6 of this chapter, estimation of the integrated differential
attenuation is achieved in one step, and formulated so that it can be used in
weighted linear regression.

The presented calibration procedure can lead to better temperature estimates
compared to existing calibration procedures. Parameters that are time invari-
ant are kept constant and are estimated from all available data, which improves
their estimation. By weighing Stokes and anti-Stokes measurements with their
uncertainty, the estimation of parameters is less affected by measurement noise
along reference sections with a low signal strength, i.e., at the end of the fiber.

Furthermore, weighted averaging of the temperature from the forward and
backward-channel measurements results in better temperature estimates than
arithmetic averaging or using either of the individual channel measurements.
Consider the synthetic temperaturemeasurement of a double-ended setup shown
in Figure 2.6. The approximated standard uncertainty is computed using the
procedure outlined in Section 2.7.2 and is shown for the forward-channel tem-
perature measurements in orange and for the backward channel in blue. The
standard uncertainty of the inverse-variance weighted mean is shown with the
solid black line and is much smaller near the ends of the fiber. The standard un-
certainty of the inverse-varianceweightedmean is equal to that of the arithmetic
mean where the standard uncertainty of the forward-channel measurements is
equal to that of the backward-channel measurements.
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2.10.2 Calibration to Reference Sections
The presented calibration procedures require either one or two reference sec-
tions with a different temperature. In single-ended setups, two reference sec-
tions are needed to differentiate between 𝛾/𝑇𝑟 and 𝐶(𝑡)+𝑥Δ𝛼. In double-ended
setups, two reference sections are needed to differentiate between 𝛾/𝑇𝑟 and𝐷F(𝑡),
and between 𝛾/𝑇𝑟 and 𝐷B(𝑡). Only one reference section is needed in single-
ended and double-ended setups if the reference temperature varies sufficiently
over time. To examine theminimum temperature variation that is neededwhen
using one reference section, the analysis of the example of Section 2.9 is repeated
using only the reference section in the ambient water bath, which varies be-
tween 12.53 and 12.73 ∘C. This temperature variation of only 0.2 ∘C proved to be
sufficient for this setup. The contribution of the parameter uncertainty to the
standard uncertainty is again small compared to the uncertainty introduced by
the noise in the Stokes and anti-Stokes intensity measurements. As expected,
the likely bias in the estimated temperature of the ambient bath that was appar-
ent in Figure 2.4 translates to a bias in the estimated temperature (not shown).
For example, the temperature estimates along the sections in the cold andwarm
water baths are 0.03 and 0.10 ∘C too low, respectively. The minimum tempera-
ture difference needed for calibration depends on many factors, including: the
matrix solver and its settings, the length of the reference sections, the Stokes
and anti-Stokes intensity, and the noise in the Stokes and anti-Stokes intensity
measurements.

All existing calibration procedures rely on the temperature of reference sec-
tions measured with external sensors. Any deviation of the fiber temperature
from the temperaturemeasuredwith an external sensor introduces errors. Prob-
lems that are commonly occurringwithDTS calibration are ill-defined positions
of the reference sections and non-uniform temperature of the water baths. Both
can be discovered at different stages of the calibration procedure. They may in-
troduce a bias in the estimated temperature, which is not accounted for in the
estimation of the standard uncertainty and confidence intervals. Therefore, an
additional external temperature sensor is recommended for identification of a
bias in the reference temperature. A biasmay then be identified by, for example,
composing a figure of the time-averaged difference between the estimated tem-
perature and the reference temperature, similar to Figure 2.4. A non-uniform
temperature of the reference sections also negatively affects the parameter esti-
mation by introducing an error in the coefficient matrix, in the first column of
𝐗𝑚 in Equations 2.30 and 2.37. Investigation of the contribution of the param-
eter uncertainty to the uncertainty of the estimated temperature is explained in
Section 2.9.3. A non-uniform temperature of the reference sections may also
result in an overestimation of the noise in the Stokes and anti-Stokes inten-
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sity measurements. The variance of the noise in the intensity measurements
are estimated from the residuals between Equations 2.20–2.21 and the inten-
sity measurements assuming a uniform reference temperature (Section 2.4). A
non-uniform temperature of a reference section increases the residuals, which
are incorrectly attributed to the noise from the detector. A comparison of the
estimated variance of different reference sections can indicate the location of
non-uniform temperature sections. Alternatively, trends in the time-averaged
differences between the estimated and reference temperature can also indicate
a non-uniform temperature of the reference sections, of which an example is
shown with orange markers in Figure 2.4.

2.11 Conclusion
A new approach is presented to calibrate temperature from Stokes and anti-
Stokes intensity measurements and to provide a confidence interval for the es-
timated temperature. The uncertainty in the estimated temperature is caused
by the noise from the Stokes and anti-Stokes detectors, and the uncertainty in
the calibrated parameters that relate the Stokes and anti-Stokes intensity mea-
surements to temperature. Estimation of the confidence interval for the esti-
mated temperature requires an estimation of the distribution of the noise from
the Stokes and anti-Stokes detectors and a multi-variate distribution of the pa-
rameters that relate the Stokes and anti-Stokes intensity measurements to tem-
perature. All these distributions are propagated with Monte Carlo sampling to
approximate the probability density function of the temperature, which is differ-
ent at each location and varies over time. Various summarizing statistics can be
computed from the approximated probability density function, such as standard
uncertainties and confidence intervals.

Several improvements were made to existing calibration procedures to re-
duce the uncertainty in the estimated temperature. The integrated differential
attenuation differs per setup and must be experimentally estimated to differen-
tiate it from a shift in temperature. The integrated differential attenuation for
double-ended setups is formulated such that it can be used directly in linear
regression and the uncertainty in the parameter estimation is reduced. The pa-
rameter estimation is further improved by making use of the fact that some pa-
rameters are time-invariant, and to use all available data to estimate their value.
The linear regression accounts for spatial and temporal variation in the signal
intensity, so that large-intensity measurements have a larger weight in the pa-
rameter estimation than the small-intensity measurements.
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In double-ended setups, the temperature is estimated from measurements
made from both ends of the fiber. Close to the ends of the fiber, the difference in
Stokes and anti-Stokes intensity between the forward and backward measure-
ments is large, resulting in a large difference in the uncertainty of the temper-
ature estimated from the forward and backward measurements. The estimated
temperature is a weighted average of the temperatures estimated from the for-
ward and backward-channel measurements. Compared to unweighted averag-
ing, this reduces the uncertainty in the estimated temperature. The uncertainty
of the temperature that is estimated with the proposed calibration procedure is
assessed in an example. The estimated temperature and 95% confidence inter-
vals adequately represent the temperature of the reference sections.

The calibration procedure is implemented in “dtscalibration”, an open-source
Python package that is freely available under the BSD 3-or-later license from
https://github.com/dtscalibration/python-dts-calibration. The pack-
age contains the new calibration procedures for both single-ended and double-
ended setups, can compute confidence intervals of the estimated temperature,
and includes several routines for visualization of the results.

• Dataset: B. F. des Tombe (2019). DTS measurements supporting a DTS
calibration paper. Dataset license: GPL-3.0-or-later. doi: 10.4121/UUID:
71B5C3C2-4105-4F4F-BD1E-D7C56732A665
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33 Estimating travel time in bank
filtration systems from a
numerical model based on
DTS measurements

This chapter is based on: des Tombe, B. F., Bakker, M. , Schaars, F. and van
der Made, K. (2018), Estimating Travel Time in Bank Filtration Systems from
a Numerical Model Based on DTS Measurements. Groundwater, 56: 288-299.
doi:10.1111/gwat.12581

Abstract. An approach is presented to determine the seasonal variations in
travel time in a bank filtration system using a passive heat tracer test. The tem-
perature in the aquifer varies seasonally because of temperature variations of the
infiltrating surface water and at the soil surface. Temperature was measured
with distributed temperature sensing (DTS) along fiber optic cables that were
inserted vertically into the aquifer with direct push equipment. The approach
was applied to a bank filtration system consisting of a sequence of alternating,
elongated recharge basins and rows of recovery wells. A SEAWAT model was
developed to simulate coupled flow and heat transport. The model of a two-
dimensional vertical cross-section is able to simulate the temperature of the wa-
ter at the well and the measured vertical temperature profiles reasonably well.
MODPATHwas used to compute flow paths and the travel time distribution. At
the study site, temporal variation of the pumping discharge was the dominant
factor influencing the travel time distribution. For an equivalent system with
a constant pumping rate, variations in the travel time distribution are caused
by variations in the temperature-dependent viscosity. As a result, travel times
increase in the winter, when a larger fraction of the water travels through the
warmer, lower part of the aquifer, and decrease in the summer, when the upper
part of the aquifer is warmer.

Impact statement: Passive heat tracer experiment with DTS measurements
and numerical modelingmay be used to estimate travel times in Bank Filtration

33
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3.1 Introduction
A bank filtration system is a type of Managed Aquifer Recharge system where
infiltration ofwater is induced at the bank of awater body and recovered bywells
(e.g., Maliva and Missimer, 2012). It is a cost-effective and sustainable filtration
method for the production of potable water (Ray et al., 2003; Huelshoff et al.,
2009; Maliva and Missimer, 2012). The travel time during soil passage is a crit-
ical design parameter of a bank filtration system and needs to be large enough
to result in, for example, pathogen-safe water (Schijven et al., 2003; Toze et al.,
2010). Although tracer experiments have been used to determine the travel time
from one observation well to another, it is practically very difficult to use them
to determine the travel time distribution of a bank filtration system (Zheng et
al., 2011; Ma et al., 2012). In this chapter, it is demonstrated how the travel time
distribution can be derived from a passive heat tracer experiment. There are a
variety of othermethods that can be used to determine travel times in subsurface
systems, see, e.g., the recent summary by Dreuzy and Ginn (2016).

In recent years, the use of heat as a tracer has increased due to the wide
availability of temperature loggers and improved computer codes (Anderson,
2005). The application of Distributed Temperature Sensing (DTS) in hydrology
made it possible to measure temperature along long fiber optic cables with a
fine spatial resolution in a practical manner (e.g., Selker et al., 2006; Westhoff
et al., 2007; Tyler et al., 2009; Steele-Dunne et al., 2010; Becker et al., 2013).
Fiber optic cables have been lowered in boreholes to measure temperature vari-
ations, for example to determine the terrestrial heat flow (e.g., Hurtig et al., 1993;
Förster et al., 1997; Henninges et al., 2005) or local groundwater flow velocities
and heat transport (e.g., Read et al., 2013; Coleman et al., 2015). Estimation of
aquifer thermal parameters using boreholes depends on the borehole thermal
properties and the location of the heat source and temperature sensor within
the borehole (Moscoso Lembcke et al., 2015). Alternatively, fiber optic cables
may be inserted into unconsolidated aquifers using direct-push equipment, so
that no borehole is needed (Bakker et al., 2015).
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Two types of heat tracer experiments may be distinguished: active tracer
experiments, where the water is actively heated and the response is measured
(e.g., Leaf et al., 2012; Wagner et al., 2014b; Bakker et al., 2015), and passive
heat tracer experiments, where groundwater temperature changes are caused
by natural fluctuations in temperature (see, e.g., Anderson, 2005; Hoehn and
Cirpka, 2006; Constantz, 2008; Saar, 2011). Passive heat tracer experiments usu-
ally cover a larger area than active heat tracer experiments and are well suited
to determine the travel time distribution in bank filtration systems, provided
the natural temperature fluctuations are large enough. The temperature of the
groundwater in bank filtration systems is influenced by the temperature varia-
tions of the infiltrating water and the temperature variations at the soil surface,
which may vary significantly throughout the year (e.g., Molina-Giraldo et al.,
2011b). Measured temperature profiles may be simulated with numerical mod-
els for coupled groundwater flow and heat transport. When such models are
used for seasonally varying temperature conditions, they need to include the ef-
fect of the temperature of the groundwater on the flowfield via the temperature-
dependent viscosity.

The main objective of this chapter is to derive the variation in the monthly
travel time distribution of water in a bank filtration system from a passive heat
tracer experiment using a numerical model and DTS measurements. The tem-
perature variation with depth is measured along vertically inserted fiber op-
tic cables with a DTS system using the procedure developed by Bakker et al.
(2015). The measured temperature variations are simulated in a 2D vertical
cross-section with the coupled flow and heat transport code SEAWAT (Thorne
et al., 2006). The numerical model is used to determine the variation of the
monthly travel time distribution of the water. The second objective of this chap-
ter is to determine the effect of variations in viscosity caused by temperature
changes on the travel time distribution. The proposed approach is applied to a
study site in the Netherlands.

3.2 Study site
The study site is located in the dunes on the west coast of the Netherlands (Fig-
ure 3.1), where the drinking water company Provinciaal Waterleidingbedrijf
Noord-Holland (PWN) operates a bank filtration system that produced 88 mil-
lion cubic meters of potable water in 2014. In addition to filtration, the system
serves as a back-up storage for when no water is available for infiltration, and
to level out fluctuations in water quality. The system is also called a “Managed
Aquifer Recharge system” or a “Dune Filtration system”. The system is designed
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Figure 3.1: Map of the study site. Recharge basins (hatched), extraction wells (circles),
DTS locations (triangles), and an observation well (square). The WGS84 coordinates of the

center DTS location are (4.6184∘, 52.5514∘).

such that the travel time in the aquifer is at least 40 days. It consists of 12 par-
allel elongated shallow recharge basins to infiltrate pre-treated river water and
682 shallow wells to recapture the water. The recharge basins are 20 to 40 me-
ters wide, several hundred meters long, and 1 to 2 meters deep. Rows of wells
are located between the basins. The well screens extend from 2.5 meters to 10
meters below surface level. The wells are spaced 10 meters apart and are con-
nected via collection pipes to vacuum pumps with a controllable flow rate. The
row of pumpingwells is located in themiddle between two recharge basins. The
distance from the row ofwells to either of the two banks is approximately 70me-
ters (Figure 3.1). Recharge due to precipitation is approximately 1mmd-1. The
flow rate (continuously), water temperature (continuously), and water quality
(daily) are measured in the pumping station. In case pathogens are detected in
the extracted water, wells continue to extract water to clean the system, but the
water is routed back to the recharge basin (‘Return Flow Outlet’ in Figure 3.1),
rather than to the treatment plant.

A schematic cross-section along A-A’ (Figure 3.1) is shown in Figure 3.2.
The aquifer is approximately 36m thick, is subdivided in three sub-layers, and
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Figure 3.2: Schematic cross-section of the aquifer along A-A’ in Figure 3.1, including flow
boundaries for water and heat.

is bounded at the bottom by a 10.5m thick clay layer. The first layer is 10.5m
thick and consists of coarse sand. The second layer is 12.5m thick and consists
of fine sand with thin clay layers. The third layer is 13m thick and consists of
coarse sand. Estimated saturated hydraulic conductivity values are presented
in Figure 3.2 (Sander de Haas, PWN, personal communication, October 2014).
Fiber optic cables were pushed 15m into the ground at three locations using
direct-push equipment (Bakker et al., 2015) and are labeled West, Center, and
East. Fiber optic cables were connected in series using a Fujikura-FSM-70S fu-
sion splicer, resulting in one long cable that was buried underground from the
measurement locations to a nearby building with the DTS unit. There are two
observationwells near the cross-section. Observationwell 1 is located nearDTS-
West (5.50m below surface) and Observation well 2 (8.20m below surface) is
located in the gravel pack of a pumping well, three pumping wells (30m) away
from the cross-section (Figure 3.2).

3.3 Measurements
The total discharge of the entire row of 45 wells is measured at the pumping sta-
tion. The pumping rate is averaged per well and divided by 2, as approximately
half thewater comes from the recharge basin East of the rows of wells. The daily
pumping rate (blue) and its three-months moving average (black) are shown in
Figure 3.3a. The return flow to the basin, when a pollution is detected in the
extracted water, is indicated with the orange fill in Figure 3.3a.

The temperature is measured in Observation wells 1 and 2 and is shown
in Figure 3.3b with green and purple lines, respectively. Although Observation
well 2 is not located in the studied cross-section A-A’, themeasured temperature
is expected to be representative for the same location in the cross-section, as flow
lines are approximately parallel to the cross-section. A temperature sensor was
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Figure 3.3: a: Discharge of the pumping well (blue) divided by two, its three-month
moving average (black), and the discharge returned to the recharge basin upon detection
of pollution (orange). b: Temperature of the recharge basin (blue), measured between the
‘Start’ and ‘End’ labels, temperature at 5 cm and 10 cm below surface level (orange and

black), and temperature in Observation wells 1 and 2 (green and purple).

placed at the bottom of the recharge basin. The last readout was in January
2014, after which the sensor failed. The measured time series is shown with a
blue line in Figure 3.3b between ‘Start’ and ‘End’. Temperature measurements
at 10 cm below ground surface at weather station De Bilt of the Royal Nether-
landsMeteorological Institute (located 63 km South East of the study site) show
a remarkable resemblance with the available temperature measurements of the
recharge basin and were used to fill the missing recharge basin temperature
measurements (black line in Figure 3.3b). It is noted that this gap-filling is an
approximation and does not take into account, for example, changes in the tem-
perature of the recharge basin caused by the return flow in June, July, and Oc-
tober 2014. Temperature measurements at 5 cm below ground surface from the
same weather station were used for the temperature at the ground surface of
the study site (orange line in Figure 3.3b). The temperature signal at Observa-
tion wells 1 and 2 clearly differ in both the amplitude and the phase from the
temperature signal in the recharge basin and at the ground surface.

Temperature profiles were measured along the fiber optic cable on April 24,
June 3, August 7, and October 1 of 2014, and were averaged over 24 hours. The
Silixa Ultima DTS system (Silixa Ltd., London, UK) was used for the first three
measurement dates, providing a 0.13m sample spacing. The Sensornet Oryx
DTS system (Sensornet Ltd., Elstree, Hertfordshire, UK) was used for the mea-
surements inOctober 2014, with a sample spacing of 1m. The attenuation along
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Figure 3.4: Temperature profile measured using DTS in 2014 at DTS-West location (lines),
Observation well 1 temperature (dot), surface temperature (diamond).

the cable is corrected for by using the double-ended approach (Giesen et al.,
2012) and cold and warm temperature baths were used for calibration. Four
temperature profiles measured at location West are shown in Figure 3.4. The
temperature atObservationwell 1, located next to theDTS-West location, is plot-
ted for validation of the DTS measurements (dots). The measured temperature
profiles match the temperature sensor measurements within 1 ∘C. The surface
temperatures at -5 cm, measured at the weather station, are shown with dia-
monds. These are significantly lower than the DTS measurements, (up to 2 ∘C
in August), except for October, when the -5 cm surface temperature is higher
than the DTS measurement.

The vertical temperature profiles in the aquifer vary throughout the year. In
April, the coolest water is present at ∼ -10m, while the water is warmer above
and below this depth. In June and August, the temperature decreases almost
monotonically with depth, while in October the temperature increases with
depth till ∼ -8m after which it decreases. The largest temperature fluctuations
are observed at the surface (7 ∘C over the measurement period), while the tem-
perature fluctuations at ∼ -13m (layer 2, which has lower permeability) is only
half the fluctuation at the surface (3.5 ∘C). In April, June and August the verti-
cal temperature gradient near the surface indicates that heat is transported via
conduction from the surface into the aquifer, while the reverse happens in Oc-
tober.
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3.4 Mathematical model
Heat transport in porous media is governed by thermal advection and thermal
conduction. The heat transport equation may be written in a form analogous to
the solute transport equation as (e.g., Thorne et al., 2006),

𝜕𝑇
𝜕𝑡 = ∇ ([𝐷∗ +D] ∇𝑇) − 1

𝑅 ∇ (u𝑇) , (3.1)

where 𝑇 is temperature [Θ], 𝑡 is time [T], u is the groundwater velocity vector
[LT-1], 𝐷∗ is the thermal diffusivity [L2T-1], D is the dispersion tensor [L2T-1],
and 𝑅 is the thermal retardation [-]. The latter three are related to the soil prop-
erties as,

𝐷∗ = 𝑘b
𝜌b𝑐b

, D = 𝛼 u𝑅, 𝑅 = 𝜌b𝑐b
𝜃w𝜌w𝑐w

, (3.2)

where 𝜌b and 𝜌w are the density of the bulk and water, respectively [ML-3],
𝜃w is the water content [-], 𝑐b and 𝑐w are the specific heat capacity of the bulk
and water, respectively [L2T-2Θ-1], 𝑘b is the isotropic bulk thermal conductiv-
ity [LMT-3Θ-1], and 𝛼 is the dispersivity tensor [L] with principal components
𝛼L (longitudinal) and 𝛼T (transverse). The water, solids, and air fractions are
approximated as a single effective-medium of which the temperature is at in-
stantaneous equilibrium.

The bulk density and bulk thermal capacity are calculated by the volume-
weighted average of the properties of themoisture, air and solids fractions (Nield
and Bejan, 2006),

𝜌b𝑐b = 𝜃s 𝜌s𝑐s + 𝜃w 𝜌w𝑐w + 𝜃a 𝜌a𝑐a (3.3)

where 𝜃s and 𝜃a are the volumetric fractions of the solids and air, respectively
[-], 𝜌s and 𝜌a are the density of the solids and air, respectively [ML-3], and 𝑐s and
𝑐a are the specific heat capacity of the solids and air, respectively [L2T-2Θ-1].

The bulk thermal conductivity depends on the pore structure (Nield and
Bejan, 2006; Wang and Pan, 2008). Many averaging schemes exist, which either
approximate the pore structure (e.g., series, parallel, EMI (Bruggeman, 1935),
Maxwell / Hashin & Shtrikman (Hashin and Shtrikman, 1962)) or use empiri-
cal relations (e.g., Johansen, 1977; Campbell, 1985). Estimates for unsaturated
soils are more difficult because of the large difference in thermal conductiv-
ity between the air and solid phase (Johansen, 1977). The volume-weighted
geometric mean is used here, which is suggested as a reasonable estimate (Jo-
hansen, 1977; Nield and Bejan, 2006),

𝑘b = 𝑘𝜃ss 𝑘𝜃ww 𝑘𝜃aa , (3.4)
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where 𝑘s, 𝑘w, 𝑘a are the thermal conductances for solids, water, and air, respec-
tively.

Groundwater flow is influenced by the temperature via viscosity and density.
The hydraulic conductivity is defined as,

𝐾sat =
𝜅𝜌w𝑔
𝜇 , (3.5)

where 𝐾sat is the saturated hydraulic conductivity [LT-1], 𝜅 is the intrinsic per-
meability [L2], 𝜇 is the dynamic viscosity [ML-1T-1], and 𝑔 is the gravitational
acceleration [LT-2]. The relations between density and temperature (Langevin
et al., 2007, Eq. 14) and dynamic viscosity and temperature (Langevin et al.,
2007, Eq. 19) are approximated by,

𝜌w (𝑇) = 999.1 − 0.1125 ⋅ (𝑇 − 12) , (3.6)
𝜇 (𝑇) = 10−3 ⋅ [1 + 1.55 ⋅ 10−2 ⋅ (𝑇 − 20)]−1.572 , (3.7)

where 𝜌w is in kgm-3, 𝜇 is in kgm-1 s-1, and 𝑇 is in ∘C. The groundwater temper-
ature at the study site varies roughly between 4 and 20 ∘C. The corresponding
variation in the water density is only 0.18%, but the viscosity varies with 36%,
which results in a 57% higher hydraulic conductivity for water of 20 ∘C than for
water of 4 ∘C.

The hydraulic conductivity, thermal conductivity and heat capacity depend
on the moisture content, each of which is lower in the unsaturated zone. This
needs to be accounted for whenmodeling temperature signals in bank filtration
systems (Molina-Giraldo et al., 2011b). When vertical flow through the unsat-
urated zone is neglected, the moisture content above the water table may be
calculated as (Genuchten, 1980),

𝑆e (ℎ) =
𝜃w (ℎ) − 𝜃w,r
𝑛 − 𝜃w,r

= [ 1
1 + (𝛽 ℎ)1/(2−𝑚) ]

𝑚
, (3.8)

where 𝑆e is the effective saturation [-], 𝜃w is the water content [-], 𝜃w,r is the
residual soil-water content [-], 𝑛 is the porosity [-], ℎ is the height above the
water table (cm), and 𝛽 (cm-1) and 𝑚 (-) are soil-specific parameters. Values
for medium grain-sized sand are used 𝛽 = 0.035 cm-1, m = 0.67 (Tuller and Or,
2005). The hydraulic conductivity in the unsaturated zone is calculatedwith the
van Genuchten equation (1980),

𝐾unsat = 𝐾sat√𝑆e [1 − (1 − 𝑆1/𝑚e )𝑚]
2

(3.9)
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3.5 Boundary conditions
Two dimensional groundwater flow and heat transport (Equation 3.1) are sim-
ulated in a vertical cross-section (Figure 3.2) that is 10m wide (the distance be-
tween two pumping wells). Total net precipitation on cross-section A-A’ is ∼1%
of the mean pumping rate and is neglected. Flow in the direction normal to
the cross-section is neglected, including near the pumping well. Two rows of
wells are positioned at an equal distance from each recharge basin (Figure 3.1),
so that the vertical axis at the center of the recharge basin can be modeled as
a no-flow boundary for water and heat. Two recharge basins are located at an
approximately equal distance from the row of wells, so that the vertical bound-
ary above and below the well screen can be modeled as a no-flow boundary for
water and heat. The row of wells is modeled as a vertical line-sink with given
uniform extraction rate. As stated, radial flow in the horizontal plane near the
well is neglected. Vertical flow of water and heat at the bottom of the clay layer
is neglected (no-flow boundary). The head and temperature are specified for
the cells representing the recharge basin. The water level in the recharge basin
is fixed to 2.92m above mean sea level and the resistance of the leaky bed at the
bottom of the recharge basin is set to 1 day. The top boundary is a no-flow for
groundwater and given temperature for heat transport. Estimates of the con-
ductive and advective heat fluxes in the system are presented in Appendix C,
which shows that vertical advective heat transport is small compared to vertical
conductive heat transport and horizontal advective heat transport. Vertical ad-
vective heat transport together with recharge is neglected at the top boundary.

3.6 Model description
The coupled differential equations for the flow of heat andwater are solvedwith
the finite difference code SEAWAT (Langevin et al., 2007). Flow and heat trans-
port are solved iteratively using the generalized conjugate gradient solver, where
the thermal conduction is solved with an implicit finite difference scheme and
the thermal convection is solved using a third-order total-variation-diminishing
scheme with a stability constraint (Zheng and Wang, 1999). The input files for
SEAWAT were written and the output files were read using the open-source
Python package FloPy (Bakker et al., 2016) in Jupyter notebooks.

Themodeled cross-section is 46mdeep, 88m long and 10mwide. The cross-
section is discretized vertically into 107 model layers, with cells of 7.5 cm high
near the surface (to account for the large temperature gradients) increasing to
1m high for the lower part of the model. The cross-section is discretized hori-
zontally into 88 columns of 1m long. Themodeling period is from 2012 to 2014,
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Table 3.1: Hydraulic and thermal aquifer properties
𝜌s Density of the solids 2710 kgm-3

𝜌w Density of the water (at 12 ∘C) 999.1 kgm-3

𝜌a Density of the air 1.2 kgm-3

𝑐s Specific heat capacity of solids 835 J kg-1 ∘C-1

𝑐w Specific heat capacity of water 4183 J kg-1 ∘C-1

𝑐a Specific heat capacity of air 1005 J kg-1 ∘C-1

𝑘s Thermal conductivity of solids 4.85Wm-1 ∘C-1

𝑘w Thermal conductivity of water 0.58Wm-1 ∘C-1

𝑘a Thermal conductivity of air 0.0257Wm-1 ∘C-1
𝑛 Porosity 0.35
𝑆s Storage coefficient 10-5m-1

𝑆y Specific yield 0.25
𝛼L Longitudinal dispersivity 0.1m
𝛼T Transversal dispersivity 0.01m

with a spin-up period starting in 1988. All boundary conditions are specified on
a daily basis and each day is split into 10 calculation steps to comply with the
convergence criteria. The flow is modeled as transient, with the specific yield
set to 0.25 for unsaturated cells and the storage coefficient for saturated cells set
to 10-5m-1. Values for the aquifer properties used in the SEAWAT model are
presented in Table 3.1 and Figure 3.2. The recharge basin is modeled using the
River package and the well using the Well package in SEAWAT.

No unsaturated packages currently exist for SEAWAT. Therefore, an approx-
imate approach is used to model flow and heat transport through the unsatu-
rated zone. First the water table is calculated by averaging the head in the top
cells of the last year of the spin-up period. Then the water table is used to calcu-
late the thermal capacity, the thermal conductance, and the hydraulic conduc-
tivity in the unsaturated zone at reference temperature using Equations 3.3, 3.4,
and 3.9, respectively.

The spin-up period starts in 1988 with a uniform temperature of 12 ∘C and a
water table equal to the surface elevation. A yearly sine function is used for the
temperature of the recharge basin and at the soil surface during spin-up (based
on available temperature measurements). A constant discharge was of 60m3d-1

is used during spin-up (average of the period 2010-2014). The spin-up period is
split in two parts. In the first part, 1988-2007, the top of the model is horizontal
and no unsaturated zone is modeled. The head in the top cells is averaged over
the year 2007 and is used to compute the average position of the water table
and to calculate unsaturated zone properties for the second part of the spin-up
period from 2008-2011.
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No formal calibration is conducted, for example using a parameter estima-
tion package such as PEST (Doherty, 2016), because the temperature of the
recharge basin and at the surface were not measured correctly during the en-
tire experiment. Although reasonable substitutes are obtained (see Figure 3.3),
it makes formal calibration an exercise on how aquifer and heat transport pa-
rameters can take on surrogate roles to compensate for errors in the input series.

The travel time of a water particle from the recharge basin to the extraction
well is computed with MODPATH (Pollock, 2012). MODPATH uses a continu-
ous velocity field by linearly interpolating the velocities across cell boundaries
calculated with SEAWAT. The porosity (Table 3.1) is used to calculate an aver-
age pore flow velocity. The cumulative flux along the cell faces representing the
well screen is computed at the desired arrival time. One thousand particles are
spaced such that each particle represents 0.1% of the extracted volume. The par-
ticles are released and tracked backward in time until they reach the recharge
basin to compute the travel time for each of the one thousand particles.

3.7 Model results
The measured temperature in Observation well 1 (blue) and Observation well
2 (orange) and their corresponding modeled temperatures (black and purple,
respectively) are shown in Figure 3.5. The root-mean-square error (RMSE) be-
tweenmodeled andmeasured temperatures is 1.28 ∘C at Observation well 1 and
0.72 ∘C at Observation well 2. The amplitudes of the modeled temperature vari-
ations are in accordance with the amplitudes of the measured temperatures,
with the largest differences for Observation well 1 in the winter months. The
phase-shift and the timing of the modeled temperature peaks coincide with the
measurements. The RMSE between the modeled and measured heads at Ob-
servation well 1 is 0.49m (not shown). Comparison of the modeled heads to
measured heads at Observation well 2 is not meaningful, as radial flow in the
horizontal direction is neglected.

Temperature measurements (blue) at the three DTS locations for the four
measurement dates are compared to model results (orange) in Figure 3.6. The
fixed water table is shown with the dashed line. The measured and simulated
temperature profiles show similar behavior but also distinct differences. The
RMSE between the modeled and measured temperature profiles is 1.81 ∘C. The
lowest RMSE of (1.21 ∘C) is calculated for location East in October and the high-
est RMSE of (2.20 ∘C) is calculated for location West in June. The temperature
transition from the approximate water table to the surface is visible in both the
modeled and the measured temperature profiles. The bends in the temperature
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Figure 3.5: Measured and modeled temperature at Observation well 1 and 2

profiles just above thewater table arematchingwell for April andOctober, 2014.
The bend in the temperature profile of June 2014 is located higher in the model
as compared to themeasurement. At that time the actual water table is probably
lower compared to other months due to high pumping rates, so that the bend
in the measurements is at a lower elevation than in the model. In August, the
specified temperature at the surface is 2 ∘C lower than the surface temperature
measured with DTS (Figure 3.4), resulting in an offset between measured and
simulated temperature in the upper part of the temperature profiles in August.
Furthermore, a bend is missing in the upper half of the August measurement at
location West. This is likely due to the effects of the return flow (orange fill in
Figure 3.3), when all of the cold extracted water in June and July was returned
to the recharge basin. These effects are not accounted for in the specified tem-
perature of the recharge basin.

The travel time of the extracted water was calculated for each month be-
tween November 2013 and October 2014 and is shown in Figure 3.7. Note that
the travel time, plotted on the vertical axis, is on log-scale. The color of the line
represents the travel time for which xx% of the flow is faster and is referred to as
the 𝑡xx% line. The gray-level of the fill represents the maximum depth reached
by a water particle: the light-gray fill represents water particles that only moved
through the first aquifer layer, the medium-gray fill represents water particles
that reached the second aquifer layer, and the dark-gray fill representswater par-
ticles that reached the third aquifer layer. Water particles that reach the third
aquifer layer take at least 500 days to travel from the recharge basin to the ex-
traction well. The bottom graph shows the corresponding monthly discharge of
the pumping well. The 𝑡50% line varies significantly from month to month and
is strongly related to the pumping discharge (when the discharge is high, 𝑡50%
is low). The shortest travel times are less than 40 days and occur in the months
with the highest discharge.
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Figure 3.6: Measured DTS temperature (blue) and modeled temperature (orange), fixed
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Figure 3.7: Upper: travel time distribution per month. The distribution of the travel time is
plotted with the colored lines. Note that the vertical axis is log-scaled. Lower: monthly

average discharge of the prior month.

3.8 Travel time variation under constant pumping
An additional simulation was performed with a constant discharge and a sinu-
soidal variation of the temperature in the recharge basin and at the surface to
isolate the effect of a seasonal temperature variation on the flow. An illustra-
tive figure of the approximate instantaneous streamlines is shown in Figure 3.8;
the discharge is the same between any two adjacent streamlines. The largest
fraction of the water flows through the first aquifer layer. The placement of the
recharge basin at the top of the aquifer and the extraction well near the top of
the aquifer result in curvature of the groundwater streamlines and pathlines.
The flow velocities in the second aquifer layer are low, with a vertical velocity
component pointing downward at DTS-West and upwards at DTS-East.

The variation of the travel time from month to month at the study site is
strongly affected by the variation in the discharge of the wells (Figure 3.7). The
effect of seasonal temperature variations on the travel time distribution in the
simulation with a constant discharge and a sinusoidal variation of the tempera-
ture in the recharge basin and at the surface is shown in Figure 3.9. The figure
contains two sets of lines. The dashed lines include solely the effects of varying
density, while the continuous lines include both the effect of varying density and
viscosity. The influence of density variations on the travel time distribution is
negligible, as stated, resulting in virtually the same travel times for each month.
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Figure 3.8: Modeled instantaneous streamlines in the vertical cross-section at the study site
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Figure 3.9: Travel time distribution with constant discharge and a sinusoidal surface and
recharge basin temperature

The influence of a varying viscosity on the travel time distribution is significant.
For constant viscosity, the 𝑡10% is constant and equal to 45 days throughout the
year, while a varying viscosity results in a variation from 42 days in the warmest
period (August) to 49 days in the coldest period (February). The 𝑡75% line shows
a much larger range, varying from 64 to 195 days, while the travel time for con-
stant viscosity is 119 days.

The cumulative flow is computed in the aquifer at section B-B’ (Figure 3.8)
and is shown in Figure 3.10. In February, 30% of the water flows through the
second and third aquifer layer, while it is 24% (so 20% less) in August. Water that
travels via the second and third aquifer layer moves a lot slower, as can be seen
from the distance between the streamlines shown in Figure 3.8. This seasonal
difference results in the large variation of the 𝑡75% line in Figure 3.9.
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Figure 3.10: The modeled cumulative sum of the flow along section B-B’ (Figure 3.8)
under constant pumping, on the 15th of the month.

3.9 Discussion
Temperature measurements of the water in the recharge basin and at the soil
surface are essential for the simulation of flow and heat transport in the system.
These measurements were not available for the period of the experiment at the
study site. Surface temperatures from weather station De Bilt were used as rea-
sonable substitutes. Aquifer parameters at the study site have been studied for
several decades by the drinking water company that operates the bank filtration
system, so that reasonable estimates were available.

A separate model was constructed to determine the importance of heat con-
duction from the top boundary. The top model boundary for heat flow was sim-
ulated as isolating instead of a given temperature. This model showed a simi-
lar temperature response at Observation well 2 as the model with a given tem-
perature along the top boundary, but the vertical temperature profiles differed
significantly near the top of the model, where they are normal to the isolating
top boundary. Travel time distributions were also calculated for this modified
model and did not differ much from the scenario with a given surface tempera-
ture.

The temperature boundary at the bottom is approximated with an isolating
boundary. If this boundary is deep enough, the temperature variation along the
bottom should be negligible. The maximum temperature variation over 2013-
2014 is 0.34 ∘C at the bottom of the model below the recharge basin, 0.27 ∘C
in the center of the bottom and 0.06 ∘C at the bottom below the well. These
variations are small compared to the temperature variation at the surface, which
means that the placement of the bottom boundary is deep enough.

Radial flow in the horizontal plane near the well is neglected. The conse-
quences of this approximation are estimated by calculating the travel time in a
1D situation and comparing it to the travel time in a 2D horizontal situation.
The travel time is at most 2.6% shorter when modeled as 2D flow than when
modeled as 1D flow but ∼15% of the flow has significantly larger travel times.
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This means that neglecting radial flow is reasonable when estimating the short-
est travel time but less reasonable when estimating the largest travel times. This
is in line with the primary interest of the drinking water company, which is the
fastest few percent of the flow.

3.10 Conclusions
A passive heat tracer experiment was conducted at a bank filtration system to
estimate seasonal variations in the travel time distribution. The bank filtration
system consists of recharge basins and rows of recovery wells. The temperature
in the system varies throughout the year because of temperature variations of
the recharge basin and at the surface. The temperature was measured at two
observation wells regular temperature sensors. The temperature was also mea-
sured at three locations along vertically installed fiber optic cables using Dis-
tributed Temperature Sensing (DTS). The main advantages of the latter method
are that the fiber optic cables are in direct contact with the aquifer and are able
to measure the temperature distribution along vertical lines in the aquifer.

A coupled flow and heat transport model was constructedwith SEAWAT. As
the model is able to simulate the measured temperature profiles and the mea-
sured temperature in the two observation wells, it can be used to compute the
travel time distribution from the recharge basin to the wells. The discharge of
the pumping wells varies significantly at the study site, which strongly affects
the shortest travel times and overshadows the effect of temperature changes on
the travel time distribution. The influence of seasonal temperature variations
on the travel time distribution was examined by simulating flow in the system
with a constant pumping discharge and approximating the temperature of the
recharge basin and at the surface with a sinusoidal function with a period of 1
year. This model showed that viscosity changes caused by temperature changes
resulted in a significant temporal variation of the travel time distribution. Ar-
rival of the fastest 10% of the water varied between 42 and 49 days. In the winter,
a larger portion of the water flows through the deeper, less permeable aquifer
layer, when the water in that layer is warmer as compared to the water in the top
aquifer layer. As a result, arrival of the fastest 75% of the water varied between
64 and 195 days.

In conclusion, a passive heat tracer experiment consisting of DTS measure-
ments of temperature along vertically installed fiber optic cables combined with
numerical modeling of flow and heat transport is a promising approach to es-
timate travel time distributions in bank filtration systems. Seasonally varying
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viscosity needs to be taken into account in the design of the maximum pump-
ing rate for bank filtration systems, especially when the pumping discharge is
relatively constant. Operators need to be aware that the risk of pathogen con-
taminationmay increase in the summermonths because of shorter travel times,
which may warrant lower pumping rates.
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Estimation of the variation in
specific discharge over large
depth using DTS
measurements of the heat
pulse response

This chapter is based on: des Tombe, B. F., Bakker, M.,Smits, F., Schaars, F.,
& Van Der Made, K.-J. (2019). Estimation of the variation in specific discharge
over large depth using Distributed Temperature Sensing (DTS) measurements
of the heat pulse response. Water Resources Research, 55, 811–826. https:
//doi.org/10.1029/2018WR024171.

Abstract. An approach is presented to determine groundwater flow in uncon-
solidated aquifers with a heat pulse response test using a heating cable and a
fiber-optic cable. The cables are installed together using direct push so that the
cables are in direct contact with the aquifer. The temperature response is mea-
sured formultiple days along the fiber-optic cablewithDistributed Temperature
Sensing (DTS). The new approach fits a two-dimensional analytical solution to
the temperature measurements, so that the specific discharge can be estimated
without knowledge of the position of the fiber-optic cable relative to the heat-
ing cable. Two case studies are presented. The first case study is at a managed
aquifer recharge system where fiber-optic cables are inserted 15 m deep at var-
ious locations to test the fitting procedure. Similar and relatively large specific
discharges are found at the different locations with little vertical variation (0.4–
0.6 m/d). The second case study is at a polder, where the water level is main-
tained 2 m below the surrounding lakes, resulting in significant groundwater
flow. The heating and fiber-optic cables are inserted to a depth of 45 m. The
specific discharge varies 0.07–0.1 m/d and is significantly larger in a thin layer
at 30 m depth. It is shown with numerical experiments that the estimated spe-
cific discharge is smoother than in reality due to vertical conduction, but the
peak specific discharge is estimated correctly for layers thicker than ∼1.5 m.
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Key points
• A fiber-optic cable and a heating cable are inserted together using direct
push

• The variation of groundwater flowperpendicular to the cables is estimated
from a heat pulse response test

• Magnitude of the flow is determined without knowledge of the relative
position of the two cables
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4.1 Introduction
The calibration of groundwatermodels requiresmeasurements of both head and
flow. While head can be measured directly, flow can only be measured either
when it enters or exits the aquifer (e.g., wells, seepage meters, river discharge),
or indirectly with tracers (e.g., solutes, heat) or a variety of geophysical tech-
niques. In this chapter, the specific discharge is estimated from a heat pulse
response test using a heating cable and a fiber-optic cable that are installed to-
getherwith direct-push equipment to a depth of tens ofmeters. The temperature
response is measured along the fiber-optic cable with Distributed Temperature
Sensing (DTS) from which the specific discharge is estimated without knowl-
edge of the position of the fiber-optic cable relative to the heating cable.

The use of heat as a tracer has increased over the past decades (e.g., Ander-
son, 2005; Saar, 2011). Pioneering work on the use of heat as a tracer started
in the 1960s with determining groundwater recharge from annual temperature
fluctuations at the surface (Suzuki, 1960; Stallman, 1965; Bredehoeft and Pa-
paopulos, 1965), which was extended to the basin scale by Cartwright (1970)
and Domenico and Palciauskas (1973). Somogyvári and Bayer (2017) applied
inversion algorithms from seismic tomography to a thermal tracer test to reveal
aquifer features between two shallowwells. In the 1990s probes were developed
with a needle-like heater and thermocouple to determine thermal properties of
soil samples (e.g., Ren et al., 1999). Later on, these probes were used to estimate
groundwater flow (e.g., Ren et al., 2000; Greswell et al., 2009; Banks et al., 2018).
The exact distance between the heater and thermocouple proved to be a large
source for errors (Kluitenberg et al., 1995; Greswell et al., 2009), which limits
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its practical use to small scale measurements. Thermal response tests were also
used in other fields, for example, to measure wind speeds (Sayde et al., 2015).

Groundwater flow can also be estimated from characteristic thermal signa-
tures on a borehole temperature log using naturally occurring temperature gra-
dients (e.g., Trainer, 1968; Drury et al., 1984; Reiter, 2001). The use of DTS adds
great detail to thermal response measurements in boreholes; a review of several
applications is given in Bense et al. (2016). Layering of the subsurface can be
characterized when the borehole is heated (e.g., Leaf et al., 2012). Fractures in
bedrock can be identified by temporary sealing parts of the borehole (e.g., Cole-
man et al., 2015). Read et al. (2014) actively heated a fiber-optic cable to estimate
the vertical flow in a well. Thermal response tests are also regularly applied
in the field of geothermal energy to quantify the horizontal groundwater flow,
which significantly affects the performance of geothermal systems (Chiasson
et al., 2000). The performance of ground-coupled heat pumps can be assessed
in aquifers with significant groundwater flow by idealizing the borehole as in-
finitely thin and neglecting vertical heat transfer (e.g., Diao et al., 2004; Wagner
et al., 2013; Wagner et al., 2014a). The findings of Diao et al. (2004) were used by
Selker and Selker (2018), who presented a method to estimate the vertical vari-
ation in the horizontal specific discharge from the thermal response measured
in a grouted borehole.

The use of a heating cable in a borehole introduces four additional chal-
lenges when estimating groundwater flow. First, large temperature gradients in
a borehole may result in vertical flow in the borehole (e.g., Drury et al., 1984).
Second, permeable layers are cross-connected vertically via open boreholes and
filter beds (e.g., Pehme et al., 2007b; Pehme et al., 2010; Coleman et al., 2015).
Third, the filter and the filter pack affect the horizontal streamlines (Drost et al.,
1968). Fourth, the exact positions of the heating cable and temperature sensors
in the borehole are difficult to determine at depth, while they greatly influence
the estimates of the thermal properties (Moscoso Lembcke et al., 2015).

The use of boreholesmay be avoided in unconsolidated aquifers by installing
fiber-optic and heating cables with direct push (Bakker et al., 2015), where it is
assumed that the installation does not disturb the flowfield. A thermal response
can be measured accurately along the fiber-optic cables with DTS. Bakker et
al. (2015) performed two tests in relatively homogeneous dune sand of a man-
aged aquifer recharge system where the specific discharge was relatively large
(0.5 md−1). In the first test, the magnitude of the specific discharge was deter-
mined up to 20 m depth from a heat pulse response test where a heating cable
and a fiber-optic cable were installed together. The heating and fiber-optic ca-
bles were taped together, but they twisted around each other during installation.
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As a result, the position of the fiber-optic cable relative to the heating cable in
the subsurface was unknown, which significantly affected the measured tem-
perature increase during heating, even when the centers of the two cables were
just 1 cm apart (see Figure 4.1a). As a result, only the measured temperature
decrease during cooling (after the heating cable is turned off) was used to deter-
mine the specific discharge. In the second test, Bakker et al. (2015) determined
both themagnitude and the direction of the specific discharge from 5 additional
fiber-optic cables that were installed around the heating cable at distances of 1–
2 m. The exact positions of the fiber-optic cables relative to the heating cable
were known at the surface, but unknown at depth as installation of the cables
with direct push gives small deviations from the vertical thatwere notmeasured.

The objective of this chapter is to determine the magnitude of the specific
discharge from a heat pulse response test with one heating cable and one fiber-
optic cable, like the first test in Bakker et al. (2015). First, a new approach is
presented to determine the specific discharge from the temperature measure-
ments during both heating and cooling when the position of the fiber-optic ca-
ble relative to the heating cable is unknown. This approach is tested in Case
Study I, which uses the data of the heat pulse response test presented in Bakker
et al. (2015). The range of applicability of the approachwas explored by carrying
out Case Study II, where the fiber-optic and heating cables were installed much
deeper (up to 45 m), the specific discharge was much smaller, and was expected
to have a larger variation with depth. Finally, three aspects affecting the accu-
racy of the proposed method on the estimated specific discharge are explored:
vertical conductive heat transfer, hydrodynamic dispersion, and heterogeneity
in horizontal layers.

4.2 Mathematical formulation
Consider combined groundwater flow and heat transfer in a horizontally in-
finite aquifer. The aquifer is discretized vertically in many horizontal layers.
Water and heat are approximated to move only within a layer; vertical transfer
between layers is neglected (but is considered in the Discussion section). Each
layer is homogeneous, with a steady state uniform groundwater flow aligned
with the 𝑥-axis. Viscosity and density effects, if any, are neglected. The tem-
perature of both the water and the solids is approximated to be at instantaneous
equilibrium. The temperature distribution in a layer is governed by (e.g., Smith
and Chapman, 1983; Hopmans et al., 2002; Rau et al., 2012)

𝐷𝑥
𝜕2𝑇
𝜕𝑥2 + 𝐷𝑦

𝜕2𝑇
𝜕𝑦2 − 𝑞𝜌w𝑐w𝜌𝑐

𝜕𝑇
𝜕𝑥 = 𝜕𝑇

𝜕𝑡 (4.1)
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where 𝑇 [Θ] is the temperature in the aquifer, 𝑥 and 𝑦 [L] are the horizontal
coordinates, 𝑡 [T] is time, 𝐷𝑥 and 𝐷𝑦 [L2T−1] are the thermal dispersion coeffi-
cients in the 𝑥 and 𝑦 directions, respectively, 𝑞 [LT−1] is the specific discharge in
the 𝑥-direction, and 𝜌𝑐 and 𝜌w𝑐w [ML−1T−2Θ−1] are the volumetric heat capac-
ity of saturated soil and water, respectively. All parameters are constants that do
not vary in space and time, such that the differential equation (Equation 4.1) is
linear and solutions can be superimposed. The thermal dispersion coefficients
consist of a thermal conduction term and a term that accounts for the effect
of hydrodynamic dispersion in the water phase (e.g., Marsily, 1986; Rau et al.,
2012)

𝐷𝑥 = 𝜅
𝜌𝑐 + 𝛽𝑥𝑞

𝜌w𝑐w
𝜌𝑐 (4.2)

𝐷𝑦 = 𝜅
𝜌𝑐 + 𝛽𝑦𝑞

𝜌w𝑐w
𝜌𝑐 (4.3)

where 𝜅 [L2MT−3] is the isotropic bulk thermal conductivity, and 𝛽𝑥 and 𝛽𝑦 [L]
are the longitudinal and transverse thermal dispersivities, respectively, which
are of the same order ofmagnitude as the solute transport dispersivities (Marsily,
1986; Hopmans et al., 2002).

A vertical heating cable acts as a vertical line source located at the origin of
the coordinate system. The cable produces a constant amount of heat per unit
length 𝑝 [MLT−3] when turned on at time 𝑡 = 0. The temperature is measured
with respect to the background temperature and is initially zero everywhere and
remains zero at infinity. The specific discharge is approximated as steady and
uniform in each layer; the effect of the cables on the flow field is neglected.
The differential equation (Equation 4.1) with the stated initial and boundary
conditions and a point source at the origin of strength 𝑝 was solved for solute
transport by Hunt (1983), after which the analogy to heat transfer was made by
Zubair and Chaudhry (1996) and Diao et al. (2004). The solution is written here
as

𝑇 = 𝑝
4𝜋𝜌𝑐√𝐷𝑥𝐷𝑦

exp (𝑥𝐵)W (𝐴𝑡 ,
𝑟
𝐵) (4.4)
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where

𝐴 = 𝑟2
4𝐷𝑥

(4.5)

𝐵 = 2𝐷𝑥
𝜌𝑐

𝑞𝜌w𝑐w
(4.6)

𝑟 =
√
𝑥2 + 𝐷𝑥

𝐷𝑦
𝑦2 (4.7)

W (𝐴𝑡 ,
𝑟
𝐵) =

∞

∫
𝐴/𝑡

1
𝑠 exp (−𝑠 −

𝑟2
4𝐵2𝑠) d𝑠 (4.8)

where W is known in the groundwater literature as the Hantush Well function
(Hantush, 1956). The corresponding steady state temperature, 𝑇 (𝑡∞), is given
by (Zubair and Chaudhry, 1996; Diao et al., 2004)

𝑇 (𝑡∞) = 𝑝
2𝜋𝜌𝑐√𝐷𝑥𝐷𝑦

exp (𝑥𝐵)K0 (
𝑟
𝐵) (4.9)

where K0 is the modified Bessel function of the second kind and order zero.
Combination of Equations 4.4 and 4.9 gives

𝑇(𝑡) = 𝑇(𝑡∞)
2K0 (

𝑟
𝐵
)
W (𝐴𝑡 ,

𝑟
𝐵) (4.10)

It is noted that half the steady state temperature is reached when 𝑡 = 2 𝐴
𝑟/𝐵

=
𝑟𝜌𝑐

𝑞𝜌w𝑐w
(Wilson and Miller, 1978). The solution for a heat source that is turned

on at 𝑡 = 0 and turned off at 𝑡 = 𝑡0 is obtained from superposition as

𝑇(𝑡, 𝑡0) = {
𝑇(𝑡∞)

2K0(𝑟/𝐵)
W (𝐴

𝑡
, 𝑟
𝐵
) , 0 < 𝑡 ≤ 𝑡0

𝑇(𝑡∞)
2K0(𝑟/𝐵)

[W (𝐴
𝑡
, 𝑟
𝐵
) −W ( 𝐴

𝑡−𝑡0
, 𝑟
𝐵
)] , 𝑡 > 𝑡0

(4.11)

The temperature response presented in Equation 4.11 is expressed as a func-
tion of three lumped parameters, 𝐴, 𝑟

𝐵
, and 𝑇(𝑡∞), which account for the posi-

tion of the fiber-optic cable relative to the heating cable (𝑥 and 𝑦), and the pa-
rameters of the problem (𝑞, 𝜌𝑐, 𝜌w𝑐w, 𝜅, 𝛽𝑥, 𝛽𝑦, and 𝑝).

The temperature response depends on the location of the measurement rel-
ative to the heat source. Example temperature responses at 1 cm downstream
(blue crosses) and 1 cm upstream (orange diamonds) of the heat source are
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Figure 4.1: a) Example of a temperature response 1 cm downstream (blue crosses) and
1 cm upstream (orange diamonds) of the heat source using the mean parameter values of
Table 4.2 and 𝑞 = 0.5 md−1. b) Non-dimensionalized form of the temperature response

shown in Figure 4.1a.

shown in Figure 4.1a. The two temperature responses are significantly differ-
ent during the heating period, but are similar after the heat source is turned off.
The scaled temperature 𝑇(𝑡)

𝑇(𝑡∞)
is plotted as a function of the scaled time 𝑡

𝐴
in

Figure 4.1b. The two temperature responses have the same𝐴 and 𝑟/𝐵, such that
they overlap in Figure 4.1b.

4.3 Estimation of specific discharge from measurements
Values for the lumped parameters 𝐴, 𝑟

𝐵
, and 𝑇(𝑡∞) are obtained by fitting Equa-

tion 4.11 to temperaturemeasurements of a heat pulse response test as described
in Section 4.4. Note that these parameters can be obtained without knowledge
of the exact position of the temperaturemeasurement relative to the heat source.
The specific discharge is obtained from 𝐴 and 𝑟/𝐵 by rewriting Equation 4.6 as

𝑞 = 2𝐷𝑥
𝜌𝑐
𝜌w𝑐w

1
𝐵 (4.12)

Multiplication by 𝑟/√4𝐷𝑥𝐴, which equals one (Equation 4.5), gives

𝑞 = 𝜌𝑐
𝜌w𝑐w

𝑟
𝐵

1
√𝐴

√𝐷𝑥 (4.13)

Substitution of Equation 4.2 for 𝐷𝑥 finally gives

𝑞 = 1
𝜌w𝑐w

𝑟/𝐵
√𝐴

√𝜌𝑐 (𝜅 + 𝛽𝑥𝑞𝜌w𝑐w) (4.14)
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Table 4.1: Values for the thermal properties used for Case Studies I and II.
Parameter Estimated distribution Units
𝜌w𝑐w 4.185 MJm−1∘C−1

𝜅𝜌𝑐 N(𝜇=566, 𝜍=15.7) GJ2s−1m−2∘C−2

𝛽𝑥𝜌𝑐 LogN(𝜇=0.137, 𝜍=0.110)a MJ∘C−1

a95% of the log-Normal distribution lies between 0.027 and 0.425 MJ∘C−1

The specific discharge 𝑞 can now be determined from parameters 𝐴, 𝑟
𝐵
, and a

third term. Note that 𝐴 and 𝑟
𝐵
are both functions of 𝑟, but the ratio 𝑟/𝐵

√𝐴
= 𝑞𝜌w𝑐w

𝜌𝑐√𝐷𝑥
does not depend on 𝑟, which makes the expression for the specific discharge
independent of the position of the temperaturemeasurement relative to the heat
source. The term under the square root sign consists of a thermal conductivity
component and a hydrodynamic dispersion component. Equation 4.14 may be
solved explicitly for 𝑞 by rewriting the equation

𝑞 = 1
𝜌w𝑐w

([𝑟/𝐵
√𝐴

]
2 𝛽𝑥𝜌𝑐

2 + 𝑟/𝐵
√𝐴

√√√
√

𝜅𝜌𝑐 + [12
𝑟/𝐵
√𝐴

𝛽𝑥𝜌𝑐]
2

) (4.15)

Equations 4.14 and 4.15 allow for the calculation of the specific discharge with-
out knowledge of the position of the temperature measurement relative to the
heat source by estimating 𝑟/𝐵

√𝐴
, 𝜌w𝑐w, 𝜅𝜌𝑐, and 𝛽𝑥𝜌𝑐. Approximate values and

distributions for the thermal properties of saturated sand with a porosity of 0.35
are used for Case Studies I and II (Table 4.1). The thermal dispersivity 𝛽𝑥 has
the largest uncertainty. Similar to solute dispersivity, the thermal dispersivity
is scale dependent (Marsily, 1986). Reported values range from 0.002 m for a
heat pulse probe experiment (Hopmans et al., 2002), to 0.1 m for a push-pull
pumping test (Vandenbohede et al., 2009), to 1 m for a closed geothermal sys-
tem (Molina-Giraldo et al., 2011a). The scale of the presented heat pulse test is
somewhere between the heat probe experiment of (Hopmans et al., 2002) and
the push-pull pumping test of (Vandenbohede et al., 2009). The distribution of
𝛽𝑥 used to estimate the distribution of 𝛽𝑥𝜌𝑐 in Table 4.1 is log-Normal with a
95% confidence interval between 0.01–0.16 m.

4.4 Curve fitting procedure
The temperature response is measured with DTS along the fiber-optic cable and
is normalized by subtracting the background temperature. Temperature mea-
surements are representative for short sections of the cable. The pulse response
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for each section is described by Equation 4.11. The parameters 𝑇(𝑡∞), 𝐴, and𝑟
𝐵
for each of these sections are estimated from the measured temperature re-

sponse with the curve fitting procedure described below. The residuals, 𝜀 [Θ],
are the differences between modeled and measured temperatures. The root
mean squared error, RMSE [Θ], is defined as

RMSE =

√√√√
√

𝑚
∑
𝑡=1

𝜀2𝑡

𝑚 (4.16)

where𝑚 is the number of time steps.

The residuals are likely correlated in time. Afirst-order autoregressivemodel
is used to remove the autocorrelation in the residuals

𝜀𝑡 = 𝛼 𝜀𝑡−1 + 𝑛𝑡 (4.17)

where 𝛼 [-] is the autoregressive parameter, and 𝑛𝑡 [Θ] is the remaining noise
at time step 𝑡. The noise is approximated as independent and identically dis-
tributed. The parameters 𝑇(𝑡∞), 𝐴,

𝑟
𝐵
, and 𝛼 are estimated by minimizing the

root mean squared noise

RMSN =

√√√√
√

𝑚
∑
𝑡=2

𝑛2𝑡

𝑚− 1 =

√√√√
√

𝑚
∑
𝑡=2

(𝜀𝑡 − 𝛼 𝜀𝑡−1)
2

𝑚− 1 (4.18)

The RMSN is minimized with a Levenberg-Marquardt algorithm (Marquardt,
1963) using LMFIT (Newville et al., 2014), a high-level Python interface to the
scipy.optimizemodule (Virtanen et al., 2020). A Monte-Carlo analysis is per-
formed in three steps to estimate the uncertainty of the estimated specific dis-
charge. First, the covariance matrix is estimated for the parameters𝐴, 𝑟

𝐵
, 𝑇(𝑡∞),

and 𝛼. Second, a set of 106 parameter combinations is drawn from a multi-
variate Normal distribution. Parameter sets of 𝜅𝜌𝑐 and 𝛽𝑥𝜌𝑐 are drawn inde-
pendently from the distributions presented in Table 4.1. Third, the specific dis-
charge is calculated for each of the parameter combinations with Equation 4.15,
and the 2.5 and 97.5 percentiles are used for the 95% confidence interval. The
estimation of the confidence interval assumes the thermal response is correctly
approximated by Equation 4.15. A Jupyter notebook with the curve fitting pro-
cedure and test data is provided as supplement material.
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Figure 4.2: Top view of Case Study I. The circles represent the locations of the fiber-optic
cables at the surface. The heating cable is located at the filled circle.

4.5 Case Studies
Thepresented approach is applied to two case studies. It is tested inCase Study I,
which uses the data from Bakker et al. (2015). The range of applicability is ex-
plored in Case Study II, where the cables are installed much deeper, the specific
discharge is a lot smaller and varies more with depth.

4.5.1 Case Study I: Dunes near Castricum
The objective of Case Study I is to test the presented approach when the temper-
ature response is measured at different positions relative to the heating cable.
Use is made of the dataset described in Bakker et al. (2015), who conducted
an active heat pulse response test at a managed aquifer recharge system in the
coastal dune area near Castricum, The Netherlands. Water flows from elon-
gated infiltration basins over a distance of 80 m to a row of shallow wells paral-
lel to these basins; the median residence time is approximately 50 days (Tombe
et al., 2018b). Fiber-optic cables were inserted with direct-push equipment at
six locations; at location 2 the fiber-optic cable is accompanied by a heating ca-
ble (Figure 4.2). The fiber-optic cable is 6 mm thick, contains 2 multi-mode
50/125 𝜇m fibers and is heavily reinforced to protect the fibers during installa-
tion. The heating cable is an off-the-shelfmodel that is 7mm thick and produces
30 Wm−1. The cables at location 2 reached a depth of 21 m below surface level,
while the others reached a depth of 15 m. The heating cable was surrounded
by multiple closely spaced fiber-optic cables to determine both the magnitude
and direction of the velocity, but the direction is not considered in this chapter.
The position of each cable relative to the heating cable is known at the surface
(Figure 4.2) but unknown at depth, as the cables were inserted with direct push,
which gives small deviations from the vertical that were not measured.

A heat pulse of 30 Wm−1 was generated for 3.8 days and the response was
measured with DTS for 8.4 days with an acquisition time of 10 minutes on a
25 cm sampling interval. The Silixa Ultima was used with a spatial resolution
of 0.29 m and a factory reported accuracy of 0.02 ∘C corresponding to the 10
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minute acquisition time and the total fiber length. The measurements in the
first 10 minutes after the heating cable is turned on (𝑡 = 0) and off (𝑡 = 3.8 d)
are excluded from the fitting procedure. The model is unable to simulate these
measured temperatures, because both the heating cable and the fiber-optic ca-
ble are approximated as infinitely thin in themodel. However, their thickness is
finite and their volumetric heat capacity is different than that of the surround-
ing soil, which influences the short-term temperature responsemeasured in the
fiber-optic cable.

A good fit was obtained for each cable at all depths with a RMSE of 0.03–
0.09∘C. The vertical variation in specific discharge and the 95% confidence in-
tervals are estimated from the temperature measurements with respect to the
background temperature at 6 locations with the procedure described in Sec-
tion 4.4 and are shown in Figure 4.3. The mean width of the 95% confidence
interval is 0.33 md−1 for all locations except Location 4, where it is 0.60 md−1.
As the system is shallow, with a short residence time, the background temper-
ature varied slightly during the experiment. A linear interpolation between the
first and last temperature measurement was performed to account for the vari-
ation in background temperature. The error introduced by the approximation
of the background temperature resulted in unrealistic values for the estimated
specific discharge with a large confidence interval at depths where the temper-
ature increase remained below 0.5 ∘C during the test; these are not shown in
Figure 4.3. The temperature response at location 1 (upstream of the heating
cable) remained below this threshold and is therefore not shown in Figure 4.3.

A similar specific discharge is estimated for each of the cables and the 95%
confidence intervals are close to each other or overlap, even though the positions
of the fiber-optic cables relative to the heating cable were unknown and vary be-
tween being next to the heating cable (location 2, orange line in Figure 4.3) up to
several meters from the heating cable (locations 3–6). A slightly higher specific
discharge, together with a larger confidence interval, is calculated for location
4 (green line). A qualitative estimate for the specific discharge is obtained from
Tombe et al. (2018b) by dividing the distance between the recharge basin and the
extraction well (80 m) by the median of the residence time (50 days) and multi-
plying it by the porosity (0.35), resulting in an estimate of 0.56 md−1. Bakker et
al. (2015) estimated a pore-water velocity profile (Figure 6 in their paper), which
is similar to the specific discharge profile (Figure 4.3 of this chapter) whenmul-
tiplied with the porosity. It is noted that Bakker et al. (2015) did not account for
thermal dispersion, which affects the estimate of the specific discharge signifi-
cantly for this case (see Section 4.6.2).
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Figure 4.3: The specific discharge (line) and the 95% confidence intervals (shaded)
estimated for locations 2–6 of Case Study I, at depths where the measured temperature

increase was at least 0.5 ∘C.
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4.5.2 Case Study II: Horstermeer polder
The objective of Case Study II is to explore the range of applicability of the
proposed approach. It is investigated whether the specific discharge can be
measured over larger depth (up to 45 m) and whether vertical variations of the
specific discharge can be measured accurately. This case study is located in
the Horstermeer polder in the Netherlands, which is an approximately circu-
lar polder with a diameter of 3 km. The heating cable and fiber-optic cable are
installed at the edge of the polder, 50 m from the surrounding lakes and canals.
The water level in the polder is maintained at approximately 2 m below the sur-
rounding lakes and canals, resulting in significant groundwater flow from the
lakes and canals into the polder. The cover layer is approximately 1.5 m thick
and is very heterogeneous, while the aquifer below consists of different types of
sands. Wielink (2016) showed with geophysical methods and through numer-
ical modeling that horizontal flow is significantly larger at a depth between 25
to 35 m.

Installation of the fiber-optic cables wasmodified from the approach used in
Case Study I (Bakker et al., 2015). Thinner push rods were used to reach a depth
of 45 m, but these only fit a single composite fiber-optic cable and a heating
cable. The same fiber-optic cable was used as in Case Study I, which contains
two fibers. Their endings are welded together with a flexible fiber near the drive
point (Figure 4.4) to support double-ended DTS calibration (Giesen et al., 2012).
A plastic cover is attached to the steel drive point and filled with epoxy to fix the
fragile fibers and the heating cable. A thinner heating cable with a diameter
of 5 mm was installed (compared to Case Study I), which can generate a heat
pulse of 20Wm−1. In contrast to Case Study 1, the heating and fiber-optic cables
were not taped together, but were kept loose during installation. Slack tends to
occur in one of the cables when they are taped together, making it more difficult
to lace the cables through the push rods. Alternatively, a fiber-optic cable with
an embedded resistance wire could have been used. This has the advantage of
being easier to install, but may cause problems with getting too hot and was not
investigated.

The heat pulse was generated for 4.8 days. The temperature response along
the fiber-optic cable was measured with the Silixa Ultima for 10.9 days with
an acquisition time of 5 minutes on a 0.125 m sampling interval. The factory-
reported temperature accuracy is 0.024 ∘C. The pulse response over the depth is
shown in Figure 4.5a. The temperature measurements in the first two meters
below surface level reflect partially saturated soils and are influenced by sur-
face temperature fluctuations; their interpretation is beyond the scope of this
chapter. The thermal properties of the drive point are different than that of the
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Figure 4.4: Custom made drive point. Not to scale.

aquifer, which influences the temperaturemeasurements in the bottom twome-
ters and are therefore not shown in Figure 4.5a. The temperature increase just
before the heating cable was turned off is shown in Figure 4.5b. The largest
temperature increase of 5.9 ∘C is observed at 23.2 m below surface level and the
smallest increase of 3.1 ∘Cat 30mbelow surface level. The temperature increase
fluctuates with depth, as the fiber-optic cable twists around the heating cable
and the temperature increase just upstream of the heating cable is significantly
smaller than just downstream (Figure 4.1a).

The specific discharge was estimated with the procedure presented in Sec-
tion 4.4. A good fit was obtained at all depths with a RMSE of 0.04–0.05 ∘C.
The measured (dots) and modeled (dashed lines) temperature responses at 23.2
(blue) and 30m (orange) below surface level are shown in Figure 4.5c; the corre-
sponding residuals are shownwith colored dots in Figures 4.5d and Figure 4.5e,
respectively. The temporal variation in the residuals is similar at all depths
and shows a daily pattern originating from the DTS-system. The noise (Equa-
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Figure 4.5: a) Measured temperature response for Case Study II. b) Temperature profile at
𝑡 = 4.8 d, just before the heating cable was turned off. c) Measured and modeled
temperature response at two depths. d, e) Residuals and noise at two depths.
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Figure 4.6: The specific discharge and its 95% confidence interval estimated for Case
Study II.

tion 4.17), shown with black dots in Figures 4.5d and 4.5e, does not show this
temporal variation and is distributed approximately Normal. Similar to Case
Study I, the measurements in the first 10 minutes after the heating cable is
turned on (𝑡 = 0) and off (𝑡 = 4.8 d) are excluded from the fitting procedure.
The estimated specific discharge and its 95% confidence interval are shown in
Figure 4.6. The mean width of the 95% confidence interval is 0.026 md−1. The
specific discharge varies between 0.07 and 0.11md−1, except for the first 8mand
between 27–32 m below surface level, where the specific discharge is larger, as
was expected from the geophysical study and numerical modeling of Wielink
(2016). The largest specific discharge of 0.2 md−1 is estimated at 31 m below
surface level.

4.6 Discussion
Several approximations were made to estimate the specific discharge from the
temperature measurements of which three require extra attention and are dis-
cussed below.
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Table 4.2: Parameters used in the numerical model.
𝜌𝑐 2.730 MJm−1∘C−1

𝜌w𝑐w 4.185 MJm−1∘C−1

𝜅 2.4 Wm−1∘C−1

𝛽𝑥 0.05 m
𝛽𝑦 0.005 m
𝛽𝑧 0.0005 m

4.6.1 Vertical conductive heat transfer
In the presented approach the aquifer is discretized vertically in many horizon-
tal layers. The temperaturemeasurements in each layer are considered indepen-
dent of the other layers and heat transfer between layers is neglected. If there
is a large difference in the specific discharge between two layers, a temperature
difference develops during the test and heat is exchanged vertically by means of
conduction. This is neglected in the presented approach. If vertical heat trans-
fer is not negligible, sharp changes in the specific discharge and thin layers with
a different specific discharge can be missed. A sharp change in the specific dis-
charge is estimated for Case Study II at approximately 28–32 m below surface
level, and the question arises whether the maximum specific discharge at this
depth is correctly estimated.

A numerical model was constructed to investigate the effect of vertical heat
conduction on the estimated specific discharge. An aquifer is modeled with a
constant horizontal specific discharge of 0.1 md−1, except for a layer where the
specific discharge is higher (𝑞f). The layer is located halfway the aquifer and
has a thickness 𝐻. A 20 Wm−1 vertical line source is located at the origin and
is turned on at the beginning of the model run and turned off after 4.8 days.
Other parameters are given in Table 4.2. Coupled groundwater flow and heat
transfer are modeled with SEAWAT (Langevin et al., 2007). The equations for
thermal conduction and hydrodynamic dispersion are solved with an implicit
finite difference scheme and the thermal advection is solved using a third-order
total-variation-diminishing scheme (Zheng andWang, 1999). The cell sizes vary
from 0.5 × 0.5 × 2.5 cm to 1 × 1 × 1m (𝑥, 𝑦, 𝑧). The smallest cells are used at the
origin near the top and bottom of the layer with larger specific discharge, while
the largest cells are used near the boundaries of the model.

The temperature response is modeled for two values of 𝑞f and two values of
𝐻, resulting in four cases labeled A–D (Table 4.3). The specific discharge is esti-
mated from themodeled temperature at 2 cm from the heating cable perpendic-
ular to the flow direction using the presented approach. Results are shownwith
blue and orange lines in Figure 4.7, which also shows the true specific discharge
(black). A similar specific discharge is estimated frommodeled temperatures at
2 cm upstream and 2 cm downstream of the heating cable (not shown).
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Table 4.3: Model configurations.
Case 𝑞f (md−1) 𝐻 (m)
A 0.2 5.0
B 0.5 5.0
C 0.2 2.0
D 0.5 2.0

The true specific discharge jumps at the boundary of the layerwith higher 𝑞f,
while the estimated specific discharge shows a smooth transition. The height of
the transition zone, from 10% to 90% of the total increase, is termed the spatial
resolution of the estimated specific discharge here. The spatial resolution for
𝑞f = 0.2md−1 (Case A) is 1.71 m and reduces to 1.35 m for 𝑞f = 0.5md−1 (Case
B). For Cases A and B, the layer thickness is 5 m, which is larger than the spa-
tial resolution, so that the largest estimated specific discharge approximates the
true specific discharge quite well. When the layer thickness is smaller than the
spatial resolution (Cases C and D), the peak of the specific discharge is underes-
timated. For example, when𝐻 = 1m (Cases C and D) the peak of the estimated
specific discharge is only 55% of the true specific discharge (Figure 4.7b).

The thickness of the region with a larger specific discharge of Case Study II
is approximately 4 m (between 28–32 below surface level) and thus larger than
the spatial resolution of the estimated specific discharge. It is therefore expected
that the peak specific discharge in this layer is estimated reasonablywell, but the
estimated transition of the specific discharge is likely smoother than in reality.

4.6.2 Hydrodynamic dispersion
The parameters 𝐴, 𝑟/𝐵, and 𝑇∞, are obtained from temperature measurements
with the curve fitting procedure presented in Section 4.4. In addition, estimates
of 𝜅𝜌𝑐, 𝛽𝑥𝜌𝑐, and 𝜌w𝑐w (Equation 4.15) are needed to calculate the specific dis-
charge. The estimate of the specific discharge increases for larger 𝛽𝑥 and the
increase is larger for a larger specific discharge. Similar observations weremade
in studies by Hopmans et al. (2002) and Lu et al. (2018). The effect of hydrody-
namic dispersion can be neglected when 𝜅 ≫ 𝛽𝑥𝑞𝜌w𝑐w (Equation 4.14) or

𝑞 ≪ 𝜅
𝛽𝑥𝜌w𝑐w

(4.19)

The condition for neglecting hydrodynamic dispersion with the values of Ta-
ble 4.2 becomes

𝑞𝛽𝑥 ≪ 0.05m2d−1 (4.20)
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The uncertainty in 𝛽𝑥 is much larger than the uncertainty in 𝜅 and 𝜌w𝑐w. This
makes it difficult to decide for what values of 𝑞 dispersion can be neglected. For
𝛽𝑥 = 0.05m (Table 4.2), dispersion may be neglected when 𝑞 ≪ 1md−1.

The term under the square root sign in Equation 4.14 reduces to√𝜅𝜌𝑐when
hydrodynamic dispersion is neglected, so that Equation 4.14 can be written as

𝑞 = √𝜅𝜌𝑐
𝜌w𝑐w

𝑟/𝐵
√𝐴

(4.21)

≈ 0.18 𝑟/𝐵
√𝐴

(md−1) (4.22)

The term √𝜅𝜌𝑐 is relatively constant for different types of saturated sand, be-
cause either a larger porosity or a larger clay content results in a larger 𝜌𝑐 and a
lower 𝜅.

The specific discharge is estimated for location 2 of Case Study I (next to
the heating cable) for three values of 𝛽𝑥 and the results are shown in Figure 4.8.
The estimated specific discharge is significantly larger when 𝛽𝑥 = 0.1m (green)
than when hydrodynamic dispersion is neglected (𝛽𝑥 = 0m, blue), as is to be
expected as 𝑞 is around 0.5 md−1. For example, the estimated specific discharge
is 72% larger at 9 m below surface level for 𝛽𝑥 = 0.1m than for 𝛽𝑥 = 0m. The
effect of hydrodynamic dispersion on the estimated specific discharge is much
smaller for Case Study II (Figure 4.9), with a maximum increase of 20% at 31 m
below surface level. This is to be expected as 𝑞 = 0.1–0.2 md−1 ≪ 1 md−1.
The same holds for the confidence intervals of the estimated specific discharge
presented in Figure 3 and 6; the confidence intervals are wider for large flows
due to the uncertainty in the dispersivity.

4.6.3 Heterogeneity in horizontal layers
In this study, effective values of 𝜌w𝑐w, 𝜅𝜌𝑐, and 𝛽𝑥𝜌𝑐 for the measurement area
are used to estimate an effective value of 𝑞. The size of the measurement area is
estimated by calculating the area that is heated at least 0.1∘Cduring the test. The
measurement area is approximately 5.9 m2 if the specific discharge is 0.1 md−1
and 8.3 m2 if the specific discharge is 0.5 md−1, using the values of Table 4.2
and a heat pulse of 4.8 days. Not all parts of the measurement area contribute
equally to the estimate of the effective 𝑞. Knight et al. (2007) assessed the effect
of heterogeneity on the estimation of the heat capacity and water content in the
vadose zone with a dual-probe heat-pulse sensor. They concluded that the mea-
surements are local and the area close to the heater and the sensor contributes
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Figure 4.8: The specific discharge for three values of 𝛽𝑥 for location 2 of Case Study I.
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Figure 4.9: The specific discharge for three values of 𝛽𝑥 for Case Study II.
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most. Oliver (1993) performed a similar assessment for a pumping test by quan-
tifying the influence of the storativity and transmissivity at each location on the
observed drawdown. He concluded that at later times the influence extends far-
ther away from the well and the effective values represent a larger area. Future
research into the combined effect of heterogeneity and test duration is needed
to understand the full effect of heterogeneity on the estimated effective values.

4.7 Conclusion
Anew approach is presented to estimate the specific discharge from a heat pulse
response test using a heating cable and a single fiber-optic cable. The temper-
ature is measured along the fiber-optic cable with a Distributed Temperature
Sensing (DTS) system. The two cables are installed together with direct-push
equipment, such that the cables are in direct contact with the aquifer and no
borehole is needed; it is assumed that the disturbance of the flow field due to
installation is neglected. Bakker et al. (2015) found that the cables twist when
they are installed together, such that the position of the fiber-optic cable relative
to the heating cable in the subsurface is unknown. The presented approach can
be used to estimate the magnitude of the specific discharge independent of the
position of the fiber-optic cable relative to the heating cable.

The aquifer is discretized vertically in many horizontal layers. Each layer is
approximated as homogeneous with a uniform flow perpendicular to the heat-
ing cable. The temperature response in each layer is fitted with three lumped
parameters, fromwhich the specific discharge is calculated by estimating a con-
duction term and a hydrodynamic dispersion term. The conduction term ap-
pears to be relatively constant for different types of sand. Hydrodynamic disper-
sion can be neglected when the specific discharge is significantly smaller than
1 md−1. The estimate of the specific discharge increases for a larger longitu-
dinal thermal dispersivity. The uncertainty in the dispersivity results in larger
uncertainty in the estimation of larger specific discharge values.

The new approach was successfully tested in Case Study I using data of
Bakker et al. (2015). In Case Study II it was demonstrated that smaller values
of the specific discharge (∼0.1 md−1) can be measured accurately over larger
depth (∼45 m) including a region with significantly higher specific discharge
(∼0.2 md−1).

Vertical heat transfer between layers is neglected in the presented approach
to estimate the specific discharge from themeasured temperature response. The
estimated specific discharge is smoother than in reality near jumps in the spe-
cific discharge. It was concluded from a 3D numerical model that the sharp
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increase in the specific discharge in Case Study II results in a smooth transition
in the estimate of the specific discharge over a distance of 1.35–1.71 m, termed
the spatial resolution of the presented approach. The specific discharge in lay-
ers that are thinner than the spatial resolution are not fully captured. The layer
in Case Study II where the specific discharge is larger is thick enough (∼4 m),
that the peak flow in this layer is captured. Results at a finer resolution than
the spatial resolution require the use of a 3D model that accounts for vertical
heat transfer to estimate the specific discharge from the measured temperature
response.
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5 Improved flow
characterization from two
active heat tracer tests

5.1 Introduction
Dispersion of heat is the spreading of heat with respect to the average pore flow
velocity caused by local variations in the pore flow velocity. The value of the
dispersivity is the same for solutes as it is for heat, although not all researchers
agree (see discussion in Vandenbohede et al. (2009)). At high flows that are
estimated with active heat tracer tests (Chapter 4), the uncertainty in the spe-
cific discharge estimate is dominated by the uncertainty in the dispersion (Sec-
tion 4.6.2). Estimation of the specific discharge can be improved by combining
the results from two active heat tracer tests performed at the same location but
under different flow conditions. In this chapter, heat tracer tests are performed
in the vicinity of a well that pumped at two different rates. The setup is designed
to do 8 active heat tracer tests simultaneously. An approach is presented that
improves the estimates of the specific discharges but requires that a ratio of the
specific discharges of the two tests is known a priori. The ratio of the two specific
discharges is discussed separately. This ratio can be estimated with small uncer-
tainty from the thermal parameters, and may, for example, be used to monitor
the clogging of filters or to estimate seasonal variations of groundwater, which
can be valuable for regional groundwater models.

At low flow, the estimation of the specific discharge is not sensitive to the
longitudinal thermal dispersivity so that the specific discharge can be estimated
accurately. However, at high flow, the uncertainty in the longitudinal thermal
dispersivity leads to large uncertainty in the estimate of the specific discharge
(Section 4.6.2). Thermal dispersivity is of the same order as solute dispersivity,
and similar to solute dispersivity, its values changes with the scale of the exper-
iment (Section 4.3). The longitudinal thermal dispersivity can be estimated by
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performing two active heat tracer tests at the same location, with unknown spe-
cific discharges that are different, but of which the ratio is known. This estimate
of the longitudinal dispersivity can be used to obtain more accurate estimates of
the specific discharges.

In certain cases, the variation of the specific discharge over time is of larger
interest than the values of the specific discharges themselves. The ratio of two
specific discharges at the same location at different times may already be es-
timated by estimating the specific discharge for each test separately using the
approach presented in Section 4.3. The ratio itself can be estimated accurately
because most of the uncertainty contributed by the thermal parameters cancels
out, because the thermal properties are known to be the same for both tests.

An extensive pumping test was performed in a confined aquifer. Heat tracer
tests were conducted at two different extraction rates during the pumping test,
which lasted for over 3 months. Heating cables and fiber-optic cables were
installed at 8 locations to do 8 independent active heat tracer tests simultane-
ously. The locations varied in distance from the well, so that a wide range of
flows could be measured, and the proposed improvement to the estimation of
the specific discharge could be tested. The driving points that were used at the
site were modified to make use of loopback connectors to simplify the manu-
facturing. Unexpectedly, the loopback connectors negatively affected the DTS
measurements. Modifications to the DTS calibration procedure are presented
that reduce the effects from the loopback connectors.

This chapter is organized as follows. First, the equations are derived to es-
timate the thermal dispersion from two active heat tracer tests at different flow
rates (Section 5.2). Next, it is explained how the uncertainty that is contributed
by the thermal parameters cancels out in the estimation of the ratio of the spe-
cific discharges (Section 5.3). The study site and setup are described in Sec-
tion 5.4, followed by a description of the modified approach for DTS calibration
subject to artifacts from connectors in Section 5.5. Results of the two approaches
are described in Section 5.6, followed by conclusions in Section 5.7.

5.2 Estimation of the thermal dispersion given the ratio
of the specific discharges

Consider two heat tracer tests performed at the same location, like the ones pre-
sented in Chapter 4. The soil is actively heated with a heating cable, and the
temperature response is measured with DTS along a fiber-optic cable. A func-
tion of three lumped parameters is fitted to the thermal response. The specific
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discharge is obtained from the lumped parameters with estimates of 𝜌w𝑐w, 𝜅𝜌𝑐,
and 𝛽𝑥𝜌𝑐 (Section 4.3). The first term is the volumetric heat capacity of water
and has a known value. The second term is the product of the isotropic ther-
mal conductivity of the soil and the volumetric heat capacity of the soil. It is
fairly constant for different types of saturated sand, and can therefore be esti-
mated from literature values. The third term is the product of the longitudinal
dispersivity and the volumetric heat capacity of the soil. The range of values of
the third term is large, which introduces significant uncertainty in the estimates
of the specific discharge, especially at larger values of the specific discharge. A
good estimate of the third term may be obtained by combining the measure-
ments from two heat tracer tests when the ratio of specific discharges from the
two tests is known. In addition, the estimates can be beneficial for other heat
tracer tests where similar lumped thermal parameters can be expected.

The parameters 𝐴, 𝑟/𝐵, and 𝑇(𝑡0) are estimated for both tests using the pro-
cedure presented in Section 4.4, with a modified formulation of the thermal re-
sponse that is presented in Appendix D.1. The parameters 𝐴 and 𝑟/𝐵 at low and
high flow are given by

𝐴1 =
𝑟21

4𝐷𝑥,1
, 𝐴2 =

𝑟22
4𝐷𝑥,2

(5.1)

𝑟1
𝐵1

= 𝑟1𝜌w𝑐w𝑞1
2𝜌𝑐𝐷𝑥,1

, 𝑟2
𝐵2

= 𝑟2𝜌w𝑐w𝑞2
2𝜌𝑐𝐷𝑥,2

(5.2)

where subscripts 1 and 2 refer to the thermal response measured at low and
high flow, respectively. 𝐷𝑥 is the longitudinal thermal dispersion coefficient
(Equation 4.2), and 𝑟 is the radial distance between the heating cable and the
fiber-optic cable, which is a function of the longitudinal and transverse thermal
dispersion coefficient (Equation 4.7). Parameters 𝐷𝑥 and 𝑟 are different under
low and high flow conditions. The specific discharge of each test can be esti-
mated from the fitted parameters with (Section 4.3)

𝑞1 =
1

𝜌w𝑐w
([𝑟1/𝐵1

√𝐴1
]
2 𝛽𝑥𝜌𝑐

2 + 𝑟1/𝐵1
√𝐴1

√√√
√

𝜅𝜌𝑐 + [ 1
2
𝑟1/𝐵1
√𝐴1

𝛽𝑥𝜌𝑐]
2

) (5.3)

𝑞2 =
1

𝜌w𝑐w
([𝑟2/𝐵2

√𝐴2
]
2 𝛽𝑥𝜌𝑐

2 + 𝑟2/𝐵2
√𝐴2

√√√
√

𝜅𝜌𝑐 + [ 1
2
𝑟2/𝐵2
√𝐴2

𝛽𝑥𝜌𝑐]
2

) (5.4)
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The term 𝛽𝑥𝜌𝑐 is estimated by combining Equations 5.3, and 5.4 to

𝛽𝑥𝜌𝑐 = function (𝑓, 𝑟1/𝐵1
√𝐴1

, 𝑟2/𝐵2
√𝐴2

, 𝜅𝜌𝑐) (5.5)

= √𝜅𝜌𝑐
√−𝑓𝑔 (𝑓2 ( 𝑟1/𝐵1

√𝐴1
)
2
− ( 𝑟2/𝐵2

√𝐴2
)
2
)

𝑓𝑔 𝑟1/𝐵1
√𝐴1

𝑟2/𝐵2
√𝐴2

(5.6)

where

𝑓 = 𝑞1
𝑞2

(5.7)

𝑔 = 𝑓2 (𝑟1/𝐵1
√𝐴1

)
2

− 𝑓 (𝑟1/𝐵1
√𝐴1

)
2

− 𝑓 (𝑟2/𝐵2
√𝐴2

)
2

+ (𝑟2/𝐵2
√𝐴2

)
2

(5.8)

where 𝑓 has a known value that is larger than zero and not equal to one. Equa-
tion 5.6 returns a single value for 𝛽𝑥𝜌𝑐 since all the parameters are positive. This
equation was obtained with the software package Maple and was numerically
validated. An example where 𝛽𝑥𝜌𝑐 is estimated is shown in Section 5.6.1.

5.3 Accurate estimation of the ratio of specific discharges
The variation of the specific discharge over time has a larger interest than the
specific discharges themselves in cases such as: monitoring the clogging of fil-
ters, estimating seasonal variation of flow with regional groundwater models,
or estimating the effect of dike reinforcement. An expression for the ratio of the
specific discharge of the two active heat tracer tests, 𝑓, can be obtained from
Equations 4.14 and 5.7 as

𝑓 = 𝑟1/𝐵1√𝐴2

𝑟2/𝐵2√𝐴1√
𝜅𝜌𝑐 + 𝑞1𝛽𝑥𝜌𝑐𝜌w𝑐w
𝜅𝜌𝑐 + 𝑞2𝛽𝑥𝜌𝑐𝜌w𝑐w

(5.9)

which shows that the uncertainty in 𝑓 that is introduced by 𝜅𝜌𝑐 and 𝛽𝑥𝜌𝑐 only
manifests if the specific discharges of the two tests are not similar and the effect
of thermal dispersion cannot be neglected with respect to the effect of thermal
conduction (Section 4.6.2). Equation 5.9 may be solved explicitly with Equa-
tions 5.3, 5.4, and 5.7 using literature values for 𝜅𝜌𝑐 and 𝛽𝑥𝜌𝑐.
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Table 5.1: Location of the wells.

Name Description X Y SL Top filter Bottom filter
m+RDS m+RDS m+NAP m+SL m+SL

PW Pumping well 51135 416641 -1.55 -15.3 -26.7
IW1 Infiltration well 1 51061 416751 -1.38 -16.5 -29.5
IW2 Infiltration well 2 51170 416561 -1.48 -15.5 -28.5
IW3 Infiltration well 3 51012 416691 -0.96 -16.5 -29.5
IW4 Infiltration well 4 51220 416628 -1.32 -16.0 -30.0
SL: Surface Level
RDS: Rijksdriehoekenstelsel (map projection, EPSG: 28992 (Amersfoort / RD New))
NAP: Amsterdam Ordnance Datum (vertical datum)

5.4 Study site
In this section, the methods that were introduced in Sections 5.2 and 5.3 are
demonstrated with heat tracer tests performed during an extensive pumping
test. The pumping test was performed in a confined aquifer. During the test,
which lasted for over 3 months, water from the pumping well was circulated
back to four infiltration wells. Heating cables and fiber-optic cables were in-
stalled at 8 locations to do 8 independent active heat tracer tests simultaneously.
The locations varied in distance from the well, so that a wide range of flows
could be measured. Active heat tracer tests were performed at two different
pumping rates, with expected specific discharge measurements between 0.11
and 2.1 m/day. The driving point was modified to make use of loopback con-
nectors to simplify the manufacturing. Unexpectedly, the loopback connectors
negatively affected the DTS measurements, which made the heat tracer results
unusable for 5 out of the 8 locations. The DTS calibration was modified to par-
tially deal with the negative effects of the loopback connectors by making use
of fiber sections that share the same temperature.

5.4.1 Study site overview
The study site is located on the island of Schouwen-Duiveland, the Netherlands.
It consists of 1 extractionwell, 4 injectionwells, and 18monitoringwells, placed
in a field of 70 m by 205 m that is normally used for agriculture, and is shown
in Figure 5.1. The measurements from the monitoring wells are excluded from
the analysis of this chapter. The coordinates of the extraction well and injection
wells and their filter depths are shown in Table 5.1, where RDS is the map pro-
jection used in the Netherlands. An intensive geotechnical measurement cam-
paign was conducted that included 13 cone penetration tests, 10 sonic drillings,
and 7 pulse drillings. The following characterization of layering of the subsur-
face is interpreted from the pulse drillings performed at the pumping well and
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Legend
Extraction
Injection
DTS

Figure 5.1: Map of the study site on the island of Schouwen-Duiveland, the Netherlands.

Table 5.2: Average extraction rates during heat tracer tests.

Name Rate during test 1 (m3/h) Rate during test 2 (m3/h)

PW 28.69 18.68
IW1 -9.06 -6.18
IW2 -4.86 -3.30
IW3 -9.35 -5.96
IW4 -5.57 -3.24
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Figure 5.2: Extraction rate of the pumping well.

two meters south of the pumping well. The first 4.80 m is clay. Between 4.80 m
and 12.20mbelow the surface, the soil consists of sandwith thin clay layers. The
soil between 12.20 m and 15.35 m below the surface consists of clay and peat.
Under this clay layer, the sand layer starts inwhich thewell filter is located. This
sand layer is 11.25 m thick near the pumping well, but is much thicker near In-
filtrationWell 1 and 3. Very coarse sand was identified in the bottom half of the
sand layer (23.00 to 26.70 m below surface level) in samples from one of the two
drillings. The bottom of the sand layer is a confining clay layer.

The water extracted from the extraction well is distributed over the four in-
jection wells. Additionally, there is an overflow pipe that leads to the surface
water, which was only used during the installation of the wells. The hourly
extraction rate (with a precision of 0.1 m3/h, shown in blue) and the centered
moving daily-average of the extraction rate (shown in orange) are shown in Fig-
ure 5.2. During the first test, the average extraction rate was 28.69 m3/h and
during the second test the average extraction rate was 18.68 m3/h.

5.4.2 DTS setup
Fiber-optic cables were inserted 40 meters deep with direct-push equipment at
8 locations using the method presented in Section 4.5.2. The coordinates of the
fiber-optic cables are listed inTable 5.3, and are shown inFigure 5.1. The specific
discharges 𝑞1 and 𝑞2 listed in Table 5.3 are discussed in Section 5.4.3.

The drive point differs from the ones used in Bakker et al. (2015) and Sec-
tion 4.5.2. The drive point used in the former study made use of a looped fiber-
optic cable, such that three cables were laced through the push rods during in-
stallation (a heating cable and a looped fiber-optic cable). The goal of the latter
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Table 5.3: Location of the inserted fiber-optic cables and specific discharges estimated
from the groundwater model.

Name X (m+RDS) Y (m+RDS) 𝑞1 (m/day) 𝑞2 (m/day) 𝑓 = 𝑞2/𝑞1
DTS12 51140.08 416658.38 0.55 0.36 0.65
DTS13 51137.26 416648.83 1.27 0.83 0.65
DTS14 51136.98 416647.87 1.47 0.95 0.65
DTS15 51136.70 416646.91 1.73 1.12 0.65
DTS16 51136.41 416645.95 2.10 1.37 0.65
DTS18 51142.23 416631.36 0.78 0.51 0.65
DTS19 51147.05 416624.50 0.47 0.30 0.65
DTS20 51169.86 416592.05 0.17 0.11 0.66
RDS: Rijksdriehoekenstelsel (map projection)

Figure 5.3: Newly developed drive point for inserting fiber-optic cables with cone
penetration test equipment. Picture taken by Rolf Rekers, Wiertsema.

study was to reach deeper by using thinner push rods. The thinner rods can ac-
commodate only two cables: a heating cable and a fiber-optic cable. The fiber-
optic cable contained two fibers that were connected with welds in the drive
point. The setup of this study is also designed to fit the thinner rods. However,
during the installation the push rods buckled and the installation of the cables
continued with thicker push rods, which have a greater resistance against buck-
ling. It is complicated and labor intensive to weld the fiber ends while removing
as little as possible of the reinforcement of the optical-fiber cable. Theweld is re-
placed by a loopback connector (LC/UPC Duplex PVC OM4 50/125 Multimode
Fiber LoopbackModule, by FS.com). The conus and hollow cylinder of the new
drive point are custom-made from hardened steel, and is shown in Figure 5.3.
It has an internal length of 175 mm and an internal diameter of 25 mm. The in-
ternal space is used to house a fiber-loopback connector, ∼50 cm of fiber-optic
cable, and the ending of a heating cable. Epoxy is used to fixate the loopback
connector and fiber-optic cable. Heating cables that can produce up to 30 W/m
were used at the 3 locations closest to the extraction well, and heating cables
that can produce up to 20 W/m were used at the 5 other locations. The heating
cables were shortened and lengthened during the installation. The final length
of the heating cables changed and therefore also their heat production, thus the
heat production of each cable is not exactly known.
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Figure 5.4: Schematization of the DTS setup

The fibers of the 8 locations are spliced together to create a single fiber to
measure from both ends. The schematic layout of the fiber is shown in Fig-
ure 5.4. A coil of fiber was placed in a cooler box filled with water to cali-
brate Stokes and anti-Stokes intensity measurements to temperature using the
double-ended calibration procedure of Chapter 2 with the modifications sug-
gested in Section 5.5 and Appendices E and F. The acquisition time was set to
30 seconds for the forward and backward directions. Prior to the calibration,
a preliminary calibration was performed with a subset of the measurements to
estimate parameters that are considered constant over themeasurement period.
Here, 500 measurements evenly spread throughout the measurement period
were used to estimate 𝛾 and Δ𝛼. The other parameters are transient and esti-
mated for every time step. This approach allows for calibration in chunks, e.g.,
per 1000 time steps.

5.4.3 Groundwater model
During the pumping test, water is extracted from the pumping well and injected
in the four injectionwells. The aquifer fromwhich is pumped is located between
15.35 and 26.60 m below surface level. A groundwater model is constructed of
the specific discharge in the aquifer at the study site to provide an estimate of
the specific discharge at the locations where the heat tracer tests are performed.
The aquifer is modeled as homogeneous and infinite with a hydraulic conduc-
tivity of 10 m/day. It is semi-confined between two clay layers with an average
resistance of 500 days. The 5 wells are modeled as fully penetrating and are
pumped at steady rates that are listed in Table 5.2. The heads in the aquifer
are modeled with the Hantush function, and the specific discharge is computed
with the hydraulic conductivity times the spatial derivative of the heads in the
aquifer.
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The specific discharge estimates at the locations where a heat tracer test is
performed are shown in Table 5.3. Based on the direct-push measurements,
some variation of the aquifer thickness can be expected and thus in the spe-
cific discharge. The analysis of the heat tracer tests assume a constant specific
discharge during the test. Using a specific storage of 0.002, the time it takes be-
tween the start of pumping and when 95% of the steady-state specific discharge
is reached in 3.0 days at all locations. The time at which 95% of the steady state
is reached scales proportional to the specific storage; since the specific storage
is a rough estimate, the uncertainty of this time is large.

The pumping rate was roughly constant for 58 days before the start of the
first heat tracer test, so that it was reasonable to approximate the specific dis-
charge as steady during the first test (Figure 5.2). However, the pumping rate
before to the second heat tracer test was lowered from 21.50 m3/h to 18.68 m3/h
one day before the start of the test, which may adversely affect the results. The
ratio between the steady-state specific discharges during the two tests is given in
the last column of Table 5.3, which is insensitive to changes in aquifer thickness
and resistance of the confining clay layers.

5.5 DTS calibration subject to artifacts from connectors
In double-ended setups, the fiber is measured from both ends to estimate the
differential attenuation and differentiate it from the temperature effects. This
type of setup has several advantages over single-ended setups, which are dis-
cussed in Section 2.3.2 and Section 2.10.1. However, the calibration procedure
for double-ended setups assumes that the differential attenuation is indepen-
dent of the direction of propagation. Furthermore, the measurements need to
be free from artifacts in the measurements in both directions. In this section,
modifications to the double-ended calibration procedure are presented for cases
where the assumptions are not valid.

5.5.1 Time-variant directional attenuation of the forward and back-
ward measurements

Measurements from both ends of the fiber are used to estimate the integrated
differential attenuation along the fiber following the steps from Section 2.3.2.
Equations 2.15–2.19 implicitly assume that the differential attenuation is inde-
pendent of the direction of propagation. However, this approximation does not
always hold (e.g., Hartog, 2017, p.143). Differential attenuation that is depen-
dent on the direction of propagation results in an undesired shift in estimated
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Figure 5.5: Example of directional attenuation and artifacts introduced by Connector L12.
The Stokes intensity recorded by the DTS instrument has arbitrary units that are linearly

related to the power of the scattered signals.

temperature when not accounted for. Sections of fiber that can introduce di-
rectional attenuation include coil-wrapped sections with a small bend radius
(Hilgersom et al., 2016), connectors, and poorly spliced fibers. First, it is shown
with an example that the attenuation of the Stokes intensity can be directional.
Next, it is shown that the differential attenuation can also be directional and can
thus affect the temperature estimation. This section ends with modifications to
the DTS calibration procedure to account for directional differential attenua-
tion.

The setup contains 8 connectors that can introduce directional attenuation
(Figure 5.4). An example of directional attenuation caused by Connector L12
is shown in Figure 5.5 with the Stokes intensity measurements of the forward
and backward channels shown in blue and orange, respectively. Note that the
backward channel measures in the negative 𝑥-direction. The step loss (disre-
garding the peak) over the connector for the forward channel Stokes intensity
measurements is a loss of 0.63 dB (14% of the measured intensity is lost), while
the step loss over the connector for the backward channel Stokes intensity mea-
surements is a loss of 1.67 dB (32% of the measured intensity is lost). In the case
the attenuation is non-directional, the loss would be the same for both mea-
surement channels. The peaks and artifacts in the shadow of the connector are
discussed in Section 5.5.2.

The differential attenuation integrated across a connector can be estimated
for the forward and backward directions using fiber sections that have the same
temperature. The cables that are used in the setup contain multiple fibers. This
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setup contains 8 sectionswhere 2 fibers share the same temperature (Figure 5.4),
like the one schematized in Figure 5.6. These matching fiber sections share the
same cable casing so that they have the same temperature.

Matching section

Fiber-optic cable
Connector

Forward Backward

x1 x2

Figure 5.6: Schematization of a section where the temperature of two fibers matches.

Consider locations 𝑥1 and 𝑥2 along the fiber that have the same tempera-
ture (see Figure 5.6). The temperature estimated from forward Stokes and anti-
Stokes intensitymeasurements at 𝑥1 and 𝑥2 are equal and can be combinedwith
Equation 2.13 as:

𝐼F(𝑥1, 𝑡) +∫
𝑥1

0
Δ𝛼F(𝑥′, 𝑡) d𝑥′ = 𝐼F(𝑥2, 𝑡) +∫

𝑥2

0
Δ𝛼F(𝑥′, 𝑡) d𝑥′ (5.10)

which gives

∫
𝑥2

𝑥1
Δ𝛼F(𝑥′, 𝑡) d𝑥′ = 𝐼F(𝑥1, 𝑡) − 𝐼F(𝑥2, 𝑡) (5.11)

where Δ𝛼F is the differential attenuation of the forward measurements. The
same holds for the backward measurements at 𝑥1 and 𝑥2, using Equation 2.14:

𝐼B(𝑥1, 𝑡) +∫
𝐿

𝑥1
Δ𝛼B(𝑥′, 𝑡) d𝑥′ = 𝐼B(𝑥2, 𝑡) +∫

𝐿

𝑥2
Δ𝛼B(𝑥′, 𝑡) d𝑥′ (5.12)

which gives

∫
𝑥2

𝑥1
Δ𝛼B(𝑥′, 𝑡) d𝑥′ = 𝐼B(𝑥2, 𝑡) − 𝐼B(𝑥1, 𝑡) (5.13)

where Δ𝛼B is the differential attenuation of the backward measurements. The
difference between the integrated differential attenuation obtained for the for-
ward channel (Equation 5.11) and backward channel (Equation 5.13) is the re-
sult of directional differential attenuation between 𝑥1 and 𝑥2. Time series of
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Equations 5.11 and 5.13 are computed for 144 locations of the sectionwithmatch-
ing temperature on either side of Connector L12. The time series at each loca-
tion are rather noisy but show a similar trend. The average values of all 144
locations for Equation 5.11 (blue) and Equation 5.13 (orange) are shown in Fig-
ure 5.7. When the integrated differential attenuation across the connector does
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Figure 5.7: Example of directional differential attenuation integrated across
Connector L12.

not depend on the direction of propagation, the two lines in Figure 5.7 would
be horizontal and the same for the forward and backward direction. To put the
magnitude of the variation of the integrated differential attenuation across the
connector in perspective, the differential attenuation integrated over the entire
length of the fiber (1300 m) without connectors is approximately 0.09.

The directional integrated differential attenuation introduces two additional
unknowns per connector per time step that need to be solved for during the
calibration. Equations 5.11 and 5.13 introduce enough additional information
to solve for the unknown parameters. The required changes to the single-ended
and double-ended calibration procedures are discussed in Appendices E and F.

5.5.2 Ringing in the shadow of connectors
The loopback connectors in the drive points introduce an additional problem
with respect to measuring Stokes and anti-Stokes intensity. The loopback con-
nectors are made of approximately 8 cm of flexible fiber and two LC connec-
tors with an Ultra Physical Contact (UPC) ending. The UPC endings are flat
and introduce additional backscatter for measurements in the shadow of the
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connector, opposed to Angled Physical Contact (APC) endings that divert the
additional backscatter to the sides of the fiber.

The forward channel Stokes intensity measurements that are shown in Fig-
ure 5.5, show a large peak at the location of Connector 12 that decays in approxi-
mately 8 m (annotated with ‘Artifacts’). The backward channel Stokes intensity
measurements show a similar behavior. These peaks are caused by the connec-
tor and make it impossible to estimate the integrated differential attenuation
and the parameter 𝐴 of the section between 8 m before the connector to 8 m
after the connector using the procedure presented in Section 2.6. An alterna-
tive approach to estimate the integrated differential attenuation and parameter
𝐴 are presented in the following.

To estimate the parameter 𝐴 for the sections around the connector, the pa-
rameter 𝐴 along the entire fiber, defined in Equation 2.15, is approximated to
be linear with (Equation 2.11):

𝐴(𝑥) = ∫
𝑥

𝑥1
Δ𝛼(𝑥′) d𝑥′ ≈ Δ𝛼(𝑥 − 𝑥1) (5.14)

where Δ𝛼 is approximated with the spatial derivative of 𝐴 (Equation 2.41)

Δ𝛼 ≈ d𝐴
d𝑥 = d

d𝑥 (
𝐼B(𝑥, 𝑡) − 𝐼F(𝑥, 𝑡)

2 + 𝐷B(𝑡) − 𝐷F(𝑡)
2 ) (5.15)

The value ofΔ𝛼 is computedwith Equation 5.14 using a finite difference scheme
andusingmeasurements fromall locations that are part of the reference sections
(𝑀) and of all time steps (𝑁)

Δ𝛼 ≈ 1
(𝑀 − 1)𝑁

𝑀−1
∑
𝑚=1

𝑁
∑
𝑛=1

1
Δ𝑥 (

𝐼B,𝑚+1,𝑛 − 𝐼F,𝑚+1,𝑛
2 −

𝐼B,𝑚,𝑛 − 𝐼F,𝑚,𝑛
2 ) (5.16)

where Δ𝑥 is the distance between measurement locations, which is constant in
the case study. Parameters𝐴 are approximated with Equation 5.14 used as fixed
values along the entire fiber and are excluded from the calibration procedure.
It is emphasized that the directional differential attenuation integrated across
a connector is accounted for using the calibration procedure adjustments sug-
gested in Section 5.5 and Appendices E and F.

5.5.3 DTS calibration results
The presented modifications to the DTS calibration were useful to a limited ex-
tent. Part of the double-ended calibration routine is to average the temperature
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Table 5.4: Overview of results of improved DTS calibration and usefulness for estimation
of specific discharge

Name Usefulness Fluctuation Comments

L12 Useful Daily fluctuation < 0.1 ∘C -
L13 Not useful Similar noise as L14 and

daily fluctuation of 0.3 ∘C
Additional thermal plume during sec-
ond test.

L14 Not useful Similar noise as L13 and
daily fluctuation of 0.4 ∘C

Large artifact during the second test.

L15 Not useful More noise than L12 and
daily fluctuation of 0.3 ∘C

-

L16 Useful Daily fluctuation < 0.1 ∘C -
L18 Not useful More noise than L14 and

daily fluctuation of 0.4 ∘C
Large artifact during second test.

L19 Not useful More noise than L16 and
daily fluctuation of 0.5 ∘C

Small artifact during first test.

L20 Useful Daily fluctuation of 0.15 ∘C -

estimates from the forward and backward measurements. Each of the eight lo-
cations has four temperature profiles: forward and backward channel measure-
ments of the fiber section from the surface to the connector, and from the con-
nector to the surface. Here, at most locations either the temperature estimated
from the forward measurements or the temperature estimated from the back-
ward measurements showed artifacts, therefore the two temperature estimates
were not averaged anywhere. The temperature profiles for each of the eight lo-
cations in Figure 5.4 were analyzed for their usefulness to estimate the specific
discharge from two tests, as summarized in Table 5.4.

Only the temperature measurements from Locations 12, 16, and 20 can be
used to estimate the specific discharge. The estimated temperature at the lo-
cations at the outer ends of the fiber (12 and 16) do not show artifacts, which
confirms the successful calibration of 𝛾, 𝐷F, and 𝐷B. Artifacts in the estimated
temperature at Locations 13–15, 18, and 19 are likely due to time-variant direc-
tional differential attenuation that are not accounted for in the calibration. The
raw measurements, estimated temperature at the eight locations, and plots of
the estimated temperature are stored at Tombe (2020).

5.6 Results
The results of the active heat tracer experiment described in Section 5.4 are pre-
sented. Only the measurements at Locations 12, 16, and 20 could be analyzed,
as explained in Section 5.5.3. The results are first analyzed to estimate the ther-
mal dispersion term 𝛽𝑥𝜌𝑐 using the known ratio of the two specific discharge
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values. Next, the ratio of the specific discharges is considered unknown and is
estimated from the active heat tracer experiment.

5.6.1 Improved estimation of the specific discharge from two tests
Values for 𝛽𝑥𝜌𝑐 are estimated with the procedure presented in Section 5.2 from
heat tracer tests 1 and 2 performed at Locations 12, 16, an 20. The parameters
𝐴 and 𝑟/𝐵 are estimated at each depth for each heat tracer test using the curve-
fitting procedure presented in Section 4.4. Estimation of 𝛽𝑥𝜌𝑐 using the steps
outlined in Section 5.2 requires an estimate of 𝜅𝜌𝑐, which is obtained from Ta-
ble 4.1, and an estimate of the ratio of the specific discharges 𝑓which is obtained
from the groundwater model (Table 5.3). The resulting estimated values of 𝛽𝑥𝜌𝑐
are shown on the lower horizontal axis of the left subplots of Figures 5.8, 5.9, and
5.10. Estimates of 𝛽𝑥 are shown on the upper horizontal axis of the same sub-
plot and are computed with 𝜌𝑐 = 2.730MJm−1∘C−1 (Table 4.2), assuming the
uncertainty in 𝜌𝑐 can be neglected with respect to the uncertainty in 𝛽𝑥.

Estimation of 𝛽𝑥𝜌𝑐 requires significant flow such that thermal dispersion
cannot be neglectedwith respect to thermal conduction in at least one of the two
heat tracer tests. In addition, an accurate estimate of the parameters 𝐴 and 𝑟/𝐵
is required for both heat tracer tests. In the three figures, the estimated values
of 𝛽𝑥𝜌𝑐 and their 95% confidence intervals are only shown where the estimated
valuewas larger than its standard uncertainty (orange). At other depths, the dis-
tribution of 𝛽𝑥𝜌𝑐 that is listed in Table 4.1 is used (blue). For Location 12, values
for 𝛽𝑥𝜌𝑐 could be estimated between 22.5 m and 27 m below surface level. The
values show a large variationwith depthwith amaximum at 25m below surface
level. Location 16 is located closer to the extraction well, with larger flows. The
effects of dispersion are expected to be more dominant at Location 16 than at
Location 12, as Location 16 has more favorable conditions for the estimation of
𝛽𝑥𝜌𝑐. Values for 𝛽𝑥𝜌𝑐 at Location 16 could be estimated between 19.5 and 27.5m
below surface level with a few gaps. The specific discharge at Location 20 was
too small to estimate 𝛽𝑥𝜌𝑐.

The probability density function of 𝛽𝑥𝜌𝑐 (lower axis) and 𝛽𝑥 (upper axis) are
approximated with a log-Normal distribution for Location 12, Location 16, and
Locations 12 and 16 together, and shown in Figure 5.11. The fitted distributions
and their 95% confidence intervals are listed in Tables 5.5 and 5.6. The mean of
the fitted distributions is similar to the distribution of Table 4.1 and the uncer-
tainty is larger.

The two subplots in the center of Figures 5.8, 5.9, and 5.10 show the specific
discharge of the first and second heat tracer test, respectively. The specific dis-
charge is estimated from the estimated values for 𝛽𝑥𝜌𝑐 and values for 𝜌w𝑐w and
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Figure 5.11: Histograms of the estimated 𝛽𝑥𝜌𝑐 and 𝛽𝑥 at Location 12 (top), 16 (center),
and 12+16 (bottom), and the fitted log-Normal probability density distributions. The

log-Normal probability density distribution of Table 4.1 is plotted for reference. The units
of the probability density distributions of 𝛽𝑥𝜌𝑐 are ∘C/MJ, and the units of the probability

density distributions of 𝛽𝑥 are 1/m.

Table 5.5: Estimated probability density function of 𝛽𝑥𝜌𝑐 (MJ∘C−1)

Location(s) Probability density function 2.5% 97.5%
12 LogN(𝜇=0.133, 𝜍=0.166) 0.013 0.555
16 LogN(𝜇=0.104, 𝜍=0.146) 0.008 0.467
12 and 16 LogN(𝜇=0.116, 𝜍=0.159) 0.009 0.514

Table 5.6: Estimated probability density function of 𝛽𝑥 (m)

Location(s) Probability density function 2.5% 97.5%
12 LogN(𝜇=0.049, 𝜍=0.061) 0.005 0.203
16 LogN(𝜇=0.038, 𝜍=0.054) 0.003 0.171
12 and 16 LogN(𝜇=0.043, 𝜍=0.058) 0.003 0.188
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𝜅𝜌𝑐 from Table 4.1 (orange). At depths where no value for 𝛽𝑥𝜌𝑐 could be esti-
mated, the values from Table 4.1 were used (blue). For comparison, the specific
discharge is also estimated without accounting for the effects of thermal disper-
sion (𝛽𝑥𝜌𝑐 = 0) and is shown in green. The 95% confidence interval of this latter
estimate is narrow for all depths, much narrower than the confidence intervals
for the estimates that take thermal dispersion into account. These graphs con-
firm that the uncertainty in 𝛽𝑥𝜌𝑐 is the dominant contributor to the uncertainty
of the estimated specific discharge for high flows. For low flows, the influence
of the value for 𝛽𝑥𝜌𝑐 on the estimated specific discharge and the associated con-
fidence interval is low (Figure 5.10).

The right subplots of Figures 5.8, 5.9, and 5.10 show the specific discharge
that is integrated from 8 m to 34 m below surface level, which is compared to
the estimates from the groundwater model. It is emphasized that the horizontal
axis of these latter subplots have different limits. The values for 𝛽𝑥𝜌𝑐 obtained
from the heat tracer tests were used to compute the vertically integrated specific
discharge at depths where they were available. At other depths the literature
value of Table 4.1 was used. For depths where 𝐴 and 𝑟/𝐵 could not be esti-
mated, the specific discharge was estimated by linearly interpolating between
the nearest values. At Locations 16 and 20, the estimates from the groundwa-
ter model fall within the 95% confidence interval of the estimates from the heat
tracer tests. At Location 12, the estimated vertically integrated specific discharge
from the groundwatermodel is significantly smaller than the estimates from the
heat tracer test.

5.6.2 Estimation of the ratio of the specific discharge of two tests
The ratio 𝑓 of the specific discharge of the first test (low flow) over the specific
discharge of the second test (high flow) for Locations 12 (left) and 16 (right)
is computed using Equation 5.9 and is shown in Figure 5.12. The ratio that is
estimated from the groundwater model is show with a black dashed line. The
uncertainty distribution is approximated using Monte Carlo sampling by com-
puting 𝑓 10.000 times with values of 𝜅𝜌𝑐 and 𝛽𝑥𝜌𝑐 drawn from the uncertainty
distribution listed in Table 4.1.

Most of the uncertainty introduced by the uncertainty in the lumped ther-
mal parameters cancels out, which strongly reduces the uncertainty in the esti-
mate of 𝑓. The value for 𝑓 is estimated accurately for both locations. The results
are close to the value of 0.65 that was expected from the ratio of the pumping
rates (Section 5.4.3).
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Figure 5.12: Estimation of the ratio of the specific discharge of the second test over the
specific discharge of the first test.
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5.7 Conclusion
For high flows, the uncertainty in the specific discharge estimate is dominated
by the uncertainty in 𝛽𝑥𝜌𝑐. Better estimates of 𝛽𝑥𝜌𝑐 improve the estimated spe-
cific discharge and increase the applicability of the method by supporting a
wider range of flows. In cases such as monitoring the clogging of well filters
or estimating the effect of dike reinforcement, the variation of the specific dis-
charge over time may be of more interest than the specific discharge estimates
themselves. The ratio of the specific discharge of two heat tracer tests can be
accurately estimated for low and high flows with little uncertainty from the es-
timates of the thermal parameters. A case study is presented in which both
approaches are tested. Both methods are demonstrated with heat tracer tests
performed during an extensive pumping test.

Fiber-optic cables and heating cables were installed at eight locations near
a pumping well, to do eight independent active heat-tracer tests. The pumping
test was performed with two different extraction rates, such that the ratio of the
specific discharges at each location was known. The changes that were made
to the driving point used here compared to the driving points used in Chap-
ters 3 and 4 are not recommended for future applications. The loopback con-
nector was introduced to simplify the construction of the driving point, but it
introduced two types of artifacts in the Stokes and anti-Stokes intensity mea-
surements.

First, the loopback connectors introduced differential attenuation that de-
pends on the direction of propagation, which translates to a shift in temperature
when not accounted for. The differential attenuation in double-ended setups
was previously assumed to be independent of the direction of propagation. In
single-ended setups, each section between two connectors had to be calibrated
separately. The single-ended and double-ended calibration procedures aremod-
ified to account for differential attenuation that is directional. Estimation of the
directional differential-attenuation across a connector requires two fiber sec-
tions with matching temperatures on either side of the connector, or an addi-
tional fiber section that is submerged in a water bath of a known temperature.
These modifications are implemented in the Python package dtscalibration.

Second, the loopback connectors introduce a sharp peak in the Stokes and
anti-Stokes intensity measurements that decays in approximately 8 m in the
shadow of the connector. As a result, it was not possible to estimate the inte-
grated differential attenuation 8m before and after the connector of this double-
ended setups. Instead, the integrated differential attenuation, excluding the ef-
fects of the loopback connectors, was approximated to be linear, similar to the
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approximation that is made in single-ended setups. However, some artifacts
remained, which made five out of eight heat tracer test locations unusable.

Estimation of 𝛽𝑥𝜌𝑐 from two heat tracer tests requires the ratio between the
two specific discharges, which is measured during a pumping test or can be
obtained from a groundwater model. For the presented case study, an estimate
of 𝛽𝑥𝜌𝑐 was obtained at depths where during one of the two heat tracer tests a
specific discharge of at least 1 m/day was estimated. At those depths, 𝛽𝑥𝜌𝑐 was
estimated with little uncertainty compared to the range of values found by other
researchers, which improved the estimate of the specific discharge significantly.

Based on the drilling at the location of the well, not much variability in sub-
surface layering was expected in the aquifer, but the estimated values for 𝛽𝑥𝜌𝑐
strongly vary with depth. It is therefore not recommended to use the estimates
at other depths and locations. The distribution of the estimates of 𝛽𝑥 and 𝛽𝑥𝜌𝑐
are estimated by combining the estimated values at all depths. The distributions
are similar to the distributions that were used in Chapter 4 but have lowermean
value and a wider 95% confidence interval.

The lack in knowledge of 𝛽𝑥𝜌𝑐 limits the applicability of heat tracer tests at
high flows. More experiments and applications of the method presented here
to estimate 𝛽𝑥𝜌𝑐 are needed to obtain a better understanding of its variability,
and thereby improve the estimates of the specific discharge for high flows. Fur-
ther research is envisioned to compare the solute dispersivity with the thermal
dispersivity. The solute dispersivity would have to be estimated in situ, given
the large variability of the thermal dipersivity. Apart from estimates of the spe-
cific discharge, the ratio of the specific discharges can be estimated with relative
narrow confidence intervals, even if 𝛽𝑥𝜌𝑐 is unknown.
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The installation of optical fibers and heating cables with direct push introduces
newpossibilities formeasuring temperature in unconsolidated aquifers and per-
forming heat tracer tests. The studies in this dissertation contribute to the the
measurement of groundwater flow in the first tens of meters of an aquifer with
distributed temperature sensing (DTS). This includes: improvements to the ca-
ble installation procedure, a new calibration procedure to estimate temperature
from DTS measurements, and a new approach to estimate groundwater flow
with active heat tracer tests. In addition, insight is obtained in the seasonality
of the residence time in bank filtration systems with a passive heat tracer test.

The procedure of installing fiber-optic cables and heating cables with direct-
push equipment, introduced by Bakker et al. (2015), was improved for the case
studies of Chapters 4 and 5. To simplify the installation procedure, the looped
fiber-optic cable was changed to a single cable containing two fibers with their
ends connected in the drive point so that thinner push rods could be used to
reach greater depth. The fiber ends in the drive point were welded together for
the case study of Chapter 4, which was tedious work. In an attempt to sim-
plify the manufacturing of the drive point, loopback connectors were used in
the drive points of Chapter 5. The use of loopback connectors is not recom-
mended for future applications because they introduce artifacts in theDTSmea-
surements.

A new calibration procedure was presented to estimate the temperature and
its associated uncertainty from DTS measurements. The procedure leads to
more accurate temperature and uncertainty estimates compared to existing pro-
cedures. Two factors contribute to the predicted uncertainty of the DTS mea-
surement: noise from the detectors that measure Stokes and anti-Stokes scat-
tering, and uncertainty in the calibrated parameters that relate Stokes and anti-

101
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Stokes intensitymeasurements to temperature. The calibration to reference sec-
tions is performed through linear regressionwhere Stokes and anti-Stokes inten-
sitymeasurements are weighted by their noise, so that the parameter estimation
is affected less by noise along reference sections with a low signal strength, i.e.,
at the end of the fiber. The uncertainty from the noise and the parameter estima-
tion are propagated with Monte Carlo sampling to estimate the uncertainty of
the DTS measurement. Measurements with double-ended setups strongly ben-
efit from estimates of the uncertainty. In double-ended setups, the laser is fired
from opposite ends of the fiber, resulting in a large difference in uncertainty in
the temperature estimated from both ends. The inverse-variance-weighted av-
erage of the temperature estimated from both ends of the fiber results in a better
temperature estimate than the arithmetic average. The uncertainty of the esti-
mated temperature should be communicated with the temperature estimates
for use in heat tracer tests because the uncertainty in the estimated temperature
varies in space and time.

In double-ended setups, it was previously assumed that the differential at-
tenuation is independent of the direction of propagation. However, itwas shown
that (loopback-) connectors along the fiber can introduce differential attenua-
tion that is directional. Changes were made to the DTS calibration routine to
support directional differential attenuation for single-ended and double-ended
setups. Matching temperature sections introduce the additional constraints that
are required to estimate the magnitude of the directional differential attenu-
ation. The DTS calibration procedure is implemented in “dtscalibration”, an
open-source Python package that is freely available under the BSD 3-or-later li-
cense from https://github.com/dtscalibration/python-dts-calibration.

Accurate estimates of the specific discharge ranging from 0.05 to 2.50 meter
per day are obtained in a matter of days with active heat tracer tests. The mag-
nitude of the specific discharge can be estimated independent of the position of
the fiber-optic cable relative to the heating cable; the direction of flow was not
measured. The temperature response at each depth is fitted with three lumped
parameters from which the specific discharge is computed with estimates of a
conduction term and a dispersion term. For small flows, the effects of thermal
dispersion can be neglected and the specific discharge is estimated accurately.
For high flows, the uncertainty in the estimated specific discharge is primarily
due to the uncertainty in the dispersion term. Heat transfer between the lay-
ers is neglected in the presented analysis, which results in vertical profiles of
horizontal groundwater flow that are too smooth near jumps in the specific dis-
charge. The specific discharge in layers that are thinner than 1.71 m is not fully
captured.

https://github.com/dtscalibration/python-dts-calibration
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The uncertainty in the estimated specific discharge at high flows can be re-
duced by combining results from two active heat tracer tests performed at the
same location. Themeasurements from the two tests can be used to obtain an es-
timate of the dispersion term. The dispersion term can only be estimated if the
ratio of the two specific discharges is known independently, e.g., from pump-
ing rates or from a geohydrological model. A case study was performed with
active heat tracer tests during two consecutive pumping tests. The dispersion
termwas accurately estimated at depths where the specific discharge was larger
than 1 m/day during at least one of the two tests. The accuracy of the estimated
specific discharge greatly improved with these estimates.

In passive heat tracer tests, naturally occurring temperature variations are
traced through an aquifer. This type of test can be used to trace seasonal tem-
perature variations through shallow aquifers; variations with a smaller period
dampen too fast. Groundwater flow can be estimated from a model for ground-
water flow and heat transport coupled via viscosity. Such a model requires
boundary conditions for heat transport in addition to boundary conditions for
groundwater flow. A passive heat tracer test was conducted at a bank filtration
system that is operated to produce drinking water. The travel time distribution
is a critical design parameter and was estimated using a model that was cali-
brated with DTS measurements. The variation of the travel time distribution
was primarily the result of the variation of the pumping rate. A second model
was built with a constant pumping rate. The changes in viscosity and corre-
sponding hydraulic conductivity caused by the temperature changes resulted in
a significant temporal variation of the travel time distribution. In the winter, a
larger portion of the water flows through the deeper and less permeable part of
the aquifer, when the water in that layer is warmer as compared to the water
in the upper part of the aquifer. The reverse happens in the summer, when a
larger portion of the water flows through the upper part of the aquifer, and the
travel time of the fastest 10% of the extracted water reduces from 49 to 42 days.
Therefore, operators need to be aware that the risk of pathogen contamination
increases in the summer months, which may warrant lower pumping rates.

Three future research directions are envisioned to improve active heat tracer
tests. Vertical conduction and vertical groundwater flow are neglected in the
presented analysis and are not accounted for in the uncertainty in the specific
discharge estimate. Estimated specific discharge profiles are smoother than in
reality because vertical conduction is neglected. Accounting for vertical con-
duction and vertical groundwater flow may improve the representation of the
vertical variation of the specific discharge, and the detection of thin layers with
a different flow.
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Groundwater flow profiles and their uncertainty can be estimated from ac-
tive heat tracer tests independent of hydraulic properties and therefore have a
great added value for the calibration of geohydrologicalmodels. However, active
heat tracer tests assume that the background temperature is constant. If this as-
sumption cannot be made, the background temperature can be measured with
an additional fiber-optic cable that is inserted with direct-push equipment near
the cable pair that is used for the active heat tracer test. The position of the ad-
ditional fiber-optic cable should be chosen such that the interference from the
heating cable is minimal.

The upper limit of the specific discharge that can be estimated from active
heat tracer tests is given by the uncertainty in the dispersion term, but the lower
limit was not fully investigated. The lower limit is given by the accuracy of the
DTS measurements, and the duration of the test. The temperature differences
between the thermal responses measured with DTS and the fitted thermal re-
sponses of all presented case studies are correlated in time with a daily trend,
which affects the parameter estimation. Most likely, these differences are the
result of a non-uniform temperature of the water baths that are used for cali-
bration of DTS measurements, which leads to a difference between the temper-
ature of fiber reference sections and the temperature of external sensors. New
methods must be developed to remove the correlated errors in the temperature
measurements so that a lower specific discharge can be estimated from active
heat tracer tests.
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A

A Intensity-Dependent Variance
of the Noise in the Intensity
Measurements

The sources of noise dominating the noise in Stokes and anti-Stokes intensity
measurements are discussed in the introductory paragraph of Section 2.4. For
larger setups with more attenuation and DTS systems with a larger avalanche
photodiode gain, 𝜎2𝑃+ and 𝜎

2
𝑃− may be expressed as a linear function of the inten-

sity,

𝜎2𝑃+ = 𝛽+𝑃+ + 𝜎2𝑃+,bg (A.1)
𝜎2𝑃− = 𝛽−𝑃− + 𝜎2𝑃−,bg (A.2)

where 𝜎2𝑃,bg is the variance of the background noise from the electrical circuit,
and 𝛽+ and 𝛽− are the coefficients that relate the intensity to the variance of the
noise from the avalanche photodiode.

An algorithm is proposed to obtain 𝛽+, 𝛽−, 𝜎2𝑃+,bg, and 𝜎
2
𝑃−,bg from the resid-

uals between the fitted product of 𝐺(𝑡) and𝐻(𝑥) and the Stokes and anti-Stokes
intensitymeasurements. The residualsmust be known for awide range of inten-
sities to estimate the unknowns, e.g., with a reference section at the beginning
and end of the fiber. First, start with an array with the Stokes intensity measure-
ments and an array with the residuals. The arrays share a temporal and a spa-
tial dimension. Second, sort both arrays by the Stokes intensity measurements.
Third, bin both sorted arrays, and compute per bin themean of the Stokes inten-
sity measurements and the variance of the residuals. Finally, fit Equation A.1
to the two computed values per bin to estimate 𝛽+ and 𝜎2𝑃+,bg. And repeat the
algorithm for the anti-Stokes intensity measurements.
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B

B Correlation Stokes and
Anti-Stokes Residuals

The variance in the Stokes and anti-Stokes intensity measurements is estimated
from measurements of the reference sections used for calibration (Table 2.1)
with the procedure presented in Section 2.4. The residuals between the Stokes
intensitymeasurements and the fitted curve are plotted against the residuals be-
tween the anti-Stokes intensitymeasurements and the fitted curve in Figure B.1.
The Pearson correlation coefficient between the two is 0.02. The fitted Normal
distribution of the Stokes and anti-Stokes residuals are shown on the top and
right axes, respectively. These residuals are used as proxy for the noise from the
detector.
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Figure B.1: Stokes residuals plotted against the anti-Stokes residuals. The Stokes and
anti-Stokes intensity recorded by the DTS instrument have arbitrary units that are linearly

related to the power of the scattered signals.
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C Estimation of advective and
conductive heat fluxes

The order of magnitude of the advective heat transport and conductive heat
transport are estimated for the 2D-vertical cross-section on a yearly timescale.
The advective heat flux 𝐹 [MLT-3] and the conductive heat flux 𝐺 [MLT-3] in
the horizontal (𝑥) and vertical (𝑧) direction are given by,

𝐹𝑥 = 𝜌w𝑐w𝑞𝑥𝐻
𝜕𝑇
𝜕𝑥 (C.1)

𝐹𝑧 = 𝜌w𝑐w𝑞𝑧𝐿
𝜕𝑇
𝜕𝑧 (C.2)

𝐺𝑥 = 𝑘b𝐻
𝜕𝑇
𝜕𝑥 (C.3)

𝐺𝑧 = 𝑘b𝐿
𝜕𝑇
𝜕𝑧 (C.4)

(C.4)
where 𝐻 refers to the height of the aquifer [L], 𝐿 to the distance between the
recharge basin and the extractionwell [L], and 𝑞 to the specific discharge [LT-1].
The temperature gradients are approximated following (e.g., VanDer Kamp and
Bachu, 1987; Anderson, 2005),

𝜕𝑇
𝜕𝑥 ≈ [Δ𝑇]𝑥

𝐿 (C.5) 𝜕𝑇
𝜕𝑧 ≈ [Δ𝑇]𝑧

𝐻 (C.6)
(C.6)

where [Δ𝑇]𝑥 is the temperature difference between the recharge basin and at the
extraction well [Θ] and [Δ𝑇]𝑧 is the temperature difference between the surface
and the bottom of the aquifer [Θ].

Representative values for the studied bankfiltration systemare, 𝑞𝑥 = 0.42md-1,
𝑞𝑧 = 1mmd-1, 𝐿 = 70m, 𝑘b = 2.3Wm-1 ∘C-1, 𝐻 = 10m, [Δ𝑇]𝑥 = 4.8 ∘C, and
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[Δ𝑇]𝑧 = 10 ∘C, which results in the following,

𝐹𝑥 = 980Wm-1

𝐹𝑧 = 34Wm-1
𝐺𝑥 = 1.6Wm-1

𝐺𝑧 = 160Wm-1

(C.6)
The advective heat flux due to areal recharge (𝐹𝑧) is much smaller than the

horizontal advective heat flux (𝐹𝑥) and the vertical conductive heat flux (𝐺𝑥).
The advective heat flux due to areal recharge can therefore safely be neglected.



D

D Alternative formulations of
the thermal response

The pulse response of Equation 4.11 is expressed as a function of the steady state
temperature (𝑇∞) of the step response (Equation 4.9). In Section D.1 the pulse
response is expressed as a function of the temperature when the heating cable
is turned off at 𝑡0 (𝑇(𝑡0)). This speeds up the parameter search in the cases that
the steady state temperature not is reached before the heating cable is turned off
because a good initial estimate of 𝑇(𝑡0) is retrieved directly from the measure-
ments. The formulation without advection presented in Section D.2 speeds up
the parameter search for cases where groundwater flow can be neglected.

D.1 Alternative formulation for little and large flow
This formulation is beneficial for conditions with a smaller specific discharge
because it is easier to provide an initial estimate of𝑇(𝑡0) than of𝑇∞ (without flow
𝑇∞ goes to infinity). The temperature increase with respect to the background
temperature for a heat source that is turned on at 𝑡 = 0 and turned off at 𝑡 = 𝑡0
is obtained from superposition as

𝑇(𝑡, 𝑡0) =
⎧⎪
⎨⎪
⎩

𝑇(𝑡0)
W( 𝐴𝑡0

, 𝑟𝐵 )
W (𝐴

𝑡
, 𝑟
𝐵
) , 0 < 𝑡 ≤ 𝑡0

𝑇(𝑡0)
W( 𝐴𝑡0

, 𝑟𝐵 )
[W (𝐴

𝑡
, 𝑟
𝐵
) −W ( 𝐴

𝑡−𝑡0
, 𝑟
𝐵
)] , 𝑡 > 𝑡0

(D.1)
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with

𝐴 = 𝑟2
4𝐷𝑥

(D.2)
𝑟
𝐵 = 𝑟𝜌w𝑐w𝑞

2𝜌𝑐𝐷𝑥
(D.3)

W (𝐴𝑡 ,
𝑟
𝐵) =

∞

∫
𝐴/𝑡

1
𝑠 exp (−𝑠 −

𝑟2
4𝐵2𝑠) d𝑠 (D.4)

where

𝑟 =
√
𝑥2 + 𝐷𝑥

𝐷𝑦
𝑦2 (D.5)

𝐷𝑥 =
𝜅
𝜌𝑐 + 𝛽𝑥𝑞

𝜌w𝑐w
𝜌𝑐 (D.6)

𝐷𝑦 =
𝜅
𝜌𝑐 + 𝛽𝑦𝑞

𝜌w𝑐w
𝜌𝑐 (D.7)

where 𝑥 is the horizontal coordinate that aligns with the flow direction and is
zero at the heat source, 𝑦 is the horizontal coordinate perpendicular to the flow
direction and is zero at the heat source, W is known in the groundwater litera-
ture as the Hantush Well function (Hantush, 1956), 𝐷𝑥 and 𝐷𝑦 are the thermal
dispersion coefficients in the 𝑥 and 𝑦 directions, respectively, 𝑞 is the specific
discharge in the 𝑥-direction, 𝜌𝑐 and 𝜌w𝑐w are the volumetric heat capacity of
saturated soil and water, respectively, 𝜅 is the isotropic bulk thermal conductiv-
ity, and 𝛽𝑥 and 𝛽𝑦 are the longitudinal and transverse thermal dispersivities, re-
spectively. The specific discharge is estimated from temperature measurements
following the steps from Sections 4.3 and 4.4.

D.2 Formulation for no flow
In the case that the groundwater is stagnant during one of the tests, the ther-
mal response during that test can be formulated with two instead of three pa-
rameters, which may be advantageous for the parameter search. When the
groundwater is stagnant, the term 𝑟/𝐵 goes to zero, and the Hantush integral
in Equation D.1 reduces to an exponential integral (Abramowitz and Stegun,
1964, Equation 5.1.1).
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The solution of the temperature increases with respect to the background
temperature for a heat source that is turned on at 𝑡 = 0 and turned off at 𝑡 = 𝑡0
and no flow is given by

𝑇(𝑡, 𝑡0) =
⎧⎪
⎨⎪
⎩

𝑇(𝑡0)
E1(𝐴1𝑡0

)
E1 (𝐴1

𝑡
) , 0 < 𝑡 ≤ 𝑡0

𝑇(𝑡0)
E1(𝐴1𝑡0

)
[E1 (𝐴1

𝑡
) − E1 ( 𝐴1

𝑡−𝑡0
)] , 𝑡 > 𝑡0

(D.8)

where

E1 (𝐴1
𝑡 ) =

∞

∫
𝐴1/𝑡

1
𝑠 exp (−𝑠) d𝑠, for 𝐴1

𝑡 > 0 (D.9)

The function canbenumerically evaluatedusing the scipy.special.exp1 func-
tion in Python (Virtanen et al., 2020).
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E DTS calibration with
connectors

Connectors introduce additional integrated differential attenuation, whichneeds
to be accounted for in the calibration procedure to differentiate it from a shift in
temperature. It varies over time (Figure 5.7). Extra constraints are needed to es-
timate its magnitude at every time, such as additional water baths or matching
sections (Appendix F). The additional integrated differential attenuation may
be different depending on the direction of propagation, complicating the cali-
bration of double-ended setups (Section 5.5.1). The calibration procedure pre-
sented in Section 2.3.2 implicitly assumes in Equations 2.15–2.19 that the in-
tegrated differential attenuation is nondirectional. The required modifications
to the single-ended calibration are discussed in Section E.1 and the required
modifications to the double-ended calibration are discussed in Section E.2. The
extended calibration procedure is implemented in the Python package dtscali-
bration version 0.9.0 and up (Section 2.8), and several examples are found in its
documentation.

E.1 Single-ended setups
The temperature given by Equation 2.12 is adapted to account for time-variant
differential attenuation

𝑇(𝑥, 𝑡) = 𝛾
𝐼(𝑥, 𝑡) + 𝐶(𝑡) + Δ𝛼𝑥 +∑𝑈

ᵆ=1 [Θ(𝑥 − 𝑥ᵆ)𝐽 (𝑡)]
(E.1)

where𝑈 is the number of locations that introduce additional differential attenu-
ation, 𝐽 is the integrated differential attenuation introduced at location 𝑥ᵆ and
may vary over time, and Θ is the Heaviside function. The Heaviside function
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evaluates to 0 for negative arguments and to 1 for positive arguments. Equa-
tion E.1 is reorganized to amend it for linear regression (Section single ended
calibration procedure)

𝐼𝑚,𝑛 =
1

𝑇𝑚,𝑛
𝛾 − 𝐶𝑛 − Δ𝛼𝑥𝑚 −

𝑈
∑
ᵆ=1

[𝐽 ,𝑛 if 𝑥𝑚 > 𝑥ᵆ] (E.2)

where the last term in Equation E.5 sums the time-variant integrated differen-
tial attenuation (𝐽 ,𝑛) between the beginning of the fiber and location 𝑚. The
required changes to the least squares procedure introduce the number of time
steps times the number of locations that introduce directional integrated differ-
ential attenuation, so that the total number of unknown parameters is 𝑁 + 2 +
𝑁𝑈.

E.2 Double-ended setups
The expressions for temperature estimated from forward-channelmeasurements
(Equation 2.16) and backward-channelmeasurements (Equation 2.17) are given
in such case by

𝑇F(𝑥, 𝑡) =
𝛾

𝐼F(𝑥, 𝑡) + 𝐷F(𝑡) + 𝐴(𝑥) +∑𝑈
ᵆ=1 [Θ(𝑥 − 𝑥ᵆ)𝐽F,ᵆ(𝑡)]

(E.3)

𝑇B(𝑥, 𝑡) =
𝛾

𝐼B(𝑥, 𝑡) + 𝐷B(𝑡) − 𝐴(𝑥) +∑𝑈
ᵆ=1 [Θ(𝑥ᵆ − 𝑥)𝐽B,ᵆ(𝑡)]

(E.4)

𝐽F,ᵆ and 𝐽B,ᵆ are the integrated differential attenuation introduced at location 𝑥ᵆ
in the forward and backward direction. Equations E.3 and E.4 are reorganized
to amend them for linear regression as:

𝐼F,𝑚,𝑛 =
1

𝑇𝑚,𝑛
𝛾 − 𝐷F,𝑛 − 𝐴𝑚 −

𝑈
∑
ᵆ=1

[𝐽F,ᵆ,𝑛 if 𝑥𝑚 > 𝑥ᵆ] (E.5)

𝐼B,𝑚,𝑛 =
1

𝑇𝑚,𝑛
𝛾 − 𝐷B,𝑛 + 𝐴𝑚 −

𝑈
∑
ᵆ=1

[𝐽B,ᵆ,𝑛 if 𝑥𝑚 < 𝑥ᵆ] (E.6)

where the last term in Equation E.5 sums the directional integrated differential
attenuation in the forward direction (𝐽F,ᵆ,𝑛) between the beginning of the fiber
and location𝑚, and the last term inEquationE.6 sums the directional integrated
differential attenuation in the backward direction (𝐽B,ᵆ,𝑛) between location 𝑚
and the end of the fiber. The required changes to the least squares procedure
introduce two times the number of time steps times the number of locations
that introduce directional integrated differential attenuation, so that the total
number of unknown parameters is 2𝑁 +𝑀 + 2𝑁𝑈.



F

F DTS calibration with sections
with matching temperatures

Consider the schematization shown in Figure 5.6. In the case that two fiber sec-
tions have approximately the same temperature, an additional constraint can
be formulated that improves the parameter estimation for single-ended setups
and double-ended setups. First, the steps for single-ended setups are explained,
after which the steps for double-ended setups are explained. The extended cali-
bration procedure is implemented in the Python package dtscalibration version
0.9.0 and up (Section 2.8), and several examples are found in its documentation.

F.1 Single-ended setups
Anadditional constraint if formulated by setting the temperature, given byEqua-
tion E.1, at location 𝑥1 equal to the temperature at 𝑥2

𝐼(𝑥1, 𝑡) + Δ𝛼𝑥1 +
𝑈
∑
ᵆ=1

[Θ(𝑥1 − 𝑥ᵆ)𝐽 (𝑡)] = 𝐼(𝑥2, 𝑡) + Δ𝛼𝑥2 +
𝑈
∑
ᵆ=1

[Θ(𝑥2 − 𝑥ᵆ)𝐽 (𝑡)]

(F.1)

𝐼(𝑥2, 𝑡) − 𝐼(𝑥1, 𝑡) = Δ𝛼 (𝑥1 − 𝑥2) +
𝑈
∑
ᵆ=1

[(Θ(𝑥1 − 𝑥ᵆ) − Θ(𝑥2 − 𝑥ᵆ)) 𝐽 (𝑡)] (F.2)

Note that the last term is a subtraction of the additional integrated differential
attenuation introduced by the connectors (𝐽 (𝑡)) summed between 𝑥1 and 𝑥2.
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F.2 Double-ended setups
Setting the temperature that is given by Equation E.3 and estimated from for-
ward Stokes and anti-Stokes intensity measurements at 𝑥1 and 𝑥2 equal:

𝐼F(𝑥1, 𝑡) + 𝐴(𝑥1) +
𝑈
∑
ᵆ=1

[Θ(𝑥1 − 𝑥ᵆ)𝐽F,ᵆ(𝑡)] = 𝐼F(𝑥2, 𝑡) + 𝐴(𝑥2) +
𝑈
∑
ᵆ=1

[Θ(𝑥2 − 𝑥ᵆ)𝐽F,ᵆ(𝑡)]

(F.3)

𝐼F(𝑥2, 𝑡) − 𝐼F(𝑥1, 𝑡) = 𝐴(𝑥1) − 𝐴(𝑥2) +
𝑈
∑
ᵆ=1

[(Θ(𝑥1 − 𝑥ᵆ) − Θ(𝑥2 − 𝑥ᵆ)) 𝐽F,ᵆ(𝑡)]

(F.4)

Note that the last term is a subtraction of the directional integrated differential
attenuation in the forward direction (𝐽F,ᵆ(𝑡)) summed between 𝑥1 and 𝑥2. Set-
ting the temperature that is given by Equation E.4 and estimated from backward
Stokes and anti-Stokes intensity measurements at 𝑥1 and 𝑥2 equal:

𝐼B(𝑥1, 𝑡) − 𝐴(𝑥1) +
𝑈
∑
ᵆ=1

[Θ(𝑥ᵆ − 𝑥1)𝐽B,ᵆ(𝑡)] = 𝐼B(𝑥2, 𝑡) − 𝐴(𝑥2) +
𝑈
∑
ᵆ=1

[Θ(𝑥ᵆ − 𝑥2)𝐽B,ᵆ(𝑡)]

(F.5)

𝐼B(𝑥2, 𝑡) − 𝐼B(𝑥1, 𝑡) = −𝐴(𝑥1) + 𝐴(𝑥2) +
𝑈
∑
ᵆ=1

[(Θ(𝑥ᵆ − 𝑥1) − Θ(𝑥ᵆ − 𝑥2)) 𝐽B,ᵆ(𝑡)]

(F.6)

Note that the last term is a subtraction of the directional integrated differential
attenuation in the backward direction (𝐽B,ᵆ(𝑡)) summed between 𝑥1 and 𝑥2.
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