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Abstract
In this paper, I argue that AI-powered voice assistants, just as all technologies, 
actively mediate our interpretative structures, including values. I show this by 
explaining the productive role of technologies in the way people make sense of 
themselves and those around them. More specifically, I rely on the hermeneutics of 
Gadamer and the material hermeneutics of Ihde to develop a hermeneutic lemnis-
cate as a principle of technologically mediated sense-making. The lemniscate prin-
ciple links people, technologies and the sociocultural world in the joint production 
of meaning and explicates the feedback channels between the three counterparts. 
When people make sense of technologies, they necessarily engage their moral his-
tories to comprehend new technologies and fit them in daily practices. As such, the 
lemniscate principle offers a chance to explore the moral dynamics taking place dur-
ing technological appropriation. Using digital voice assistants as an example, I show 
how these AI-guided devices mediate our moral inclinations, decisions and even our 
values, while in parallel suggesting how to use and design them in an informed and 
critical way.

Keywords Hermeneutic lemniscate · Technological appropriation · Technological 
mediation · Value change · Voice assistants · AI

Introduction

Digital voice assistants (DVAs) redefine the way we interact with technologies, 
presenting voice as the primary interface. Natural language processing algorithms 
and other forms of Artificial Intelligence underlying DVAs allow people to use 
phones for dictating messages rather than typing them or asking the phone to set 
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an alarm. Increasingly, voice interfaces permeate the homes of people in a form of 
smart speakers, such as Amazon’s Echo with Alexa as a virtual assistant or Google’s 
Home with Google assistant. But beyond turning on the lights and informing how 
far the nearest pizza place is, DVAs also change the way we interact with each other.

Even though the first DVAs appeared only a few years ago, there are already signs 
of their social—and ethical—implications. Voice assistants process users’ speech as 
commands or requests, discrediting the accompanying niceties, jokes or sarcasm as 
non-functional statements. The users learn that if they want Siri or Alexa to under-
stand them, they need to be as concise as possible. However, DVAs are not perfect 
in processing human speech, often asking to repeat the questions multiple times and 
unchallengingly accepting angry or offensive responses from the users. Most often, 
this is done in a female-sounding voice. As I will argue in this paper, such design 
features of DVAs recontextualize the meaning of the world to the users that in turn, 
helps to shape them as specific subjects. This may change not only how we under-
stand ourselves but also what we expect from those around us. While the adoption of 
DVAs is still ongoing, in this paper, I explore philosophical challenges regarding the 
shift to voice-first interaction, particularly the inclusion of technologies in the sense-
making processes of people.

To do so, I will build on the field of philosophy of technology (e.g., Dreyfus 
1972; Borgmann 1984; Ihde 1993; Hasse 2008; Rosenberger and Verbeek 2015) 
and will specifically draw on and contribute to the approach of technological media-
tion (Ihde 1979, 1990). I focus on the technological mediation approach because it 
asserts an interactionist perspective on technology, acknowledging the role of both 
people and technologies in the joint production of reality, without either one inde-
pendently determining its subjects and objects (see McLuhan 1994/1964; Benja-
min 2008/1936). Technologies, by virtue of their design features, help to highlight 
certain aspects of reality, while concealing others, but it is upon people in specific 
embodied sociocultural spaces to interpret that message and act on it (Rosenberger 
and Verbeek 2015). In line with a slogan “It could have been otherwise” from the 
field of Science and Technology Studies, technology never determines how users 
adopt it—even though it scripts user behavior, it is only in the social-technological 
co-shaping and negotiation that specific technological effects materialize (Bijker, 
Hughes and Pinch 1987; MacKenzie and Wajcman 1985).

Interpreting the co-shaping of people and technologies philosophically on the 
axis of perception–action (Ihde 1993), the mediation approach additionally makes 
room for exploring how specific moral perceptions and actions emerge in human-
technology relations (Verbeek 2008). Consider how a shift from a written to spoken 
interface in the case of DVAs and other virtual agents makes adult users perceive 
them as more trustworthy and increase their proclivity to share personal informa-
tion (Nass and Brave 2005). Similarly, regardless of the outer appearance as a plas-
tic box and the robotic glitches in the voice, Druga and colleagues (2017) showed 
how the voice-based interface and the unchallenged answering of non-stop questions 
increase the anthropomorphism tendencies of children towards DVAs, generating 
trust and authority in the device akin to role models. The hardware and software, 
type of interface, physical appearance and algorithmic underpinning all enable 
specific technological practices, magnifying some aspects of reality or suggesting 
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certain use patterns, while reducing the visibility of the alternatives. The non-neu-
trality of technological design renders technologies as mediators of our relation to 
others and the world, while retaining the active role of people and their sociocultural 
setting in co-producing these mediations (Ihde 1990), including their moral dimen-
sion (Verbeek 2011).

I suggest that examining closer how people make sense of technologies can shed 
light on how moral sensibilities and concerns come to the fore. For this reason, I will 
introduce a concept of “technological appropriation” in the hermeneutic tradition of 
philosophy to show how people attribute technologies with meaning and make them 
their own. Appropriation1 will thus open up the interpretative dimension of techno-
logical mediation, necessary to maintain an engaged yet informed and critical rela-
tion with the devices we use.

Thus, the paper attempts to find a role for technologies in the sense-making pro-
cesses of people. To do so, I will first explore how the concept of technological 
appropriation, the hermeneutics of Gadamer and the material hermeneutics of Ihde 
can be helpful in this regard (“Finding a place for technologies in the process of 
sense-making” section). Combining the insights, I will next offer a novel theoreti-
cal account of how technologies mediate the meaning-making processes of people, 
which I will call the technologically mediated “hermeneutic lemniscate” (“Medi-
ated meaning as a hermeneutic lemniscate: from people through technologies to the 
world—and back” section). The lemniscate principle of interpretation is different 
from the hitherto available accounts in that it considers the active mutually inform-
ing roles of people, technologies and the sociocultural world in the formation of 
(moral) meaning. I will illustrate this by exploring the case of DVAs to outline how 
they influence our perceptions, actions and moral intuitions through specific techno-
logical mediations. Finally, in the “Concluding discussion” section, I will reflect on 
the broader philosophical implications of the lemniscatic principle, as well as on the 
use and design of voice assistants.

Finding a Place for Technologies in the Process of Sense‑Making

To find a place for technologies in the interpretative schemes of people, particularly 
pertaining to the moral sense-making, it is first important to clarify how technologies 
are connected to the moral world. Taking cue from the pragmatist thought of Dewey, 
values are the building blocks of morality, “ends in view,” the evaluative devices 
that both guide our practices and are produced in their sociomaterial entanglements 
(1922). Such a practice-based approach to moral world “encourages us to regard the 
ethical problem as the question of creating and taking care of social routines, not 
as a question of the just, but of the ‘good’ life as it is expressed in certain body/
understanding/things complexes” (Reckwitz 2002: 259). The technological media-
tion approach offers a starting point in elucidating the ethical role of technologies 

1 To be distinguished from the same term in the domestication field of the Science and Technology Stud-
ies, discussed in Sect. 2.
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in moral practices: “If ethics is about the question of ‘how to act’ and ‘how to live,’ 
and technologies help to shape our actions and the ways we live our lives, then tech-
nologies are ‘actively’ taking part in ethics” (Kudina and Verbeek 2019: 297). By 
helping to shape moral inclinations and decisions, technologies mediate morality: 
prenatal genetic testing mediates moral questions and decisions about childbearing, 
(semi)autonomous robots mediate the moral experiences of war and CCTV cameras 
mediate public behavior.

Yet, as explained by Mol (2002) and Dussauge and colleagues (2015), there is no 
direct access to values-in-practices, as there is no mental beeline to locating tech-
nologies in the minds of people. It seems that the hermeneutic infrastructure that 
could imbed the role of technologies in the interpretative schemes in general and 
their moral dimension in particular, is still missing. This requires locating technolo-
gies in the process of interpretation, related to existing human experience and the 
larger sociocultural embedding. I suggest that clarifying first how people make tech-
nologies their own, conceptually and practically, can open the way to understanding 
the relation between sense-making and technologies. For this reason, I turn to the 
concept of technological appropriation.

Technological Appropriation, or How We Cannot Avoid (re)Inventing Ourselves 
While Making Sense of Technologies

The concept of appropriation has a firm standing in the field of STS, particularly in 
the framework of domestication (e.g., Silverstone and Hirsch 1994; Sorensen 2006; 
Berker et al. 2006). Here, appropriation concerns one of the stages of domesticat-
ing technology, at a point of its sale and bringing it into one’s home. While appro-
priation is here predominantly concerned with the social negotiation of the accepted 
meaning of a technology (Silverstone, Hirsch and Morley 1994: 18f.; Hahn 2012), 
its ethical dimension remains behind the spotlight. While understanding the home 
adoption of technologies is important, it is equally crucial to understand their role 
in the broader interpretative schemes of people. Beyond sociological, this requires a 
philosophical attention from the domain of hermeneutics that systematically studies 
the nature and principles of interpretation.

With this in mind, I introduce the concept of appropriation in the philosophical 
domain, defining it as a projective and practical dimension of human interpretation 
that allows us to make technologies our own by attributing them with meaning and 
continuously revising it. During appropriation, people interpret a (new) technology 
and integrate it into the existing frameworks of understanding, necessarily updating 
them. The process of appropriation thus resembles the mutually informing symbolic, 
cognitive and practical activities. It is an intentional activity of relating to technolo-
gies during which moral concerns and perceptions manifest themselves and existing 
normative ideas can undergo re-articulation and change.

The sense-making activity regarding a certain technology starts when there is any 
information about it in the media or elsewhere, even in its physical absence. For this 
reason, I distinguish between two mutually informing dimensions of appropriation, 
projective (e.g., conceptualizing, comparing, fostering new meanings, reconfiguring 
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existing ones, etc.) and practical (e.g., physically approaching a technology, under-
standing it through use, etc.). In the context when new technologies appear almost 
daily, people often deal not with the technology itself but with the promises, hopes, 
visualizations, video presentations, scenarios, debates, concerns and fears regarding 
the new device. Before the technology enters the market and the household, people 
already have an idea regarding what it is and how it fits (or does not fit) with their 
mindset and moral landscape. By accounting for both the projective and practical 
dimensions of sense-making, appropriation allows to examine how “technological 
potentialities” (Kiran 2012) help to shape specific human subjects before and during 
technological use.

Appropriation is closely linked to the ethical implications of technologies 
because it inevitably embeds the moral sense-making. Hermeneutically speaking, 
appropriation represents a circular activity (Gadamer 1975/2004), whereby people 
comprehend an unknown by projecting their own histories and personalities onto 
the sociotechnical environment, continuously revising preliminary meanings with 
new information and practical experiences. It thus captures the dynamic balance 
between the existing experience, perceptions and knowledge of people, including 
normative views, and the cumulative unknown that a new technology represents in 
a given context. Because values are an inalienable counterpart of our sociocultural 
and individual histories, attempting to understand a technology also engages norma-
tive intuitions, makes them visible and available for renegotiation.

Such conceptual investigations elucidate several points related to technologies 
and meaning-making. Firstly, the sense-making activity underlying technological 
appropriation involves the interaction of (at least) three actors: people, with their 
epistemic structures and beliefs; technologies, representing a phenomenon that 
requires integration into the epistemic and practical frameworks; and the sociocul-
tural world, as an active context against which a specific human–technology encoun-
ter occurs. Secondly, the three dynamic and interrelated elements of the appropria-
tion process prevent it from being a static, final event. People can reconsider the 
meaning and place of a certain technology in their life once the existing meaning 
no longer fits the current situation. The stability of a preliminary meaning bestowed 
upon an artefact depends on the interaction between people and technology in a spe-
cific sociocultural setting. However, the appropriation remains an open process.

Technological appropriation thus appears a promising concept to further untan-
gle the relation between technologies and the (moral) sense-making. However, the 
philosophical principles underlying the appropriation process require more elabora-
tion. Relying on the example of voice assistants, I will now turn to the hermeneutics 
of Gadamer (1975/2004, 1977) and the material hermeneutics of Ihde (1990; 1998) 
to see how they account for the sense-making processes of people.

Hermeneutics and Gadamer’s Circular Account

I would like to briefly explain the hermeneutical foundation of the nature of inter-
pretation and suggest that it requires an expansion to address the challenge of con-
sidering the role of technologies. Gadamer’s hermeneutics is particularly useful here 
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because it explains the dynamic nature of interpretation, its historical imbedding and 
the role of productive prejudices.

Gadamer (1975/2004, 1977) was primarily concerned with clarifying how people 
understand the world,2 how exactly the interpretation process occurs. His answer 
was the principle of the hermeneutic circle, an adaptation and expansion of the simi-
lar idea of Heidegger (1927/1962). People always have ideas about a phenomenon 
that confronts them, see something as something. Interpretation, then, is a constant 
movement of recognizing the parts to form a whole picture, only for it to become a 
part of something new again. The seemingly established ideas are in fact dynamic 
and open to revision once a new situation questions them. Gadamer described this 
intertwined establishment-and-revision process as circular, whereby the new mean-
ing joins the existing knowledge structures for the future interpretations of new 
experiences. Thus, the circle is never complete, and an established understanding is 
never stable.

Gadamer’s hermeneutics stresses the productive nature of understanding. People 
are historically embedded beings that cannot escape traditions and frames of refer-
ence, be it our collective morality, gained knowledge, experience, perceptions and 
own normative ideas. Within the historical embedding, Gadamer distinguishes the 
essential and productive role of prejudice, discarding its modern negative interpreta-
tion in favor of its ancient meaning as prior awareness, or pre-judgment (Gadamer 
1975/2004: 273). Prejudice thus denotes the cumulative potential of the preconcep-
tions, provisional judgments and biases that inalienably direct people to the new 
phenomena. Although it is never possible to completely disregard our prior aware-
ness, it is critical to attempt to recognize and expel existing biases to view a new 
phenomenon on its own terms. Viewed as such, prejudice enables the dialogue with 
the confronting phenomena rather than constituting a hindrance to interpretation: 
“It is not so much our judgments as it is our prejudices that constitute our being” 
(Gadamer 1977: 9). Combined, the ideas of historical embedding and prejudice 
understood as pre-judgment allow an entry into the mindset of another time, place or 
object within the hermeneutic circle.

Fig. 1  Hermeneutic circle account of human-world interpretation

2 Although Gadamer primarily referred to textual interpretation in understanding the world, his herme-
neutic account has been applied in a broader sense to any particular object in the world (Fry 2009).
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However, the hermeneutic circle account assumes that interpretation is a direct, 
albeit a circular, process: from the interpreter to the world, and back (see Fig. 1). For 
instance, in using DVAs, the world can be represented in many ways: e.g., inquir-
ing about the weather, listening to music, contacting other people or learning about 
the current events. Yet the technologically-facilitated manner in which the world 
appears for the person to make sense of does not get a place in the hermeneutic cir-
cle. DVAs, by shifting the mode of interacting with technologies to speaking, expand 
human interaction with the world with new opportunities for engagement without 
the distraction of typing or swiping. They provide the opportunity to manage music 
without exiting the shower, deepen the embodiment of one’s home through con-
necting spaces and devices3 by voice (e.g., turning on the coffee machine), arrange 
home security at distance (e.g., scheduling home lighting), listen to a book while 
doing the dishes or connect to other people in the same space while playing games 
through DVA together. At the same time, the new voice-based interface co-produces 
the experiences, the accompanying perceptions and responsibilities in accessing the 
world and others.

A voice-based interface both presents the world in a specific way and requires a 
certain manner of interaction. A user is not simply listening to the music, but needs 
to first frame a request to put it on in a specific way (e.g., Hey Google, play a song X 
by artist Y from the album Z) and say it in a clear way void of accents or sound vari-
ation for the DVA to be able to process it. Spatially, the user needs to ensure that the 
surrounding environment does not have parallel conversations or loud music already 
on, place the speaker in the room accordingly, count on a stable internet connection 
and that the DVA processes the request correctly from the first try. In the hermeneu-
tic circle account, a meaning of the experience of listening to music is uncovered 
through a dialogue between the user and the artist: the former working out her prior 
judgements within the expression style of the latter. What is omitted, however, is the 
technological medium through which this circular process occurs, leaving it a direct 
sense-making between a human and the world.

The hermeneutic circle account stresses the productivity of the context that co-
shapes a given meaning-making situation. If we consider this point seriously, the 
material setting forms not only a passive context of accessing and interpreting real-
ity but actively contributes to the process. Without a material dimension of interpre-
tation, the hermeneutic circle does not provide an encompassing account of sense-
making. With this in mind, I turn to the field of material hermeneutics and, more 
specifically, to the postphenomenological account of Ihde that focuses on an active 
role of technologies in interpretation.

Postphenomenology and Ihde’s Human‑World Relations

Since the introduction of information and communication technologies in the 
1960s and 1970s, the hermeneutic approach has developed in scope. In particular, 

3 There is a range of third-party household appliances that can be connected through internet to DVAs, 
e.g., a bathtub, a thermostat, a coffee-machine, security systems, etc.
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the works of Dreyfus (1972; 2001), Borgmann (1984; 1999), Ihde (1979; 1990) 
and Capurro (2010) have advanced the field of hermeneutics beyond the interpre-
tation of text and have contextualized human interpretation within an increasingly 
technological environment. Dreyfus (1972) highlighted the importance of infor-
mation technologies in producing the contexts and practices from which people 
draw knowledge, framing technologies as annihilating “vulnerability and com-
mitment,” essential for interpretation and understanding (2001: 102). Borgmann 
stressed the hermeneutic potential of technologies in enabling or disabling social 
practices (1984) and fracturing contexts of understanding between the “real” 
world of people and the virtual world of technologies (1999). According to Ihde, 
who developed the idea of technological mediation, reality appears as a techno-
logically mediated product or image to interpret, calling for an introduction of 
“thing interpretation” (1998: 8), “instrumental visual hermeneutics” (1998: 177) 
and “a hermeneutics of things” (1998: 187), or in other words, material herme-
neutics (Verbeek 2003). According to Capurro, technology produces (in)visible 
networks that people cannot fully control and thus weakens people as the inter-
preters of the world (2010: 36).

While this short account of the recent developments in hermeneutics is by no 
means exhaustive, it depicts an important shift: the acknowledgment of the signifi-
cance of technology in the process of making sense of the world and oneself in it. 
Dreyfus and Borgmann consider technology alienating and a hindrance to under-
standing. However, they do not specify how to identify a place for the increasing 
presence of technologies in the interpretative frameworks of people. Capurro, in 
contrast, withdraws from normative valuations and stresses the ontological nature 
of technologies, in parallel reducing the productive role of people in the process of 
interpretation. Ihde’s account of technologies as mediators seems to provide a non-
reductionist view of the role of technologies in interpretation that may also help to 
understand better the human appropriation of technologies.

Ihde (1990; 1993) analyzed the relations between people, technologies and the 
world within the framework of postphenomenology. This framework builds on phe-
nomenology in exploring the lifeworld of people but extends it further to account 
for the ever-increasing intertwinement of human lives with technologies. Contrary 
to Gadamer, Ihde suggests that human–world relations are not direct because tech-
nologies play an active mediating role in how people perceive, interpret and act in 
the world. Postphenomenology and the technological mediation approach aim to 
explore how technologies co-shape the reality of people.

To analyze how technologies mediate human existence, Ihde (1990) distinguishes 
four types of human–technology–world relations: embodiment, where a technology-
in-use disappears from view and becomes a transparent counterpart to the human 
experiences (e.g., a pair of glasses); hermeneutic relation, where a person interprets 
the world through a technology (e.g., a computer); alterity, where a person interacts 
with a technology to access the world (e.g., ATM); and background, where technol-
ogy forms an active backdrop of human experiences and becomes noticed only when 
malfunctioning (e.g., Wi-Fi). In what follows, I focus on the hermeneutic relation as 
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the most pertinent to the study of sense-making, bearing in mind that all four rela-
tions may be viewed from the material hermeneutics angle.4

For Ihde, technologies are “perception-mediating and perception-transforming 
devices” (1998: 185). Ihde suggests that perception originates within interconnected 
yet different “bodies:” “Body One” and “Body Two.” Body One refers to the sen-
somotorial physical body, or a perceptual bodily awareness, “a being-here, located, 
sensory being with specific styles of movement” (Ihde 1998: 89). Body Two concerns 
a lived, social body enriched with the history and culture surrounding it. Examining 
perception through two bodies mirrors Ihde’s earlier conceptualization of perception 
as consisting of both the micro and macro levels (Ihde 1990). Ihde’s combined view 
on perception would regard microperceptions as pertaining to the perceptual bodily 
awareness of Body One, and macroperceptions to the culturally and experientially 
informed Body Two. Interpretative activity depends upon the dynamic interrelation 
of the two bodies, both sensorial micro- and cultural macroperceptions.

The hermeneutic relation represents another caveat to Ihde’s hermeneutics, which 
is typical for all four types of relations: while technologies mediate how people 
relate to the world, it is unclear how the mediated world finds its way back to peo-
ple. When technologies mediate what appears to us as real and co-shape our object 
of interpretation, the mediated interpretation cannot go unnoticed for the reference 
schemes in our micro- and macroperception that embody all lived experience and 
prior awareness. Particularly in the context of interpretation, the linear scheme in 
human–technology–world relation seems problematic.

In his 2005 book What things do?, Verbeek expands postphenomenology by 
asserting that people and technologies co-constitute each other. No pre-given sub-
jects exist who act upon the passive objects in the world: “What the world ‘is’ and 
what subjects ‘are,’ arises from the interplay between humans and reality” (Verbeek 

Fig. 2  Material hermeneutics account of human-technology-world interpretation

4 Relating Ihde’s broad definition of material hermeneutics to the fourfold scheme of human–technol-
ogy–world relations means that each of these relations can be viewed from the angle of material herme-
neutics. The hermeneutic relation would explicitly review the technological mediation of interpretation. 
The embodiment relation would inquire into how the person reveals herself to the world and the world to 
her through incorporated technologies. The alterity relation with hermeneutics in mind would be enabled 
when the technological design communicates certain practices with this technology. Finally, the back-
ground relation would uncover the silenced blending of technologies with our environment.



 O. Kudina 

1 3

2008: 13). Applied to Ihde’s material hermeneutics, the co-constitution princi-
ple replaces the relations of linearity with circularity. However, it is not clear how 
the principle of co-constitution functions. Figure 2 below schematically represents 
Ihde’s hermeneutic “human  (technology–world)” relation (1990), overlapped with 
Verbeek’s co-constitution idea (2005).

Figure 2 represents the inclusion of technologies in the sense-making processes 
of people through the perspective of mediation. The outer world appears to the DVA 
user not directly, but via a gendered voice of the device, commands of the smart 
speaker, a crafted persona of the DVAs and its design exigencies (e.g., connection 
to electricity and Wi-Fi, speaking loud enough, etc.). The world, in Ihde’s words, 
appears as “framed” because “what is presented is presented as already distinct from 
ordinary or lived-bodily space” by virtue of “limited and selected-out framing” and 
“an on/off presentation” (1998: 91, original emphasis). DVAs mediate perception 
of the user because they simultaneously reduce the sensory and audio experiences 
by framing the world through its particular design and modes of presentation, and 
magnify it, by allowing access to the world that is not available to the naked eye or 
touch.

In Fig. 2, the circular arrows around Ihde’s “human→(technology–world)” rela-
tion (1990) represent Verbeek’s co-constitution idea (2005). Here, the historical 
and cultural Body Two allows appropriating the socially positioned device and the 
messages it produces. The sensomotorial Body One, on the other hand, accounts 
for the physical interaction with the DVA ensuring issuing of commands such that 
the speaker can process them (e.g., language proficiency, tone, speed, clarity) and 
optimal functioning of the device for the user (e.g., privacy settings, wake-up word, 
voice settings, battery charge, etc.), which together contribute to the process of inter-
pretation. As such, both the sensomotorial Body One and the experiential, sociocul-
tural Body Two produce meaning. However, while Verbeek augments Ihde’s mate-
rial hermeneutics by acknowledging the continuous dialogue between the different 
counterparts of mediation, he does not explain how such a feedback channel func-
tions and leaves the issue of linearity unresolved.

In the case of DVAs, the linearity of the human-technology-world relations 
disembodies the users from their physical bodies (Body One) and their socio-
cultural setting (Body Two) by precluding the feedback through the DVA among 
the user and the world. An expansion of voice-based interfaces introduces a new 
manner of experiencing the world, while at the same time constituting specific 
types of subjects that would fit the technologically mediated spoken interaction 
and excluding those beyond a category of a standard user. Current speech recog-
nition systems are poorly equipped to process the speech variance and impaired 
speech intelligibility due to, e.g., oral cancer (Halpern et al. 2020), cleft lip and 
palate (Schuster et al. 2006) or stroke survivors (Jacks et al. 2019). In the current 
scheme of human-world relations, a near inability of DVAs to process pathologi-
cal speech or speech variance breaks down access of certain users to the world, 
an example of linearity in absence of further underlying embedding of Body One 
in the sense-making process. Regarding the sociocultural Body Two, consider 
how the dominant voice assistants on the market assume the English language as 
the average standard, leading to processing errors whenever non-native speakers, 
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people with an accent or any language variation interact with DVAs (Wu et  al. 
2020; Palanica et al. 2019). Pyae and Scifleet identified an inherent bias not just 
towards English language proficiency but also regarding the culture of English 
language that made non-native speakers struggle with DVAs, forcing them to 
change how they “constructed their mental models and instructed the device” 
(2018: 552). As Sowanski and Janicki suggest, even though the companies gradu-
ally expand the language packages of DVAs, the slow pace of the language pro-
cessing development and the predominant focus on the English language create 
an unfair fragmentation of society with over 91 languages exceeding 10 million 
users with born and acquired speech variations (2020: 477). The implicit linearity 
in the human-world relations precludes the larger sociocultural world from updat-
ing and balancing out the awareness of Body Two.

These examples demonstrate how technological mediation of the sense-making 
process influences the subject constitution of the user by not offering a way for the 
sociocultural Body Two to communicate back with the technology and the world, 
and affects the user’s agency by limiting the feedback from their sensomotorial 
Body One. Additionally, these examples show how the linearity in the sense-mak-
ing dimension concerns all four types of the human-technology-world relations, not 
just the hermeneutic one: by disembodying people from the seamless experience of 
the world, reducing and conditioning access to the world through the DVAs in the 
alterity relation and by bringing DVAs from the background of facilitating inter-
action to an explicit interaction counterpart. Hasse similarly questioned how mate-
rial hermeneutics can embed the cultural context in the shaping of specific subjects, 
ensuring a dynamic, reciprocal exchange between the micro- and macroperceptions 
on the one hand and technology and the world on the other (2008: 47). It seems 
that when Verbeek (2005) updated the nature and the schematic representation of 
Ihde’s human–technology–world relations, he integrated the unresolved issue of lin-
ear sense-making in the hermeneutic, just as in the other types of human–technol-
ogy–world relations.

If we seriously consider the human–technology–world co-constitution, then, 
while interpreting the world through technologies, technologies co-shape the prior 
awareness and understanding of people. Technology enables different or new per-
ceptions that join our bodily and cultural awareness to form a basis for further inter-
pretive processes. For this reason, a person is not the same person and the world is 
not the same world when they find themselves in a technologically mediated situa-
tion. Postphenomenology incorporates technologies in the interpretation process as 
mediators. However, by not explicating how the mediated world gets embedded in 
the perceptions of people, and how people can then act on them, the human-technol-
ogy-world relations continue to be linear, leaving the human and the world sides of 
the interpretation process as passive counterparts. Thus, an encompassing account 
of interpretation is still missing, the one that would acknowledge the active role of 
people, technologies and the sociocultural world. The following section attempts to 
produce such an account, grounded in both Ihde’s account of material hermeneutics 
and Gadamer’s account of the hermeneutic circle. It seems that both accounts have 
that which the other is missing and an opportunity presents itself to combine them, 
while necessarily updating.



 O. Kudina 

1 3

Mediated Meaning as a Hermeneutic Lemniscate: From People 
Through Technologies to the World—and Back

A broader understanding of the sense-making process than presented in the tra-
ditional hermeneutic and material hermeneutic accounts would need to consider 
the formative awareness of people, the mediating role of technologies and the 
productive nature of the sociocultural contexts in the process of interpretation. 
The structure of such a process of interpretation would resemble a lemniscate 
(∞), consisting of three linking, interrelated components: human, technology 
and the world (see Fig. 3). The technologically mediated hermeneutic lemniscate 
indicates how a sense-making process covers the way people actively appropriate 
technologies, how the appropriation gets embedded in the world, makes the world 
meaningful to people in a specific way and reconstitutes the subject of techno-
logical appropriation in return. This also gives a long overdue emphasis to the 
sociocultural world in postphenomenology (Blond and Schiølin 2018), showing 
how cultural embedding can contribute to new (value) meanings. Thus the tech-
nologically mediated sense-making, embodied in the hermeneutic lemniscate, 
indicates how technological appropriation constitutes the world for a person and 
how against that background, she gets reconstituted as a subject, meaningful in a 
new way.

In Fig. 3, H represents a person enacting her prior awareness to engage with a 
DVA (e.g., asking about the local news). T represents a smart speaker, as a tech-
nologically mediating actor suggesting certain perceptions and actions. Finally, 
W represents the sociocultural world, a soundboard against which technology is 
appropriated and that also gives it a certain meaning. An emergence and tempo-
rary stabilization of meaning occur when the process of interpretation passes all 
three counterparts. Bearing in mind the relational and intentional aspects of tech-
nological use, the hermeneutic lemniscate does not link two separate hermeneutic 
circles, e.g., (H-T) and (T-W), but rather presents the sense-making process in its 
interrelated unity: from human through technology to the world, and back. None-
theless, just as in Ihde’s postphenomenological model of relations, analyzing the 
segments of the lemniscate allows elucidating a specific part of the sense-making 
process and makes it available for reflection, minding that all counterparts are 
interrelated and affect one another.

Fig. 3  Hermeneutic lemniscate account of human-technology-world interpretation
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For instance, to hear the local news, a person must interact with the DVA: turn 
it on with a special wake-word, choose the news station and issue a clear command 
(e.g., Alexa, play news from XYZ) (the upper left curve of the lemniscate). The 
DVA then applies the user’s preferences to its default settings (e.g., GPS location), 
databases and options (the lower right curve). Together with these processed prefer-
ences, the news piece carries specific messages that DVA will transmit (the upper 
right curve). The news presentation, however, appears to the user as framed not only 
by its value-laden content but also by the design features of the DVA: gender of the 
voice (female by default in many DVAs, with an option to change the settings), the 
persona behind the assistant (e.g., chatty or formal), portability of the device, qual-
ity of the Internet connection, etc. that together shape the news experience and the 
productive interpretation context (the lower left curve). The hermeneutic lemniscate 
model thus allows unravelling here how technological appropriation shapes a spe-
cific user-interpreter, coupling the intentions of the user with technological exigen-
cies in a specific use context. The going back-and-forth between the initial request 
of the user, the technological mediation of the speaker and the news, representing 
an image of the world, constitutes in Gadamer’s words a fusion of horizons. This 
sense-making activity leads to a temporary understanding and a certain appropria-
tion mode of the DVA, subject to revision when the prior awareness changes. An 
example of this could be parents choosing to remove a smart speaker from their 
child’s bedroom, initially used for a DVA-delegated bedtime fairytale, concerned 
about DVAs’ privacy issues discussed on the news or having experienced occasional 
device glitches themselves. In this case, both the projective (DVAs as a risk) and 
practical (positioning and use pattern) appropriation of the device change when 
additional meanings join the interpretative structures.

Crucial for the hermeneutic lemniscate model of interpretation, Gadamer’s her-
meneutics gives it weight to the context, the present situation in the process of inter-
pretation—the sociocultural world is not a mere passive embedding but too, can 
bestow variance to the establishment of meaning. This guarantees that there is no 
one true meaning as a result of interpretation but rather that interpretation is always 
open and relates to the variety of ever-expanding contexts. Additionally, both the 
interpreter and what confronts her are active parties in the process of interpreta-
tion. The hermeneutic lemniscate model contextualizes this by adding technologies 
alongside the sociocultural world to that which confronts the interpreter and essen-
tially positions them all as co-producers of meaning. The feedback channels between 
the three counterparts to interpretation showcase the productive blending of several 
contexts and explain how technologies can always embed multiple stabilities, lend-
ing alternative established meanings appropriate to the context (Rosenberger 2014). 
In this way, there is no single static meaning to a DVA: the device may be perceived 
simultaneously as a companion, a narrator, a teacher, a dictionary, etc. that all add to 
the meaningful experience of being-in-the-world.

The circular principle explains the dynamics of the lemniscate: that produc-
tive fore-structures of human understanding set the appropriation of technologies 
in motion; how this proceeds in circular back-and-forth motion, revising the exist-
ing pre-judgments and becoming embedded in the existing structures of interpreta-
tion; and how continuous interpretation, always subject to revision in view of the 
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expanding contexts, culminates only in a temporarily stable understanding. This 
dynamics in the lemniscate accompanied by the productive engagement of people, 
technologies and the world ensures that their relation overcomes the linearity in the 
account of material hermeneutics.

Note that the fact that a technology finds itself in the middle of the lemniscate 
does not attribute it with a central, primary place in the process of meaning-making. 
On the contrary, I suggest approaching it as a fluid process where none of the par-
ties to the interpretation occupies a central role because all three actively contribute 
to an interpretation. This also means that a human is not the default point of entry 
into the lemniscate, as suggested by Gadamer’s hermeneutics. One could conduct 
an appropriation study beginning from a technology (e.g., to discover its embedded 
scripts and affordances) or from the specific sociocultural context (e.g., to under-
stand why household adoption of DVAs might go faster in Asia than in Europe). 
In this paper, I started exploring the appropriation of DVAs from the human side 
because I wanted to understand how people make sense of technologies while mak-
ing sense of their environment and themselves. However, the lemniscate principle 
of interpretation would always simultaneously inquire what the technology and the 
larger cultural world project and how this reflects on the person in question. What 
one examines is a specific hermeneutic situation that must be studied from all sides, 
regardless of the initial entry point. As such, the human, technology or the world 
cannot be singled out as the center of the lemniscate.

The lemniscate refines Gadamer’s hermeneutic circle account by foregrounding 
the active role of technologies in the process of interpretation. On the other hand, 
the continuity and fluidity of the lemniscate also clarify Verbeek’s co-shaping idea, 
explaining why the interpretative structures of human understanding are never static 
and how the technologically mediated world returns to people. Namely, the effective 
histories of people ensure that the initial meaning of a technology remains in flux. 
As soon as a preliminary meaning is established, it becomes the background for 
further interpretation, triggered by the new information about the device, expanded 
contexts of application and the user experience. The process of appropriation is 
never finished. This also ensures that the way people use technologies can never be 
limited to the suggestive design, giving people freedom to enable multiple stabilities 
and interpretations of the same technology.

The Moral Mediation of DVAs

The hermeneutic lemniscate also allows zooming in on the moral mediation of tech-
nologies. Gadamer (2004/1975) positions moral ideas and beliefs in the effective 
fore-structure of human understanding, where they are intertwined with all other ele-
ments that help us interpret the world and are realized in an encounter with the con-
fronting phenomenon: “To distinguish between a normative function and a cognitive 
one is to separate what clearly belong together” (Gadamer 2004/1975: 309). Thus, 
beyond casting her native normative context onto a new technology, the user would 
simultaneously be confronted with certain moral ideas and inclinations that tech-
nological design and the surrounding world suggest. The hermeneutic lemniscate 
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embeds this technologically mediated moral encounter between the user, technology 
and the sociocultural embedding. Following the technological mediation approach, 
this encounter can proceed along the lines of co-shaping moral perceptions, actions 
(Verbeek 2011) and values of people (Kudina 2019).

For instance, consider how the hermeneutic lemniscate model allows tracing 
how technologies, such as the current generation of DVAs, co-shape moral percep-
tions on the role of women. DVAs predominantly have female voices and by design 
may not retaliate to rude behaviors, facilitating an image of women as docile obedi-
ent servants who can never refuse a request. As Fessler (2017) found through her 
insightful ethnographic study, DVAs reply to explicitly sexualized offenses and 
requests in a playful indirect manner, for instance with Apple’s Siri responding to 
a statement “You are hot” with “How can you tell? You say that to all the virtual 
assistants”. Even though the intention behind choosing female voices for the DVAs 
might have been to make users more comfortable to talk with a machine (Nass, 
Moon and Green 1997), it in parallel contributed to reinforcing gender stereotypes. 
Specifically, in their UNESCO report, West et al. suggests that a pervasive spread of 
predominantly female-voiced digital assistants “reflects, reinforces and spreads gen-
der bias,” propagates “tolerance of sexual harassment and verbal abuse,” creates a 
perception of women as “the face and voice of servility and dumb mistakes” among 
other issues (2019: 104–115). In the case of DVAs, the hermeneutic lemniscate 
model helps to trace how moral intuitions get shape through the content of interac-
tion and by the technologically mediated manner in which it is presented.

The hermeneutic lemniscate also gives an idea of the kind of moral actions that 
can arise through the use of DVAs, for instance, in the case of privacy. The pri-
vacy concerns regarding the DVAs often refer to the third-party listening in on what 
users say to their voice assistants and the fact that the DVAs will not work unless 
their microphones are in the always-listening mode (e.g., Bugeja et  al. 2016; Lau 
et al. 2018). In contrast, I would like to draw attention to how the lemniscatic model 
allows us to consider novel social practices enabled by DVAs’ mediation of privacy 
attitudes. Regarding DVAs, the privacy concerns are often framed as an inevitable 
trade-off: the user either accepts the privacy risks of placing a smart speaker in their 
home to be able to continue using the device or refuses from using it altogether. 
The hermeneutic lemniscate model suggests that such a dichotomy need not be war-
ranted by pointing us to the productive blending of human inventiveness in varying 
social contexts (akin to Gadamerian affective history) on the one hand and a variety 
of technological appropriation modes on the other.

Recognizing how technologies participate in our moral sense-making, co-shaping 
our moral inclinations and actions allows to develop alternative ways of using them 
that both support our values and do not exclude using the technology. Some crea-
tive appropriations of smart speakers include building a muffin-top cover that con-
tinually distracts the speaker by feeding white noise into it, designed by the Project 
Alias (2018). The speaker will only hear the users when they use a special wake 
word that they themselves chose for the speaker. Some people developed contextual 
uses for smart speakers, unplugging them at certain times during the day. Yet others 
choose not to use them anymore. What these efforts show is a recognition that DVAs 
do something more than what they were designed to do and trying to explore what 
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that “more” means. The hermeneutic lemniscate model urges us to consider the 
sociocultural context and the overall changing demands of the human-technology-
world constellation. Not accepting a status quo in the lemniscatic model (conceptual 
or moral) entails a continuous reworking of an established technological meaning 
and the actions it promotes. As an additional benefit, this allows us avoiding the trap 
of the either-or trade-offs as represented above by the creative user efforts to shape 
what is meaningful regarding privacy when using DVAs.

Finally, the values themselves can undergo formation and revision in the pro-
cess of using smart speakers. Following Reckwitz (2002) and Dewey (1922) with 
a practice-based approach to the moral world, the hermeneutic lemniscate allows 
discerning not only which ethical concerns come to be in technological practice but 
also taking responsibility for how the values at stake materialize by scrutinizing the 
human-technology-world constellation. Specifically, the value of good and meaning-
ful communication becomes at stake in the DVA-mediated interaction. DVAs fre-
quently mishear and wrongly process the speech of adult users, especially of the 
users native in languages other than English and having accents (Wu et al. 2020). 
As a result, such users treat DVA errors as limitations in their own language, lead-
ing them to plan and adapt their speech in interactions with DVAs (ibid.: 9). Burton 
and Gaskin (2019) showed that adults in general generate frustration and anxiety 
in interaction with DVAs, even though barking orders at the device does not make 
them impolite in human-to-human interaction. The authors suggest that because 
children’s behavior patterns are not as formed as in adults, interacting with DVAs 
can incentivize them to negative socializing guidelines.

An empirical study of children’s adoption of DVAs by Ureta and colleagues dem-
onstrated how “the short waiting time, frequent interruptions during pauses and 
mishearing words” (2020: 501) negatively influences children’s speech and their 
cognitive processes. Wiederhold (2018) concluded that because DVAs do not have 
any reprimanding features as the human interlocutors and encourage short com-
mand-based interactions, children learn to expect instant gratification, e.g., immedi-
ate answers to questions and entertainment. Building on some of these concerns, 
Bonfert and colleagues (2018) designed DVAs as explicit role models that would 
actively rebuke discourtesy and reinforce polite behavior encouraging words such as 
“Please” and “Thank you,” a move that Amazon also took in 2018 piloting its Kids 
Edition of the Echo smart speaker.

While the empirical studies on the adoption of DVAs continue to surface and 
their global introduction is still ongoing, the hermeneutic lemniscate can point to 
how the value of meaningful communication gets shape in the interaction with 
DVAs and its specific mediating features, suggesting areas of moral attention for its 
responsible design and use. For instance, regarding children, is it desirable to dele-
gate the enforcement of polite interaction to DVAs, even if it is technically possible? 
On a different matter, as Wiederhold suggests, “Instead [of instant gratification], it 
is important for children to experience the discomfort of confronting an obstacle, 
the triumph of problem-solving, and the ability to recognize their own autonomy” 
(2018: 471). Designers can consider storytelling and dialogue techniques to engage 
children in multi-agent interaction patterns, sensitizing them to the accountability 
and sociality that goes with it (Ureta et al. 2020). The lemniscatic encounter of the 
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users with DVAs suggests that what Gadamer claims for texts and authors, is true for 
technologies and designers as well: “Not just occasionally but always, the meaning 
of a [technology] goes beyond its [designer]” (1975/2004: 296). True understanding 
means constant work on (value) meaning to fit the dynamic and contextual constel-
lation of all parties to interpretation. In this case, DVAs promote further parental 
responsibility and require intervention early on, while at the same time making it 
tempting to delegate some of the parental duties, such as patiently answering non-
stop detailed questions, playing word games or telling a bedtime story.

Considered through the framework of the hermeneutic lemniscate, these exam-
ples illustrate how the moral landscape of people is dynamic and responsive to tech-
nological practices. The lemniscate model can explain the interpretative processes 
that enable value dynamics by unraveling the interrelation between the productive 
background of human interpretation, the technology with its particular mediations, 
and the active sociomaterial context that shapes the given practice. By showing how 
the normative context can be reconfigured throughout human appropriation of tech-
nologies, the hermeneutic lemniscate creates space to shape and take responsibility 
for the intimate relationship between values and technologies.

Concluding Discussion

In this paper, I have argued that technologies, such as AI-powered voice assistants 
actively participate in the moral sense-making. I have relied on the hermeneutics 
of Gadamer and the material hermeneutics of Ihde and Verbeek to develop a lem-
niscatic principle of technologically mediated sense-making. The lemniscate princi-
ple shows how people, technologies and the sociocultural world actively participate 
in the formation of meaning by engaging the productive fore-structures of human 
understanding, setting the appropriation of technologies in motion and constitut-
ing a meaningful world for people, where they in turn get reconstituted as specific 
subjects. The process of technological appropriation in parallel activates the moral 
sense-making that forms an inevitable part of our interpretative structures and that 
we enact when making sense of technologies. Using DVAs as an example, I have 
shown how these AI-guided devices can mediate our moral inclinations, decisions 
and even values.

Understanding the workings of the lemniscate and the specific mediating roles 
of technologies makes an informed use and design a cornerstone to living well with 
technologies. Technologies introduce new practices, situations and choices that 
make us aware of what is important to us. Even though such new practices may 
challenge our existing values, as the examples I have analyzed in the paper suggest, 
people continuously prove their inventiveness to actively shape what is important to 
them. Beyond this active user responsibility, design practices can facilitate an active 
engagement with technological mediations.

Designers can—and already do—anticipate future and untangle current appropri-
ation modes to make the final product relatable to the users in a variety of contexts. 
Acknowledging the mediating nature of technologies in the sense-making addition-
ally helps to avoid the artificial dichotomies, as discussed in the privacy either-or 
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model of DVAs. Similar to devising a cheap and efficient privacy add-on to the pop-
ular voice assistants (Project Alias 2018), designers and researchers developed Q, a 
genderless voice model for DVAs, challenging yet another duality (Genderlessvoice.
com 2019).

Treating technologies as mediators of our sense-making also implies a new type 
of user responsibility: to explore the practice a technology creates, to inquire what 
its design and interface promote, which actions become less possible, how it shapes 
the interaction with others, whether any value conflicts or opportunities appear, and 
why. The hermeneutic lemniscate allows multiple entry points to examine the daily 
practices with technologies. It also helps to keep an open answer to the question 
“Alexa, who am I?,” one of the first questions the Amazon DVA users ask the device 
to help it recognize their voice but that inevitably has a deeper meaning, especially 
in the context of technologically mediated interpretation. Some of the questions 
for further research would be inquiring whether the hermeneutic lemniscate allows 
examining the sense-making process not just at the individual level, but extending it 
in the wider social and political realm, and if so, how. Additionally, specifically in 
relation to AI-based technologies, it would be interesting to address how the lemnis-
cate model simultaneously produces multiple human-world relations enabled by the 
self-teaching algorithms, learning about the user behavior and the social tendencies 
and producing new forms of use.

In this paper, I have offered the hermeneutic lemniscate as one way to explore 
the non-reductionist interrelation of people, technologies and the sociocultural set-
ting through a joint production of meaning. Beyond additional responsibilities for 
design and use, analyzing in this way how everyday technologies mediate the way 
we understand ourselves, each other and the world in parallel enables us to use them 
in an informed way and consciously shape what is important to us, individually and 
collectively.
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