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#### Abstract

In the last decade, pseudospectral methods have become popular for solving optimal control problems. Pseudospectral methods do not need prior knowledge about the optimal control structure and are thus very flexible for problems with complex path constraints, which are common in optimal train control, or train trajectory optimization. Practical optimal train control problems are nonsmooth with discontinuities in the dynamic equations and path constraints corresponding to gradients and speed limits varying along the track. Moreover, optimal train control problems typically include singular solutions with a vanishing Hessian of the associated Hamiltonian. These characteristics make these problems hard to solve and also lead to convergence issues in pseudospectral methods. We propose a computational framework that connects pseudospectral methods with Pontryagin's Maximum Principle allowing flexible computations, verification and validation of the numerical approximations, and improvements of the continuous solution accuracy. We apply the framework to two basic problems in optimal train control: minimum-time train control and energy-efficient train control, and consider cases with short-distance regional trains and long-distance intercity trains for various scenarios including varying gradients, speed limits, and scheduled running time supplements. The framework confirms the flexibility of the pseudospectral method with regards to state, control and mixed algebraic inequality path constraints, and is able to identify conditions that lead to inconsistencies between the necessary optimality conditions and the numerical approximations of the states, costates, and controls. A new approach is proposed to correct the discrete approximations by incorporating implicit equations from the optimality conditions. In particular, the issue of oscillations in the singular solution for energy-efficient driving as computed by the pseudospectral method has been solved.
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## 1. Introduction

Optimal control theory is widely applied in different fields to find the controls that minimize a cost functional subject to dynamic constraints, path constraints and boundary conditions. One of the applications of optimal control theory is minimum-time train control (MTTC) with the aim to compute the minimum time between two train stops. Another important application is energyefficient train control (EETC) or also referred to as energy-efficient train trajectory optimization, with the aim to minimize total traction energy. The train controls consist of traction and braking. These optimal train control problems are highly complex in practice with discontinuous dynamic equations, pure state and control algebraic inequality constraints, and mixed state-control algebraic inequal-

[^0]ity constraints. Moreover, the solution to the EETC problem generally contains singular arcs. Hence, solving optimal train control problems is quite challenging, and specifically EETC problems. Most research on optimal train control has focused on the application of Pontryagin's Maximum Principle (PMP) (Pontryagin, Boltyanskii, Gamkrelidze, \& Mishchenko, 1962). The application of this theory leads to the optimal driving regimes consisting of maximum acceleration, cruising, coasting and maximum braking. The challenge is to determine the optimal switching structure with the exact switching points as well as the optimal sequence of the driving regimes. Scheepmaker, Goverde, and Kroon (2017) provided a recent extensive literature review on EETC. One of the conclusions was that the pseudospectral method was a promising approach to solve generic EETC problems with varying track gradients and speed limits. In this paper, we further explore the Radau pseudospectral method to optimal train control based on structured numerical experiments that are assessed on consistency with the optimality conditions obtained by the PMP. We identify numerical
inaccuracies due to convergence issues, discretization and oscillating singular control, and propose a new approach based on combining underdetermined implicit equations from the PMP with the pseudospectral approximate solutions to get accurate continuous optimal control solutions.

Optimal control problems can be solved by indirect and direct methods (Betts, 2010; Rao, 2014). An indirect method derives the necessary optimality conditions based on PMP, which leads to a two-point boundary value problem (BVP) in the states and adjoint costates that needs to be solved by numerical methods (Ross, 2005). These methods thus indirectly solve the original optimal control problem by solving an associated BVP. In general, however, the BVP is hard to solve, as it is very sensitive to the initial guesses for the unknown (costate) boundary conditions and a priori knowledge of the switching structure of the inequality path constraints is required. Therefore, most indirect methods use (heuristic) constructive methods to find (sub)optimal driving strategies based on the PMP optimality conditions, with (linearity) simplifications or assumptions on driving regimes (e.g. no coasting, no cruising below the speed limit). Most papers on optimal train control used indirect methods based on PMP optimality conditions (Albrecht, Howlett, Pudney, Vu, \& Zhou, 2016a; 2016b; Howlett \& Pudney, 1995; Khmelnitsky, 2000; Liu \& Golovitcher, 2003). For the energyefficient train control problem, algebraic formulae for the costate along sections with constant gradient can be derived, which led to efficient real-time algorithms (Albrecht et al., 2016a; 2016b; Howlett, Pudney, \& Vu, 2009; Liu \& Golovitcher, 2003). In addition, many heuristic methods have been applied using implicit knowledge of the optimal control structure, for example Chevrier, Pellegrini, and Rodriguez (2013), Sicre, Cucala, and Fernández-Cardador (2014) and Haahr, Pisinger, and Sabbaghian (2017). For more details and references, see Scheepmaker et al. (2017).

On the other hand, direct solution methods transcribe the infinite-dimensional optimal control problem into a finitedimensional nonlinear programming (NLP) problem using collocation of the differential equations and the integral objective functional. The resulting NLP problem is then solved using efficient nonlinear optimization algorithms (Betts, 2010). This direct approach can be used for highly complex problems, since there is no need to derive the first-order necessary optimality conditions, they are less sensitive to initial solutions, and no a priory knowledge is needed of the active and inactive inequality path constraints. In the optimal train control literature direct methods have been used only recently. Most approaches are based on pseudospectral methods (Scheepmaker \& Goverde, 2016; Wang \& Goverde, 2016a; 2016b; 2017; 2019; Wang, De secondchutter, Van den Boom, \& Ning, 2013; Ye \& Liu, 2016; 2017). Wang et al. (2013); Wang, DeSchutter, Van den Boom, and Ning (2014) also applied a mixed-integer linear programming (MILP) approach using piecewise affine functions. At this stage the computation times for the direct method are not competitive with the computation times for the indirect methods that are currently used for on-board calculations.

Over the past two decades, pseudospectral methods have become popular for solving optimal control problems within particular the aerospace domain (Garg et al., 2010; Ross \& Karpenko, 2012). A pseudospectral method discretizes the state and control and then transcribes the continuous-time optimal control problem to a finite-dimensional NLP that is solved using established NLP solvers. In a pseudospectral method the state and control are approximated by global polynomials at collocation points using a basis of Lagrange (or Chebyshev) polynomials. Typical collocation points are Legendre-Gauss (LG), Legendre-Gauss-Lobatto (LGL), and Legendre-Gauss-Radau (LGR) points (Garg et al., 2010; Ross \& Karpenko, 2012). These points are obtained from the roots of a Legendre polynomial and/or its derivatives. They are all defined on the domain $[-1,1]$ but differ in that the LG points include neither of
the endpoints, the LGR points include one endpoint, and the LGL points include both endpoints. Different pseudospectral methods have been developed based on the collocation points: the Gauss (LG) pseudospectral methods (Benson, Huntington, Thorvaldsen, \& Rao, 2006; Rao et al., 2010), the Legendre (LGL) pseudospectral methods (Elnagar, Kazemi, \& Razzaghi, 1995; Fahroo \& Ross, 2001; Gong, Fahroo, \& Ross, 2008a; Ross \& Fahroo, 2004), and the Radau (LGR) speudospectral methods (Garg et al., 2011). The differences between the methods lie in the the degree of the Lagrange polynomial, the boundary condition and the typical problem horizon (Garg et al., 2009; Ross \& Karpenko, 2012). The use of global polynomials together with Gaussian quadrature collocation points provides accurate approximations that converge exponentially fast for smooth problems (Garg et al., 2010). For optimal control problems with discontinuities in the constraints the problem can be partitioned into multiple phases, where the phase boundaries (also called mesh points or knots) can be chosen at the points of discontinuities (Betts, 2010). In these multiple-phase optimal control problems, each phase is solved with a separate set of collocation points, while additional linking conditions glue the variables of the adjacent phases together (Darby, Garg, \& Rao, 2011a; Darby, Hager, \& Rao, 2011b; Patterson, Hager, \& Rao, 2015; Patterson \& Rao, 2014; Rao et al., 2010; Ross \& Fahroo, 2004). Hence, with multiple phases the state is approximated by multiple polynomials that are linked at the phase boundaries.

The pseudospectral methods can also compute estimations of the continuous costates based on the associated Lagrange multipliers computed for the discretized NLP problem (Darby et al., 2011a; Fahroo \& Ross, 2001; Garg et al., 2011; 2010). For the Gauss and Radau pseudospectral methods the discrete approximations are obtained directly by a transformation of the Lagrange mutipliers using the quadrature weights of the collocation points. For the Legendre pseudospectral methods the discrete costates are not uniquely determined and need a closure condition related to the transversality conditions of the necessary optimality conditions for the continuous optimal control problem (Fahroo \& Ross, 2001; Garg et al., 2010; Gong, Ross, Kang, \& Fahroo, 2008b). The covector mapping principle for the Legendre Pseudospectral method then states that these multipliers of the discretized NLP problem converge to the costates of the discretized necessary optimality conditions (Gong et al., 2008a; Gong et al., 2008b; Ross \& Karpenko, 2012). Comparative studies showed that the Radau pseudospectral method provides the most accurate results, including the costates, with a fast convergence rate (Garg, 2011; Garg et al., 2009; Huntington, 2007). Moreover, the LGR collocation points are most suitable for multiple-phase optimal control problems since they include one endpoint per phase, and thus all phase boundaries are collocation points corresponding to discontinuities in the input data. Together, the LGR collocation points thus cover all phases and their boundaries except the terminal point which is however estimated well by the state approximations. The Radau pseudospectral method is implemented in the MATLAB toolbox GPOPS (General Pseudospectral OPtimal Control Software) (Rao et al., 2010), which we used in this paper for the experiments.

The pseudospectral method works well for smooth problems, but the optimal train control problems may be nonsmooth in practice due to infrastructural constraints. In particular, the varying slopes of the railway tracks are usually modelled as piecewise constant gradients resulting in a discontinuous dynamic equation, and varying speed limits along the track result in discontinuous state inequality path constraints that may lead to discontinuous costate functions (Bryson \& Ho, 1975). Moreover, the optimal train control problems have a Hamiltionian that is linear in the control and thus has a zero Hessian. This may cause singular arcs for which no explicit analytical expressions can be derived from the necessary optimality conditions and for which the pseudospectral so-
lutions show oscillating control and state behaviour. Furthermore, stop distances may be very long with possibly many fluctuations in gradients and speed limits leading to many phases of the resulting multiple-phase optimal control problem with as many interior state equality constraints. The literature on optimal train control using pseudospectral methods indeed shows irregularities in the control and/or state profile plots that need to be understood before these methods can be used in practice (Wang \& Goverde, 2016a; 2019; Ye \& Liu, 2016; 2017). Ye and Liu (2017) compared the pseudospectral method with a heuristic solution method consisting of an NLP problem formulation based on closed-form expressions for each driving regime obtained with some simplifying assumptions. For one case the pseudospectral method found the same energy consumption, despite some fluctuations in the singular cruising regime. In a second case study the heuristic method found a solution with less energy consumption and they concluded that it is quite difficult to choose appropriate parameters of GPOPS to ensure convergence within acceptable tolerances. Wang et al. (2013, 2014) compared a pseudospectral method with an MILP method. The pseudospectral method provided solutions with the least energy but was much slower than the MILP method. However, the MILP model showed a rough approximation while the pseudospectral method gave smooth results, which raises the question how accurate the pseudospectral must be: with less collocation points the pseudospectral method is faster and may still perform better, or the other way around, enforcing a higher accuracy of the MILP model will increase its computation time. Wang and Goverde (2016a) and Ye and Liu $(2016,2017)$ observed strong oscillating behaviour in both the control and state for the singular solution corresponding to a nonsmooth approximation of the cruising regime. Zhong, Lin, Loxton, and Teo (2019) modelled the optimal train control problem as an optimal switching control problem. They divide the track into a finite number of segments of constant gradient and speed limit similar to a multi-phase optimal control problem, and then use control parametrization and time-scaling to obtain an approximate finite-dimensional nonlinear programming problem. The traction and braking control are approximated as piecewise constant functions where the switching times and jumps are the decision variables. They compared their algorithm with a pseudospectral method using GPOPS. The computation times are comparable and their solution does not show singular control oscillations, although the traction and braking control are now approximate step functions. Instead, the pseudospectral method shows accurate continuous traction control except for the singular control oscillations. Chen and Biegler (2016) proposed a nested direct transcription optimization method for solving singular optimal control problems. The nonlinear programming problem resulting from the direct transcription is decomposed into an inner and outer problem. In the inner problem moving finite elements are used to find accurate switching times and additional monotonic control constraints on each finite element guarantee a low-order control. 'Pseudomultipliers are introduced that reconstruct the necessary optimality conditions for the singular optimal control in the outer problem.

In this paper, we propose a computational evaluation framework where the PMP is applied to verify, validate and improve pseudospectral solutions to optimal train control problems. It is based on the costate approximations that the pseudospectral methods provide next to the controls and states. This can be exploited to analyse the pseudospectral results using the necessary optimality conditions of the original continuous optimal control problem. It is shown that there are inconsistencies due to the discretization of the continuous problem. The solutions can however be corrected using analytical results from the PMP analysis in a postprocessing step resulting in feasible continuous solutions satisfying the optimality conditions. We consider both the MTTC and EETC problems as examples, and exclude regenerative brak-
ing. However, the proposed approach can be applied to any optimal train control problem formulation. The paper thereby gives the following contributions to the literature:

1. A computational framework connects the pseudospectral method with Pontryagin's Maximum Principle.
2. The framework is applied to compute, validate and improve solutions to optimal train control problems.
3. Structured experiments illustrate the impact of stop distances, varying speed limits and gradients, and running time supplements.
4. Convergence issues are identified for discontinuous state constraints (speed limits) and dynamic equations (gradients) with big jumps.
5. Known computational issues of the pseudospectral method regarding singular solutions are solved by a hybrid approach using Pontryagin's Maximum Principle.

The paper is structured as follows. Section 2 defines the MTTC and EETC problems and derives their necessary optimality conditions by application of the PMP. This reflects the traditional indirect optimal train control solution approach. Then, the numerical pseudospectral method is introduced in Section 3. Section 4 proposes the computational evaluation framework that combines PMP and the pseudospectral method to verify and validate the solutions obtained from the pseudospectral methods. Section 5 applies the computational framework to the MTTC and EETC problems for various structured scenarios and identifies the inconstistencies of the approximated pseudospectral solutions with the PMP. Section 6 then discusses the numerical challenges of the discretized pseudospectral solutions and proposes a postprocessing step to obtain feasible continuous solutions by exploiting knowledge from the PMP. Section 7 ends the paper with the conclusions.

## 2. The optimal train control problems and necessary optimality conditions

This section gives the problem formulations of the optimal control problem for both the EETC and MTTC, and derives necessary conditions for optimality by application of the PMP (Lewis, Vrabie, \& Syrmos, 2012; Pontryagin et al., 1962; Ross, 2015). First, the EETC problem is discussed and afterwards the MTTC problem. The problem formulations consider distance as independent variable rather than time, because discontinuity points associated with changes in gradients and speed limit are naturally given in terms of distance (Scheepmaker \& Goverde, 2015; Scheepmaker et al., 2017; Wang \& Goverde, 2016a). To focus on the essence of the optimal control problems, we do not consider the effect of regenerative braking and we model the train without loss of generality as a point mass (Brünger \& Dahlhaus, 2014; Howlett \& Pudney, 1995). The application of the PMP to optimal train control problems is not new, but is included here to make the paper self-contained. The derived equations from the necessary optimality conditions will be used in the rest of the paper. Other papers that also give in-depth derivations of the optimality conditions by applying PMP consider slightly different problem formulations, such as energy and time as state variables (Khmelnitsky, 2000), normalized control variables (Liu \& Golovitcher, 2003), and a different objective function including regenerative braking (Albrecht et al., 2016a; 2016b). Howlett and Pudney (1995) considers various problem formulations with extensive derivations. Obviously the optimal control structure is always the same but the algebraic expressions of the optimality conditions depend on the specific problem formulation, and these are used later in the paper in connection to the pseudospectral solutions.

In our problem formulation we model a typical maximum traction force as function of speed using a pure control constraint and a mixed state-control constraint. In addition, static speed limits are


Fig. 1. Typical traction force-speed diagram with a constant and hyperbolic part.
formulated as pure state constraints. The problem formulation thus includes all types of algebraic path constraints (state, control, and mixed constraints), which will be used later to analyse their impact on the pseudospectral solution method.

### 2.1. Energy-efficient train control

We consider the problem of finding the optimal control for a train run between two stops in a given scheduled time $T$ such that the total traction energy $\left(J\left[\mathrm{~m}^{2} / \mathrm{s}^{2}\right]\right)$ is minimized. This can be formulated as the following constrained optimal control problem:
Minimize $J=\int_{s_{0}}^{s_{f}} u^{+}(s) d s$,
subject to the constraints
$\dot{t}(s)=\frac{1}{v(s)}$
$\dot{v}(s)=\frac{u(s)-r(v)-g(s)}{v(s)}$
$u^{+}(s) v(s) \leq p_{\text {max }}$
$0 \leq v(s) \leq v_{\text {max }}(s)$
$-u_{\text {min }} \leq u(s) \leq u_{\text {max }}$
$t\left(s_{0}\right)=0, t\left(s_{f}\right)=T, v\left(s_{0}\right)=0, v\left(s_{f}\right)=0, s_{0}=0, s_{f}=S$,
where the independent variable is distance $s[\mathrm{~m}]$, the state variables are time $t[\mathrm{~s}]$ and speed $v[\mathrm{~m} / \mathrm{s}], \dot{t}=d t / d s$ and $\dot{v}=d v / d s$ denote the derivatives of the state variables with respect to the independent variable $s$, and the control variable $u\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ is the mass-specific applied force $u(s)=F(s) /(\rho m)$, i.e., the applied force divided by total mass including a rotating-mass factor $\rho$ [-], consisting of a traction part $u^{+}(s)$ and a braking part $u^{-}(s)$. The control is bounded between a maximum specific braking rate $-u_{\min }=-F_{\min } /(\rho m)$ and a maximum specific traction force $u_{\max }=$ $F_{\max } /(\rho m)$. Moreover, the mass-specific traction power $p=u^{+} v$ $\left[\mathrm{m}^{2} / \mathrm{s}^{3}\right.$ ] is limited by a maximum mass-specific power $p_{\max }$. Hence, the maximum traction force is a function of speed consisting of a constant and hyperbolic part which is illustrated in the tractionspeed diagram of Fig. 1. It follows that the control variable is bounded by $u \in U(v)=\left[-u_{\min }, \min \left(u_{\max }, p_{\max } / v\right)\right]$. We assumed a constant maximum braking force as this was the only braking data
available. Note that based on the definition of the control variable, traction and braking control cannot be used at the same time. We use the notation $u^{+}(s)=\max (u(s), 0) \geq 0$ and $u^{-}(s)=$ $\min (u(s), 0) \leq 0$ so that $u(s)=u^{+}(s)+u^{-}(s)$. The resistance forces consist of a mass-specific train resistance $r(v)=R(v) /(\rho m)\left[\mathrm{m} / \mathrm{s}^{2}\right]$ and a mass-specific line resistance $g(s)=G(s) /(\rho m)\left[\mathrm{m} / \mathrm{s}^{2}\right]$. The train resistance is defined by the Davis equation $r(v)=r_{0}+r_{1} v+$ $r_{2} v^{2}$, with non-negative coefficients $r_{0}, r_{1} \geq 0$ and $r_{2}>0$ (Davis, 1926). The line resistance $g(s)$ is defined as the specific gravity force due to track gradients. It is assumed that tracks have piecewise constant gradients. Note that on uphill slopes $g(s)>0$ and on downhill slopes $g(s)<0$. In addition, line resistance may have an additional nonnegative term due to curvature which also depends on the location of the curves. Finally, the speed is bounded above by a speed limit $v_{\text {max }}(s)$, which is assumed piecewise constant.

Next, we derive the necessary optimality conditions using the PMP. For this, define the Hamiltonian $H\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ as
$H\left(t, v, \lambda_{1}, \lambda_{2}, u, s\right)=-u^{+}+\frac{\lambda_{1}}{v}+\frac{\lambda_{2}(u-r(v)-g(s))}{v}$,
where $\lambda_{1}\left[\mathrm{~m}^{2} / \mathrm{s}^{3}\right]$ and $\lambda_{2}[\mathrm{~m} / \mathrm{s}]$ are the costate variables, which are also functions of the independent variable $s$. Note that the Hamiltonian depends on distance $s$ via the line resistance $g(s)$, which is a piecewise constant function of distance. For sections of constant gradient the Hamiltonian is independent on $s$ and thus constant over distance, i.e. $\partial H / \partial s=0$, although the Hamiltonian may have jumps at the points where the gradient changes and thus become piecewise constant. Also jumps in the costate may lead to jumps in the Hamiltonian. To take into account the additional (mixed) state and control path constraints (4)-(6), we define the augmented Hamiltonian $\bar{H}\left[\mathrm{~m} / \mathrm{s}^{2}\right]$ as the Lagrangian of the Hamiltonian as follows:

$$
\begin{align*}
\bar{H}\left(t, v, \lambda_{1}, \lambda_{2}, \mu, u, s\right)= & H+\mu_{1}\left(u_{\max }-u\right)+\mu_{2}\left(u+u_{\min }\right) \\
& +\mu_{3}\left(p_{\max }-u^{+} v\right)+\mu_{4}\left(v_{\max }-v\right), \tag{9}
\end{align*}
$$

where $\mu_{1}[-], \mu_{2}[-], \mu_{3}[\mathrm{~s} / \mathrm{m}]$ and $\mu_{4}[1 / \mathrm{s}]$ are the Lagrange multipliers, with $\mu_{i} \geq 0(i=1, \ldots, 4)$. The costates $\lambda_{1}$ and $\lambda_{2}$ satisfy the differential equations $\dot{\lambda}_{1}(s)=-\partial \bar{H} / \partial t$ and $\dot{\lambda}_{2}(s)=-\partial \bar{H} / \partial v$, which gives
$\dot{\lambda}_{1}(s)=0$
$\dot{\lambda}_{2}(s)=\frac{\lambda_{1}+v \lambda_{2} r^{\prime}(v)+\lambda_{2}(u-r(v)-g(s))}{v^{2}}+\mu_{3} u^{+}+\mu_{4}$.
From the first equation follows immediately that $\lambda_{1}(s) \equiv \lambda_{1}$ is constant. Note that these dynamic equations (10),(11) together with the state equations (2),(3) define a BVP with four differential equations in the states and costates and four fixed (begin and final) endpoints for the states given in (7). Therefore, the endpoints for the costates are free.

According to the PMP the optimal control maximizes the Hamiltonian (Pontryagin et al., 1962). Therefore, the optimal control is defined by
$\hat{u}(s)=\arg \max _{u \in U} H\left(\hat{t}(s), \hat{v}(s), \hat{\lambda}_{1}(s), \hat{\lambda}_{2}(s), u, s\right)$,
where $(\hat{t}, \hat{v})$ and $\left(\hat{\lambda}_{1}, \hat{\lambda}_{2}\right)$ are the state and costate trajectories corresponding to the optimal control trajectory $\hat{u}$. Moreover, the maximized Hamiltonian is independent on $u$ and thus constant when it is also independent on $s$. In our case the Hamiltonian depends on distance $s$ through the piecewise constant gradient $g(s)$, and also the control, state and costate trajectories may depend on $s$ through the state constraint (5) if the speed limit $v_{\max }(s)$ is not constant. Hence, on intervals with constant $g(s) \equiv g_{r}$ and $v_{\max }(s) \equiv v_{\text {max }, r}$, there exists a constant $\varphi$ such that
$H\left(\hat{t}(s), \hat{v}(s), \hat{\lambda}_{1}(s), \hat{\lambda}_{2}(s), \hat{u}(s)\right)=\varphi$.

Note that the Hamiltonian (8) is piecewise linear in the control $u$, and can be split into traction and braking parts as
$H\left(t, v, \lambda_{1}, \lambda_{2}, u, s\right)= \begin{cases}\left(\frac{\lambda_{2}}{v}-1\right) u+\frac{\lambda_{1}-\lambda_{2} r(v)-\lambda_{2} g(s)}{v} & \text { if } u \geq 0 \\ \frac{\lambda_{2}}{v} u+\frac{\lambda_{1}-\lambda_{2} r(v)-\lambda_{2} g(s)}{v} & \text { if } u<0 .\end{cases}$

The optimal control $u$ that maximizes the Hamiltonian thus depends on the sign of $u$ and the relative value of speed $v$ and the costate $\lambda_{2}$, which gives five cases:

1. If $\lambda_{2}>v$ then $u$ must be maximal.
2. If $\lambda_{2}=v$ then $u \in\left[0, u_{\max }\right]$ is undetermined (1st singular solution).
3. If $0<\lambda_{2}<v$ then $u=0$.
4. If $\lambda_{2}=0$ then $\left[-u_{\text {min }}, 0\right]$ is undetermined (2nd singular solution).
5. If $\lambda_{2}<0$ then $u$ must be minimal.

To find a full characterization of the optimal control and associated state and costate trajectories, we apply the Karush-KuhnTucker (KKT) conditions on the augmented Hamiltonian (9). These conditions consist of the stationary and complementary conditions associated to $\bar{H}$ (Bertsekas, 1999). The complementary slackness conditions on the path constraints are $\mu_{i} \geq 0, i=1, \ldots, 4$, and

$$
\begin{align*}
\mu_{1}\left(u_{\max }-u\right)=0, & \mu_{2}\left(u+u_{\min }\right)=0 \\
\mu_{3}\left(p_{\max }-u^{+} v\right)=0, & \mu_{4}\left(v_{\max }-v\right)=0 . \tag{15}
\end{align*}
$$

Note that $\mu_{2}=0$ if $u \geq 0$, and likewise $\mu_{1}=\mu_{3}=0$ if $u<0$. The stationary condition states that $\partial \bar{H} / \partial u=0$, where the partial derivative of the augmented Hamiltonian can be split in two according to the sign of the control variable and does not exist at $u=0$ due to the discontinuity of $H$ at $u=0$. The stationary condition can then be derived as
$\begin{cases}-1+\frac{\lambda_{2}}{v}-\mu_{1}-\mu_{3} v=0 & \text { if } u>0 \\ \frac{\lambda_{2}}{v}+\mu_{2}=0 & \text { if } u<0,\end{cases}$
and it is undefined for $u=0$.
Based on the PMP and KKT conditions we can now characterize each of the five driving regimes depending on the costate $\lambda_{2}$ as follows:

1. Maximum acceleration (MA). The first case is $\lambda_{2}>v$ with $u$ maximal. In this case, the stationary condition (16) gives $\mu_{1}+$ $\mu_{3} v=-1+\lambda_{2} / v>0$ and thus $\mu_{1}>0$ or $\mu_{3}>0$. Therefore, either $u=u_{\text {max }}$ or $u=p_{\text {max }} / v$. Note that $u=u_{\max }$ and $u=p_{\max } / v$ cannot hold both at the same time except at one point $v_{1}=$ $p_{\max } / u_{\max }$ since the hyperbolic function is decreasing in $v$. Hence, $u=u_{\max }(v)=\min \left(u_{\max }, p_{\max } / v\right)$, which specifies maximum traction, and $\mu_{1}$ and $\mu_{3}$ can be expressed in terms of $v$ and $\lambda_{2}$ using the stationary condition (16) with either $\mu_{3}=0$ or $\mu_{1}=0$. In addition, during this maximal acceleration regime the speed bound $v=v_{\text {max }}$ cannot be maintained except at a single point, so $\mu_{4}=0$. This completely defines the costate equation(11).
2. Cruising by partial traction (CR1). The second case is the singular solution with $\lambda_{2}=v$ and $u \in\left[0, u_{\max }\right]$. In this case, the stationary condition (16) reads $\mu_{1}+\mu_{3} v=0$ and therefore $\mu_{1}=$ $\mu_{3}=0$. Moreover, since $\lambda_{2}(s)=v(s)$ on a nontrivial interval, we must have $\dot{\lambda}_{2}(s)=\dot{v}(s)$. From (3) and (11), we can then derive $v^{2}\left(\mu_{4}+r^{\prime}(v)\right)+\lambda_{1}=0$. This equation has a unique solution $v_{c}$ which can be proved as follows. If we view the left-hand side as a function $h(v)$, and recalling that $r(v)$ is a quadratic function of speed with in particular $r^{\prime}(v)=$ $r_{1}+2 r_{2} v \geq 0, r^{\prime \prime}(v)=2 r_{2}>0$, and third derivative $r^{(3)}(v)=0$, then $h^{\prime}(v)=2 v \mu_{4}+2 v r^{\prime}(v)+v^{2} r^{\prime \prime}(v) \geq 0$ and $h^{\prime \prime}(v)=2 \mu_{4}+$
$2 r^{\prime}(v)+4 v r^{\prime \prime}(v)>0$. Hence, $h(v)$ is an increasing convex function, which has a unique root $h\left(v_{c}\right)=0$ for $v_{c}>0$, if any. Now assume that $v_{c}<v_{\max }$ and so $\mu_{4}=0$. Then the cruising speed must satisfy
$v_{c}^{2} r^{\prime}\left(v_{c}\right)+\lambda_{1}=0$,
which has a unique solution $v_{c}$ if $\lambda_{1}<0$. Moreover, the maximized Hamiltonian value condition (13) applied to this case for an interval with constant $g(s) \equiv g$ then gives
$v_{c} r^{\prime}\left(v_{c}\right)+r\left(v_{c}\right)+g+\varphi=0$
with $\varphi$ piecewise constant negative in congruence to $g(s)$, and thus the Hamiltonian is negative $(H=\varphi<0)$. If on the other hand $v(s)=v_{\text {max }}$ on a nontrivial interval then $\mu_{4}$ is determined as $\mu_{4}=-\lambda_{1} / v_{\max }^{2}-r^{\prime}\left(v_{\max }\right)$ which gives cruising at the maximal speed $v_{\text {max }}$ as the unique solution. Note that also in this case $\lambda_{1}<0$ must hold. In conclusion, this case corresponds to a constant cruising speed $v(s)=\min \left(v_{c}, v_{\max }\right)$ with $v_{c}$ the solution to (17). This implies that $\dot{v}(s)=0$ and thus $u(s)=r(v)+$ $g(s)$, i.e., the traction force equals the total resistance force to maintain the cruising speed. This case thus reduces to finding a solution $v_{c}$ and $\lambda_{1}$ to (17).
3. Coasting (CO). In the third case $\lambda_{2} \in(0, v)$ and $u=0$. Since $u(s)=0$ the complementary slackness conditions give $\mu_{1}=$ $\mu_{2}=\mu_{3}=0$ and also $\mu_{4}=0$ since speed changes without traction effort due to the resistance, and, therefore, will not stay at the speed limit for a nontrivial interval. This completely defines the costate equation (11). Note that the rare case of $r(v)=$ $-g(s)$ for some interval reduces to case 2 or 4 with cruising at zero traction $u(s)=0$.
4. Cruising by partial braking (CR2). The fourth case is the second singular solution with $\lambda_{2}=0$ and $u \in\left[-u_{\text {min }}, 0\right]$. The stationary condition (16) now gives $\mu_{2}=0$, and also $\mu_{1}=\mu_{3}=0$ since $u<0$. For the nontrival case that $\lambda_{2}=0$ on some interval, we must have $\dot{\lambda}_{2}=0$. Thus from (11) we get $\lambda_{1} / v^{2}+\mu_{4}=0$. If $\mu_{4}=0$ then also $\lambda_{1}=0$ and by (8) also $\varphi=0$. However, both $\lambda_{1}$ and $\varphi$ should be negative otherwise other regimes would be prohibited, so $\mu_{4}>0$. Therefore, $v(s)=v_{\text {max }}$ with $\mu_{4}=-\lambda_{1} / v_{\max }^{2}$. Hence, partial braking is optimal only when cruising at the speed limit with $u(s)=r\left(v_{\max }\right)+g(s)$, which can occur only on downward slopes with $-u_{\min }-r\left(v_{\max }\right)<$ $g(s)<-r\left(v_{\text {max }}\right)$.
5. Maximum braking (MB) In the final case $\lambda_{2}<0$ with $u$ minimal. The stationary condition (16) now gives $\mu_{2}=-\lambda_{2} / v>0$ and, therefore, $u=-u_{\min }$. The special case that $v=v_{\max }$ over a nontrivial interval, i.e., $g(s)=-u_{\text {min }}-r\left(v_{\max }\right)$ is part of the fourth case (with full braking). Hence, the costate equation (11) applies with $\mu_{4}=0$, and also $\mu_{3}=0$ since $u<0$.
The above analysis thus leads to the following optimal control structure:
$\hat{u}(s)=\left\{\begin{array}{lll}u_{\max }(v(s)) & \text { if } \lambda_{2}(s)>v(s) & \text { (MA) } \\ r(v(s))+g(s) \in\left[0, u_{\max }\right] & \text { if } \lambda_{2}(s)=v(s) & \text { (CR1) } \\ 0 & 0<\lambda_{2}(s)<v(s) & \text { (CO) } \\ r\left(v_{\max }(s)\right)+g(s) \in\left[-u_{\min }, 0\right] & \text { if } \lambda_{2}(s)=0 & \text { (CR2) } \\ -u_{\min } & \text { if } \lambda_{2}(s)<0 & \text { (MB). }\end{array}\right.$

The optimal energy-efficient train control thus consists of maximum traction force $u_{\max }(v)$ for maximum acceleration (MA), partial traction to counterbalance the resistance forces and cruise at an optimal cruising speed $\min \left(v_{c}, v_{\max }\right)$ (CR1), zero traction $u=0$ for coasting (CO) (i.e., rolling without using the engine or brakes of the train), partial braking to cruise at the maximum speed on a sufficiently downward slope (CR2), and full braking force for maximum braking (MB). The key challenge is to find the optimal
switching points between the different driving regimes and the order of the regimes to determine the optimal driving strategy. For a simple flat track (zero gradient), no speed limit, and sufficient running time supplement, the optimal driving strategy is given by the sequence MA-CR1-CO-MB or MA-CO-MB if the speed limit cannot be reached within the given time. Note that running time supplements are the extra running times above the technical minimum running time included in the timetable to deal with variations in the running time or to recover from small delays. If the train runs punctual, they can be used for energy-efficient train driving (Scheepmaker \& Goverde, 2015).

Note that the dynamic equations (2) and (3) are not defined at zero speed. In practice, we use slightly positive speeds at the end points to avoid the divide by zero issue and correct the total distance and time accordingly. From Pontryagins Maximum Principle it is known that a train starts with maximum acceleration and ends with maximum braking, so this control can be simply extrapolated from/to zero. For our case studies the error is less than 25 cm or 1 s at the start and end point. In this paper, we ignored this error, which is well within the practical stopping accuracy. Likewise, for the minimum-time train control of the next subsection.

### 2.2. Minimum-time train control

The aim of the MTTC problem is to minimize the total running time of a train, so the train should arrive as early as possible at the next station at the minimized time $t\left(s_{f}\right)$. This objective $J$ [s] can be formulated as
Minimize $J=t\left(s_{f}\right)$,
subject to the constraints (2)-(6) and the endpoint conditions

$$
\begin{equation*}
t\left(s_{0}\right)=0, v\left(s_{0}\right)=0, v\left(s_{f}\right)=0, s_{0}=0, s_{f}=S, \tag{21}
\end{equation*}
$$

while the final time $t\left(s_{f}\right)$ is free.
The PMP analysis is similar to Section 2.1 and, therefore, we focus on the main points here only. The Hamiltonian $H[\mathrm{~s} / \mathrm{m}]$ and augmented Hamiltonian $\bar{H}[\mathrm{~s} / \mathrm{m}]$ are defined as
$H\left(t, v, \lambda_{1}, \lambda_{2}, u, s\right)=\frac{\lambda_{1}}{v}+\frac{\lambda_{2}(u-r(v)-g(s))}{v}$,

$$
\begin{align*}
\bar{H}\left(t, v, \lambda_{1}, \lambda_{2}, \mu, u, s\right)= & H+\mu_{1}\left(u_{\max }-u\right)+\mu_{2}\left(u+u_{\min }\right) \\
& +\mu_{3}\left(p_{\max }-u^{+} v\right)+\mu_{4}\left(v_{\max }-v\right) \tag{23}
\end{align*}
$$

where $\lambda_{1}[-]$ and $\lambda_{2}\left[\mathrm{~s}^{2} / \mathrm{m}\right]$ are the costate functions of the independent variable $s$, and $\mu_{1}\left[\mathrm{~s}^{3} / \mathrm{m}^{2}\right], \mu_{2}\left[\mathrm{~s}^{3} / \mathrm{m}^{2}\right], \mu_{3}\left[\mathrm{~s}^{4} / \mathrm{m}^{3}\right]$ and $\mu_{4}\left[\mathrm{~s}^{2} / \mathrm{m}^{2}\right], \mu_{i} \geq 0(i=1 \ldots, 4)$, are the Lagrange multipliers associated to the path constraints. Again the Hamiltonian is piecewise constant with possible jumps at the distances $s$ where the gradient $g(s)$ or speed limit $v_{\max }(s)$ change, and (13) also holds for this Hamiltonian. The costates $\lambda_{1}$ and $\lambda_{2}$ satisfy the differential equations $\dot{\lambda}_{1}(s)=-\partial \bar{H} / \partial t$ and $\dot{\lambda}_{2}(s)=-\partial \bar{H} / \partial v$, which gives $\dot{\lambda}_{1}=0$ and thus $\lambda_{1}(s) \equiv \lambda_{1}$ as in the EETC case, and
$\dot{\lambda}_{2}(s)=\frac{\lambda_{1}+v \lambda_{2} r^{\prime}(v)+\lambda_{2}(u-r(v)-g(s))}{v^{2}}+\mu_{3} u^{+}+\mu_{4}$.
However, different from the EETC case, the final conditions for the states are not all fixed now, since the final time $t\left(s_{f}\right)$ is free. The transversality conditions now specify a fixed value for the final time of the associated costate $\lambda_{1}$. This can be found by considering the endpoint Lagrangian $\bar{E}$ [s] defined as
$\bar{E}\left(t\left(s_{f}\right), v\left(s_{f}\right), s_{f}\right)=-t\left(s_{f}\right)+\gamma_{1} v\left(s_{f}\right)+\gamma_{2}\left(s_{f}-S\right)$,
where $\gamma_{1}$ and $\gamma_{2}$ are Lagrange multipliers, with the complementary slackness conditions $\gamma_{1} v\left(s_{f}\right)=0$ and $\gamma_{2}\left(s_{f}-S\right)=0$. The transversality conditions state that $\lambda_{1}\left(s_{f}\right)=\partial \bar{E} / \partial t\left(s_{f}\right)=-1$ and therefore
we now obtain $\lambda_{1} \equiv-1$. Likewise, $\lambda_{2}\left(s_{f}\right)=\partial \bar{E} / \partial v\left(s_{f}\right)=\gamma_{1}$ and for the value of the maximized Hamiltonian at the endpoint $s_{f}$, we get $H\left[s_{f}\right]=-\partial \bar{E} / \partial s_{f}=-\gamma_{2}$, which however does not give any new information.

The Hamiltonian is again linear in the control $u$ with coefficient $\lambda_{2} / v$. The optimal control $u$ that maximizes this Hamiltonian therefore depends on the sign of the costate $\lambda_{2}$, and must be maximal for $\lambda_{2}>0$, is undetermined for $\lambda_{2}=0$, and is minimal for $\lambda_{2}<0$. The KKT conditions for the augmented Hamiltonian (23) give the same complementary slackness conditions (15) on the path constraints with $\mu_{i} \geq 0, i=1, \ldots, 4$, as the EETC case, while the stationary conditions with $\partial \bar{H} / \partial u=0$ now become

$$
\begin{cases}\frac{\lambda_{2}}{v}-\mu_{1}-\mu_{3} v=0 & \text { if } u>0  \tag{26}\\ \frac{\lambda_{2}}{v}+\mu_{2}=0 & \text { if } u<0\end{cases}
$$

and is undefined for $u=0$. Like the EETC case, we have $\mu_{2}=0$ for $u \geq 0$, and $\mu_{1}=\mu_{3}=0$ for $u<0$. We can now characterize the three driving regimes depending on the sign of the costate $\lambda_{2}$ using the results of the PMP and KKT conditions.

1. Maximum acceleration (MA). In the first case, $\lambda_{2}>0$ and $u>$ 0 . Then (26) gives $\mu_{1}+\mu_{3} v=\frac{\lambda_{2}}{v}>0$ and thus $\mu_{1}>0$ or $\mu_{3}>0$. So either $u=u_{\max }$ or $u=p_{\max } / v$, and therefore $u=$ $u_{\max }(v)=\min \left(u_{\max }, p_{\max } / v\right)$, which specifies that maximum traction needs to be applied. In addition, during a maximal acceleration regime the speed bound $v=v_{\text {max }}$ cannot be maintained except at a single point, so $\mu_{4}=0$. The multiplier $\mu_{3}$ is either zero or equal to $\mu_{3}=\lambda_{2} / v^{2}$ using (26) with $\mu_{1}=0$. This completely defines the costate equation (24).
2. Cruising (CR). The second case is the singular solution with $\lambda_{2}=$ 0 and $u \in\left[-u_{\min }, u_{\max }\right]$. With $\lambda_{2}=0$, (26) specifies $\mu_{1}=\mu_{2}=$ $\mu_{3}=0$ for both $u>0$ and $u<0$. The Hamiltonian (22) now becomes $H=\lambda_{1} / v(s)=-1 / v(s)$. Moreover, $\dot{\lambda}_{2}=0$ on a nontrivial interval and then $\mu_{4}=1 / v^{2}$ using (24). In particular, this implies that $\mu_{4}>0$ and therefore, $v=v_{\text {max }}$. Hence, this case corresponds to cruising at the maximum speed $v_{\text {max }}$ with control $u(s)=r\left(v_{\max }\right)+g(s) \in\left[-u_{\min }, u_{\max }\right]$ to maintain the maximum speed. The control can be anything from full to partial traction or braking depending on the value of the resistance and gradient at $v_{\text {max }}$. Moreover, the Hamiltonian value is fixed at $H=-1 / v_{\max }<0$.
3. Maximum braking (MB) In the final case, $\lambda_{2}<0$ and $u<0$. Now (26) gives $\mu_{2}=-\lambda_{2} / v>0$ and therefore $u=-u_{\min }$. The special case that $v=v_{\text {max }}$ over a nontrivial interval is part of the 2nd case (with full braking). Hence, $\mu_{4}=0$, and also $\mu_{3}=0$ since $u<0$, which completely defines the costate equation (24). Finally, from (22) follows that $H=\varphi<0$ since both costates are smaller than zero.

The above analysis thus leads to the optimal control structure
$\hat{u}(s)=\left\{\begin{array}{lll}u_{\max }(v(s)) & \text { if } \lambda_{2}(s)>0 & (\mathrm{MA}) \\ r\left(v_{\max }(s)\right)+g(s) & \text { if } \lambda_{2}(s)=0 & (\mathrm{CR}) \\ -u_{\min } & \text { if } \lambda_{2}(s)<0 & (\mathrm{MB}) .\end{array}\right.$
So, the traction and braking efforts are as high as possible to keep the train at its maximum speeds as long as possible, which indeed generates the minimal running time. No time is wasted on coasting in this case.

## 3. Pseudospectral method

In this section, the train trajectory optimization is formulated as a multiple-phase optimal control problem (Betts, 2010; Darby et al., 2011a) and then discretized according to the Radau pseudospectral method (Garg, 2011; Garg et al., 2009; Rao et al., 2010).


Fig. 2. Illustration of phases in the multiple-phase optimal control problem.

The Radau pseudospecral method is implemented in the MATLAB toolbox GPOPS, which we use as solver for the MTTC and EETC problems.

A multiple-phase optimal control problem is one where the trajectory consists of a collection of phases. Simply speaking, a phase is any segment of the complete trajectory. In general, any particular phase of an optimal control problem has a cost functional, dynamic constraints, path constraints, and boundary conditions. However, the models used to quantitatively describe the trajectory may be different in different phases of the trajectory. The complete trajectory is then obtained by properly linking adjacent phases via linkage conditions. Similarly, the total cost functional is the sum of the cost functionals over each phase. The optimal trajectory is then found by minimizing the total cost functional subject to the constraints within each phase and the linkage constraints connecting adjacent phases.

The multiple-phase optimal control problem described in the previous section is now transcribed to a discrete NLP via an extension of the single-phase Radau pseudospectral method. Pseudospectral methods are orthogonal collocation methods using global poynomials. A collocation method can be used for the numerical solution of ordinary differential equations and integral equations. The idea is to choose a finite-dimensional space of candidate solutions (here polynomials) and a number of points in the domain (called collocation points), and to select that solution which satisfies the given equation at the collocation points. The Radau pseudospectral method uses the Legendre-Gauss-Radau (LGR) points plus additionally the final point. The resulting NLP can then be solved by one of the many well developed nonlinear optimization algorithms.

### 3.1. Multiple-phase optimal control problem formulation

The optimal train control problems can be formulated as finite-horizon multiple-phase optimal control problems (Wang \& Goverde, 2016a). The running section from the departure point to the arrival point is then divided into a finite number of segments by the critical points of speed limits, gradients and curves, and each of these segments is called a "phase". Fig. 2 gives an illustration, where the running section is divided into six phases. Within each phase, the gradient and speed limit are constant, but their values may be different over the various phases.

Assume that the running section is divided into phases $\left[s_{0}^{(r)}, s_{f}^{(r)}\right]$, with $s_{0}^{(r)}$ and $s_{f}^{(r)}, s_{0}^{(r)}<s_{f}^{(r)}$, denoting the initial and
terminal location of phase $r \in\{1, \ldots, R\}$. The train departs from the initial point $s_{0}^{(1)}$ of phase 1 , and arrives at the terminal point $s_{f}^{(R)}$ of phase $R$. Within phase $r$, the state vector consists of time and speed $x^{(r)}(s)=\left[t^{(r)}(s), v^{(r)}(s)\right]^{\prime}$, and the control vector is the mass-specific applied force $u^{(r)}(s)$. Moreover, denote the boundary points of a phase $r$ as $x_{0}^{(r)}=x^{(r)}\left(s_{0}^{(r)}\right)$ and $x_{f}^{(r)}=x^{(r)}\left(s_{f}^{(r)}\right)$.

The multiple-phase optimal control problem can now be formulated as minimizing the cost functional

$$
\begin{align*}
\text { Minimize } J= & \sum_{r=1}^{R} E^{(r)}\left(x_{0}^{(r)}, s_{0}^{(r)}, x_{f}^{(r)}, s_{f}^{(r)}\right) \\
& +\int_{s_{0}^{(r)}}^{s_{f}^{(r)}} F^{(r)}\left(x^{(r)}(s), u^{(r)}(s), s\right) d s \tag{28}
\end{align*}
$$

subject to the dynamic constraints
$\dot{x}^{(r)}(s)=f^{(r)}\left(x^{(r)}(s), u^{(r)}(s), s\right), \quad r=1, \ldots, R$,
the path constraints
$h^{(r)}\left(x^{(r)}(s), u^{(r)}(s), s\right) \geq 0, \quad r=1, \ldots, R$,
the linkage conditions
$l^{(r)}\left(x_{f}^{(r)}, s_{f}^{(r)}, x_{0}^{(r+1)}, s_{0}^{(r+1)}\right)=0, \quad r=1, \ldots, R-1$,
and the boundary (or endpoint) conditions
$e\left(x_{0}^{(1)}, s_{0}^{(1)}, x_{f}^{(R)}, s_{f}^{(R)}\right)=0$.
Note that the path constraints are inequalities over the phases and the linkage conditions are equality constraints on the phase boundaries.

For the EETC problem the cost functional is given by $E=0$ and $F^{(r)}\left(u^{(r)}\right)=u^{+(r)}$ with $u^{+(r)}=\max \left(u^{(r)}, 0\right)$, and for the MTTC problem these are $E^{(r)}\left(x_{0}^{(r)}, x_{f}^{(r)}\right)=t_{f}^{(r)}-t_{0}^{(r)}$ and $F^{(r)}=0$. The dynamic and path constraints are given for both problems by (2)-(6), i.e.,
$f^{(r)}\left(x^{(r)}(s), u^{(r)}(s), s\right)=\left[\frac{1}{v^{(r)}(s)}, \frac{u^{(r)}(s)-r^{(r)}\left(v^{(r)}(s)\right)-g^{(r)}}{v^{(r)}(s)}\right]^{\prime}$
and
$h^{(r)}\left(x^{(r)}(s), u^{(r)}(s), s\right)=\left[\begin{array}{c}p_{\max }-u^{+(r)}(s) v^{(r)}(s) \\ v^{(r)}(s) \\ v_{\max }^{(r)}-v^{(r)}(s) \\ u^{(r)}(s)+u_{\min } \\ u_{\max }-u^{(r)}(s)\end{array}\right]$,
where $g^{(r)}$ represents the line resistance due to the constant gradient within phase $r$, and $v_{\max }^{(r)}$ is the constant speed limit within phase $r$. The linkage conditions are
$l^{(r)}\left(x_{f}^{(r)}, s_{f}^{(r)}, x_{0}^{(r+1)}, s_{0}^{(r+1)}\right)=\left[t_{f}^{(r)}-t_{0}^{(r+1)}, v_{f}^{(r)}-v_{0}^{(r+1)}, s_{f}^{(r)}-s_{0}^{(r+1)}\right]^{\prime}$,
which make sure that the speed profile over the entire running section is continuous. The boundary conditions for the EETC problem are $e\left(x_{0}^{(1)}, s_{0}^{(1)}, x_{f}^{(R)}, s_{f}^{(R)}\right)=\left[t_{0}^{(1)}, v_{0}^{(1)}, s_{0}^{(1)}, t_{f}^{(R)}-T, v_{f}^{(R)}, s_{f}^{(R)}-\right.$ $S]^{\prime}$ and for the MTTC problem they are $e\left(x_{0}^{(1)}, s_{0}^{(1)}, x_{f}^{(R)}, s_{f}^{(R)}\right)=$ $\left[t_{0}^{(1)}, v_{0}^{(1)}, s_{0}^{(1)}, v_{f}^{(R)}, s_{f}^{(R)}-S\right]^{\prime}$ with final time $t_{f}^{(R)}$ free.

### 3.2. Legendre-Gauss-Radau discretization

The Radau pseudospectral method is a pseudospectral method with the Legendre-Gauss-Radau points as collocation points (Garg, 2011; Garg et al., 2009). Pseudospectral methods are defined on the domain $[-1,1]$. Therefore, the first step in a pseudospectral method is to map the physical domain $\left[s_{0}, s_{f}\right]$ to the computational domain $[-1,1]$. For a multiple-phase optimal control problem, the physical variable $s \in\left[s_{0}^{(r)}, s_{f}^{(r)}\right]$ in each phase is transformed to the computational variable $\sigma^{(r)} \in[-1,1]$ by means of the affine transformation
$\sigma^{(r)}(s)=\frac{2 s-\left(s_{f}^{(r)}+s_{0}^{(r)}\right)}{s_{f}^{(r)}-s_{0}^{(r)}}$.
Note this implies $d \sigma^{(r)} / d s=2 /\left(s_{f}^{(r)}-s_{0}^{(r)}\right)$ for $r=1, \ldots, R$. Conversely, we obtain $s\left(\sigma^{(r)}\right)=\frac{s_{f}^{(r)}+s_{0}^{(r)}}{2}+\frac{s_{f}^{(r)}-s_{0}^{(r)}}{2} \sigma^{(r)}$.

Next, the state vector function $x^{(r)}(S(\sigma))$ is approximated by a polynomial $X^{(r)}(\sigma)$ with a basis of global Lagrange interpolating polynomials $L_{i}^{(r)}(\sigma)$ over $N_{r}+1$ discretization points $\left(\sigma_{1}^{(r)}, \sigma_{2}^{(r)}, \ldots, \sigma_{N_{r}+1}^{(r)}\right)$ in each phase $r$ in terms of $\sigma$ as
$\chi^{(r)}(s(\sigma)) \approx X^{(r)}(\sigma)=\sum_{i=1}^{N_{r}+1} X_{i}^{(r)} L_{i}^{(r)}(\sigma)$,
where $X_{i}^{(r)}=X^{(r)}\left(\sigma_{i}^{(r)}\right)$ and
$L_{i}^{(r)}(\sigma)=\prod_{j=1, j \neq i}^{N_{r}+1} \frac{\sigma-\sigma_{j}^{(r)}}{\sigma_{i}^{(r)}-\sigma_{j}^{(r)}}$.
For the Radau pseudospectral method, the discretization points are the LGR collocation points $\left(\sigma_{1}^{(r)}, \sigma_{2}^{(r)}, \ldots, \sigma_{N_{r}}^{(r)}\right)$ and the additional point $\sigma_{N_{r}+1}^{(r)}=1$, where $N_{r}$ is the number of LGR points within phase $r$. The LGR points are defined as the $N_{r}$ zeros of the sum of the Legendre polynomials of degree $N_{r}$ and $N_{r}-1$. It includes the initial point $\sigma_{1}^{(r)}=-1$, but not the final point. Therefore, for the state approximation at the final point, the additional point $\sigma_{N_{r}+1}^{(r)}=1$ is added. Note that $L_{i}^{(r)}\left(\sigma_{k}^{(r)}\right)$ satisfy the Kronecker delta condition $L_{i}^{(r)}\left(\sigma_{k}^{(r)}\right)=\delta_{i k}$ for $k=1, \ldots, N_{r}+1$, with $\delta_{i k}=1$ if $i=k$ and $\delta_{i k}=0$ if $i \neq k$. Hence, at the discretization points $\sigma_{k}^{(r)}$, we have $\chi^{(r)}\left(s\left(\sigma_{k}^{(r)}\right)\right)=X_{k}^{(r)}$. Moreover, we define $U_{k}^{(r)}$ as the approximation of the control at each point $\sigma_{k}^{(r)}$, for $k=1, \ldots, N_{r}$.

The derivative of $x^{(r)}(s)$ is approximated by the derivative of the polynomial approximation, which gives in each phase $r$,
$\dot{x}^{(r)}(s(\sigma)) \approx \dot{X}^{(r)}(\sigma)=\sum_{i=1}^{N_{r}+1} X_{i}^{(r)} \dot{L}_{i}^{(r)}(\sigma)$.
Now define the non-square $N_{r} \times\left(N_{r}+1\right)$ Radau pseudospectral differentiation matrix in phase $r$,
$D_{k i}^{(r)}=\dot{L}_{i}^{(r)}\left(\sigma_{k}^{(r)}\right), \quad k=1, \ldots, N_{r}, i=1, \ldots, N_{r}+1$,
with the derivatives of $L_{i}^{(r)}(\sigma)$ evaluated at the LGR points $\sigma=$ $\sigma_{k}^{(r)}$. Then the dynamic constraint (29) is approximated at the LGR points $\sigma_{k}^{(r)}$ by the algebraic equations
$\sum_{i=1}^{N_{r}+1} D_{k i}^{(r)} X_{i}^{(r)}-\frac{s_{f}^{(r)}-s_{0}^{(r)}}{2} f^{(r)}\left(X_{k}^{(r)}, U_{k}^{(r)}, \sigma_{k}^{(r)}\right)=0$,
for $k=1, \ldots, N_{r}, r=1, \ldots, R$.
The cost function is approximated using the LGR quadrature as
$J=\sum_{r=1}^{R}\left(E^{(r)}\left(X_{1}^{(r)}, X_{N_{r}+1}^{(r)}\right)+\sum_{k=1}^{N_{r}} \frac{s_{f}^{(r)}-s_{0}^{(r)}}{2} w_{k}^{(r)} F_{k}^{(r)}\right)$,
where $F_{k}^{(r)}=F^{(r)}\left(X_{k}^{(r)}, U_{k}^{(r)}, \sigma_{k}^{(r)}\right)$ is the cost evaluated at the $k$ th collocation point in phase $r, w_{k}^{(r)}$ is the quadrature weight associated with the $k$ th LGR collocation point of phase $r$, and for the MTTC problem $E^{(r)}\left(X_{1}^{(r)}, X_{N_{r}+1}^{(r)}\right)=X_{N_{r}+1,1}^{(r)}-X_{1,1}^{(r)}$ with $X_{k, 1}^{(r)}$ the 1 st (time) component of $X_{k}^{(r)}=\left(T_{k}^{(r)}, V_{k}^{(r)}\right)$. Note that for the optimal train control problem $X^{(r)}$ is a matrix with rows $X_{i}^{(r)}$ corresponding to the discretization points and thus the columns correspond to the approximation vectors of the state variables.

Furthermore, the path constraints, linkage conditions and boundary conditions are discretized at the LGR points as
$h^{(r)}\left(X_{k}^{(r)}, U_{k}^{(r)}, \sigma_{k}^{(r)}\right) \geq 0, \quad k=1, \ldots, N_{r}, r=1, \ldots, R$,
$l^{(r)}\left(X_{N_{r}+1}^{(r)}, \sigma_{N_{r}+1}^{(r)}, X_{1}^{(r+1)}, \sigma_{1}^{(r+1)}\right)=0, \quad r=1, \ldots, R-1$,
$e\left(X_{1}^{(1)}, \sigma_{1}^{(1)}, X_{N_{r}+1}^{(R)}, \sigma_{N_{r}+1}^{(R)}\right)=0$.
The multiple-phase optimal control problem is now converted to the discrete nonlinear programming problem to minimize (36) subject to (35), (37)-(39), where the decision variables are $\left(X_{1}^{(r)}, \ldots, X_{N_{r}+1}^{(r)}\right)$ and $\left(U_{1}^{(r)}, \ldots, U_{N_{r}}^{(r)}\right), r=1, \ldots, R$. Necessary optimality conditions for the NLP problem (35)-(39) can be obtained by the associated KKT conditions including the corresponding Lagrangian multipliers. Let $\Lambda^{(r)}$ denote the Lagrange multipliers associated to the discretized dynamic equation (35), i.e., $\Lambda^{(r)}$ is an $N_{r} \times 2$ matrix whose columns correspond to the Lagrange multiplier vectors of the two columns in $X^{(r)}$ representing the state approximations. Then the approximation of the costate vector $\lambda^{(r)}$ in the discretization point $\sigma_{k}^{(r)}$ is given as (Garg et al., 2011)
$\lambda^{(r)}\left(s\left(\sigma_{k}^{(r)}\right)\right)= \begin{cases}\Lambda_{k}^{(r)} / w_{k}^{(r)}, & k=1, \ldots, N_{r} \\ D_{N_{r}+1}^{\top} \Lambda^{(r)}, & k=N_{r}+1,\end{cases}$
where $D_{N_{r}+1}^{\top}$ denotes the transposed last column of the differentiation matrix $D$, which can be shown to be equal to the (transposed) negative sum of the first $N_{r}$ columns of $D$ (Garg et al., 2011).

Note that $s\left(\sigma_{N_{r}+1}^{(r)}\right)=s\left(\sigma_{1}^{(r+1)}\right)$ for $r=1, \ldots, R-1$ in the discretized multiple-phase optimal control problem using LGR collocation points, and the linking conditions take care that the associated state and control variables are consistent. Hence, the multiple-phase Radau pseudospectral method computes in essence the state, costate and control values at $N=\sum_{r=1}^{R} N_{r}$ different points, along with the state and costate values at the final point. The value of the control at the final point $U_{N_{+}+1}^{(R)}$ must be extrapolated separately, which is also implemented in GPOPS. Thus, the multiple-phase Radau pseudospectral method computes state, costate and control vectors of dimension $N+1$ corresponding to the values $\left(X_{k}^{(r)}, \Lambda_{k}^{(r)}, U_{k}^{(r)}\right)$ at the $N+1$ successive points $s\left(\sigma_{k}^{(r)}\right)$, $k=1, \ldots, N_{r}, r=1 \ldots, R$, and $s\left(\sigma_{N_{r}+1}^{(R)}\right)$, with $s_{0}=s\left(\sigma_{1}^{(1)}\right)$ and $s_{f}=$ $s\left(\sigma_{N_{r}+1}^{(R)}\right)$. Thus, over the physical domain the discretized solution can be denoted as $\left\{\left(X_{i}, \Lambda_{i}, U_{i}\right)=\left(x\left(s_{i}\right), \lambda\left(s_{i}\right), u\left(s_{i}\right) \mid i=0, \ldots, N\right\}\right.$.


Fig. 3. Computational evaluation framework for pseudospectral optimal control with Pontryagin's Maximum Principle.

## 4. The pseudospectral computational evaluation framework

In this section, we propose a computational evaluation framework to verify, validate and improve pseudospectral solutions for optimal train control problems. It is based on the costate approximations that the pseudospectral methods provide next to the controls and states. These can be exploited to analyse the results using the necessary optimality conditions of the original continuous optimal control problem.

Fig. 3 illustrates the approach, which was inspired by Ross and Karpenko (2012). Here, ( $x, u, \lambda$ ) represent the continuous state, control and costate functions, respectively, and $(X, U, \Lambda)$ the discrete approximations. The indirect method is clockwise: the original optimal control problem $P(x, u)$ (lower-left box) is dualized to a BVP $P(x, u, \lambda)$ (upper-left box) with the adjoint dynamic equation of the costate $\lambda$ by application of the PMP (and additional Karush-Kuhn-Tucker conditions for the path constraints). This procedure was demonstrated in Section 2. The resulting BVP $P(x, u, \lambda)$ can then be discretized by collocation of the dynamic equations and additional path and control constraints enforced on the $N$ discretization points, which is indicated as indirect collocation in the figure (upper-horizontal arcs). However, such algorithms are very sensitive to the initial guesses of the (costate) variables. Moreover, the implicit control function, discontinuities, and the a priori unknown switching structure of the inequality path constraints make these problems very hard to solve by generic BVP solvers. Still, dedicated algorithms have been developed for the EETC problem expoiting algebraic formulae for the costate along sections with constant gradient, which led to very fast algorithms (Albrecht et al., 2016a; 2016b; Howlett et al., 2009; Liu \& Golovitcher, 2003). In addition, an MTTC algorithm is straightforward with the knowledge of the optimal control structure without the need for solving the costate dynamic equations.

On the other hand, counterclockwise is the direct pseudospectral method as described in Section 3: the original optimal control problem $P(x, u)$ is transcribed into a discrete NLP problem $P_{N}(X, U)$ using the LGR collocation points, where $N$ denotes the total number of collocation points (lower-right box). This NLP problem is then solved by an NLP algorithm, which gives the optimal state and control vectors that can be transformed back to approximate solutions of the continuous optimal control problem. The higher the number of discretization points $N$ the more accurate is the approximation of the continuous functions ( $x, u$ ), although the highorder global polynomials already generate good approximations for smaller grid sizes to smooth problems. The NLP algorithms also compute the associated Lagrange multipliers $\Lambda$ and thus actually solve the discrete primal-dual problem $P_{N}(X, U, \Lambda)$ with both discrete state and costate vectors (upper-right box). This solution
( $X, U, \Lambda$ ) can then be transformed to approximations of the solution to the continuous BVP $P(x, u, \lambda)$. Then the optimality conditions represented by $P(x, u, \lambda)$ (upper-left box) can be checked to confirm convergence of the optimal state and control of the original optimal control problem $P(x, u)$. Identified issues of the solution ( $x, u, \lambda$ ) could be improved by increasing the number of collocation points $N$ but this increases the computation time. Alternatively, the discrete approximation $(X, U, \Lambda)$ could be corrected to a feasible continuous solution ( $x, u, \lambda$ ) using information from the continuous PMP combined with additional computed values by the pseudospectral method, such as $\lambda_{1}$ and $\varphi$. This leads to a postprocessing step to the pseudospectral method, which we will explore in Section 6.

In Section 2, we derived necessary optimality conditions in terms of costate variables by application of the PMP (left-upwards arrow). This PMP analysis provides important generic knowledge that can be used to evaluate a solution found by any method. For the EETC problem the main results can be summarized as follows:

1. The Hamiltonian is negative and constant on phases with constant gradient and speed limit, $\varphi<0$.
2. The costate associated with time is a negative constant, $\lambda_{1}<0$.
3. The optimal control structure depends on the relative values of speed $v$ and costate $\lambda_{2}$ according to (19).
4. The singular solutions correspond to a constant cruising speed, with either $v=\lambda_{2}$ (CR1) or $\lambda_{2}=0$ (CR2).
5. In the singular solution CR1, the optimal cruising speed $v_{c}$ can be determined from either $\lambda_{1}$ or $\varphi$ using (17) or (18), while the (constrained) cruising speed is $v(s)=\min \left(v_{c}, v_{\max }(s)\right)$.
6 . In the singular solution CR 2 , the cruising speed is $v_{\text {max }}$.
Likewise, for the MTTC problem the main PMP results can be summarized as:
6. The Hamiltonian is negative and constant on phases with constant gradient and speed limit, $\varphi<0$.
7. The costate associated with time is constant and fixed, $\lambda_{1}=-1$.
8. The optimal control structure depends on the sign of cospeed $\lambda_{2}$ according to (27).
9. The singular solutions correspond to a cruising speed $v_{\max }$ and $\lambda_{2}=0$.

In Section 5, we will apply the pseudospectral method to solve the optimal train control problems MTTC and ETTC for various scenarios and verify consistency with the necessary optimality conditions as summarized above. Then in Section 6 we use the analytical results from the PMP analysis to correct the inconsistencies in the discrete pseudospectral solutions to obtain feasible continuous solutions that satisfy the optimality conditions.

Table 1
Basic parameters of the Intercity and Sprinter trains (NS, 2017).

| Characteristic | Intercity | Sprinter |
| :--- | :--- | :--- |
| Train mass $m[\mathrm{t}]$ | 391 | 198 |
| Rotating mass factor $\rho[-]$ | 1.06 | 1.06 |
| Maximum traction power $P_{\max }[\mathrm{kW}]$ | 2157 | 1918 |
| Maximum traction force $F_{\max }[\mathrm{kN}]$ | 214 | 170 |
| Maximum braking deceleration $-u_{\min }\left[\mathrm{m} / \mathrm{s}^{2}\right]$ | -0.66 | -0.8 |
| Maximum speed limit $v_{\max }[\mathrm{km} / \mathrm{h}]$ | 140 | 140 |
| Train resistance $R(v)[\mathrm{kN}](\mathrm{v}:[\mathrm{km} / \mathrm{h}])$ | $5.8584+0.0206 v+0.001 v^{2}$ | $1.3961+0.0145 v+0.0007 v^{2}$ |

## 5. Computational results

This section applies the pseudospectral computational framework of Fig. 3 in a structured experimental study considering a range of operational scenarios of the optimal train control problems. In particular, we will apply the pseudospectral method to numerically compute the optimal train control problems directly, via the right loop $P(x, u)-P_{N}(X, U)-P_{N}(X, U, \Lambda)-P(x, u, \lambda)$, and then compare the computed solutions with the optimality conditions obtained via the straight arc $P(x, u)-P(x, u, \lambda)$. The purpose of these experiments is both practical and theoretical. On the practical side, we consider the following research question: how do the optimal driving strategies change depending on varying operational parameters, such as gradients, speed limits, and running time supplements? On the theoretical side, we want to answer the research question: how does the performance of the pseudospectral method depend on varying operational parameters, in terms of accuracy of the (state, costate and control) trajectories and computation time? Moreover, to improve the identified accuracy problems we consider a third research question: how can the computational framework improve the solution quality of the optimal train control problems? Section 5.1 introduces the case study and scenarios. Sections 5.2-5.5 consider the various structured experiments varying one operational parameter at a time, while Section 5.6 considers the real-life case. A solution approach to the identified issues of the discrete approximations is provided in Section 6.

### 5.1. Description of case study and scenarios

The case studies are based on the Dutch railway line from Utrecht Central (Ut) station to 's-Hertogenbosch (Ht) station with trains from the Netherlands Railways (NS). We consider an Intercity (IC) train running over the entire distance of 50 km from UtHt , and a regional or Sprinter (SPR) train running over the last 10 km distance from the last short stop Zaltbommel (Zbm) to Ht. The IC trains use a composition of VIRM-6 rolling stock and the Sprinter trains use an SLT-6 train composition. The static parameters of the two train types are listed in Table 1. The mass-specific train related parameters in Eqs. (3)-(6), i.e., $p_{\max }, u_{\max }$ and $r(v)$, are computed by dividing the corresponding values in Table 1 by the total mass, including rotating mass factor. We consider various scenarios in order to investigate the effect of varying speed limits, gradients, and running time on the driving strategy and the pseudospectral convergence. The reference scenario is a level track with a single speed limit of $140 \mathrm{~km} / \mathrm{h}(38.89 \mathrm{~m} / \mathrm{s})$, and $15 \%$ running time supplement for the EETC cases. The varying parameters of the scenarios are carefully selected to analyse a wide range of conditions and thus include gradients with steep uphill and downhill sections, slight to severe speed restrictions, and running time supplements ranging from zero to relative big allowances. The $15 \%$ running time supplement is relatively high but it refers to flat track without speed restrictions, while speed restrictions and some gra-
dients lead to increased running times. With this choice all scenarios have feasible scheduled running times.

We consider the following scenarios with a mix of MTTC and EETC problems and IC and SPR trains:

1. Reference scenarios: fixed speed limit ( $140 \mathrm{~km} / \mathrm{h}$ ), flat track, and $15 \%$ running time supplement for EETC.
2. Varying speed limits: 10 km segment with a restricted speed of $120,110,100 \mathrm{~km} / \mathrm{h}$ (EETC for IC only).
3. Varying (steep) gradients: 10 km segment with gradient of $10 \%$, $5 \%, 0 \%,-5 \%,-10 \%$ (EETC for IC only).
4. Varying running time supplements: $0 \%, 2 \%, 5 \%, 10 \%, 15 \%, 20 \%$ (EETC only).
5. Real-life cases: actual varying speed limits and gradients for SPR and IC, and $10 \%$ supplement for EETC.

Note that the running time supplements only apply to the EETC problem. The results of varying speed limits and gradients are similar for the IC and SPR trains, so we only present the IC trains. In total, we analyse 25 scenarios. From a theoretical perspective, the reference scenarios focus on the main optimal train control problem with smooth state, control and mixed state-control path constraints. The 2nd class of scenarios considers discontinuous state constraints and the 3rd class of scenarios considers discontinuities in the dynamic equation. The 4th class of scenarios focuses on the interaction between regimes when more or less time is available for energy-efficient driving. The real-life cases combine the first three scenarios with the real varying gradient profile and speed limits.

We use the MATLAB toolbox GPOPS version 4.1 as the pseudospectral solver (Rao et al., 2010). GPOPS approximates the states, controls, and costates as functions of distance, as well as the Hamiltonian values, and thus closes the numerical solution loop via the discrete approximation from $P(x, u)$ to $P(x, u, \lambda)$. We aimed at using the same fixed number of collocation points for each phase in all structured scenarios. By trial and error, we found $N=200$ to be a good trade-off between computation time and solution quality. In one case (SPR MTTC), we increased this number (to $N=235$ ) to get a better solution accuracy while the computation time was still fast (within 2 s ). For the real-life cases, the number of phases is very high ( 78 and 38 for the IC and SPR, respectively), so in these scenarios we let GPOPS decide on the optimal number of collocation points per phase by exploiting the hpadaptive pseudospectral method functionality with 1 or 3 mesh iterations, which then adjusts the number of collocation points in each phase to improve the solution quality. This resulted in 9 to 24 collocation points per phase. As initial guesses, we provide the known parameters such as the initial and final position, and the lower and upper bounds on time, speed and control.

Table 2 summarizes the results for all 25 scenarios. A first inspection of the optimality conditions confirms negative Hamiltonian values $\varphi<0$ and a constant negative costate $\lambda_{1}<0$ in all cases. Moreover, for the MTTC scenarios $\lambda_{1}=-1$. In the scenarios with the varying speed limits and/or gradients the Hamiltonian is piecewise constant over the phases, which is also as expected.

Table 2
Main pseudospectral results of the various scenarios (energy saving w.r.t. MTTC, speed limit reference scenario is $38.89 \mathrm{~m} / \mathrm{s}$ ).

| Scenario | Fig | Trip time <br> [s] | Energy usage [kWh] | Energy saving [\%] | Max speed [m/s] | $R$ | $N$ | $\begin{aligned} & \text { Costate } \\ & \lambda_{1} \end{aligned}$ | Hamiltonian $\varphi$ | $\begin{aligned} & \text { Comp } \\ & \text { time } \\ & {[s]} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Reference IC MTTC | 4 | 1340 | 447.21 | - | 38.89 | 1 | 200 | -1 | -0.026 | 0.82 |
| Reference IC EETC | 5 | 1541 | 323.98 | 27.56 | 35.12 | 1 | 200 | -2.93 | -0.142 | 21.36 |
| Reference SPR MTTC | 6 | 278 | 75.09 | - | 38.89 | 1 | 235 | -1 | -0.025 | 1.22 |
| Reference SPR EETC | 7 | 320 | 42.96 | 42.79 | 36.03 | 1 | 200 | -6.09 | -0.241 | 14.23 |
| Var. speed limit IC ( $120 \mathrm{~km} / \mathrm{h}$ ) | 8 a | 1541 | 324.04 | 27.54 | 35.68 | 3 | $3 \times 200$ | -3.06 | -0.146 | 129.62 |
| Var. speed limit IC ( $110 \mathrm{~km} / \mathrm{h}$ ) | 8 b | 1541 | 327.32 | 26.81 | 37.07 | 3 | $3 \times 200$ | -3.43 | -0.156, -0.161, -0.156 | 117.43 |
| Var. speed limit IC ( $100 \mathrm{~km} / \mathrm{h}$ ) | 8 c | 1541 | 338.16 | 24.38 | 38.89 | 3 | $3 \times 200$ | -4.75 | -0.191, -0.214, -0.191 | 90.23 |
| Var. gradient IC ( -0.01 ) | 9 a | 1541 | 218.81 | 51.07 | 38.89 | 3 | $3 \times 200$ | -3.47 | -0.157, -0.101, -0.157 | 136.40 |
| Var. gradient IC ( -0.005 ) | 9 b | 1541 | 269.64 | 39.70 | 35.14 | 3 | $3 \times 200$ | -2.93 | -0.142, -0.093, -0.142 | 336.43 |
| Var. gradient IC ( +0.005 ) | 9 c | 1541 | 382.23 | 14.53 | 35.13 | 3 | $3 \times 200$ | -2.93 | -0.142, -0.191, -0.142 | 135.35 |
| Var. gradient IC ( +0.01 ) | 9 d | 1541 | 437.16 | 2.24 | 35.06 | 3 | $3 \times 200$ | -2.91 | $-0.142,-0.240,-0.142$ | 163.41 |
| Var. running time IC (2\%) | 10 | 1367 | 411.84 | 7.91 | 38.89 | 1 | 200 | -10.38 | -0.334 | 10.50 |
| Var. running time IC (5\%) | 10 | 1407 | 380.27 | 14.97 | 38.89 | 1 | 200 | -4.55 | -0.184 | 14.11 |
| Var. running time IC (10\%) | 10 | 1474 | 352.06 | 21.28 | 37.20 | 1 | 200 | -3.46 | -0.157 | 17.68 |
| Var. running time IC (15\%) | 10 | 1541 | 323.98 | 27.56 | 35.12 | 1 | 200 | -2.93 | -0.142 | 21.36 |
| Var. running time IC (20\%) | 10 | 1608 | 303.05 | 32.24 | 33.32 | 1 | 200 | -2.51 | -0.130 | 17.29 |
| Var. running time SPR (2\%) | 11 | 284 | 63.14 | 15.91 | 38.89 | 1 | 200 | -18.96 | -0.568 | 15.87 |
| Var. running time SPR (5\%) | 11 | 292 | 56.15 | 25.22 | 38.89 | 1 | 200 | -11.43 | -0.375 | 16.89 |
| Var. running time SPR (10\%) | 11 | 306 | 48.63 | 35.24 | 37.85 | 1 | 200 | -7.83 | -0.285 | 18.76 |
| Var. running time SPR (15\%) | 11 | 320 | 42.96 | 42.79 | 36.03 | 1 | 200 | -6.09 | -0.241 | 14.23 |
| Var. running time SPR (20\%) | 11 | 334 | 39.12 | 47.90 | 34.69 | 1 | 200 | -5.08 | -0.214 | 16.85 |
| Real-life MTTC IC Ut-Ht | 12 | 1619 | 325.68 | - | 38.89 | 78 | 9-24 | -1 | pwc <0 | 57.09 |
| Real-life EETC IC Ut-Ht | 13 | 1781 | 188.79 | 42.03 | 37.89 | 78 | 9-20 | -3.02 | pwc <0 | 202.53 |
| Real-life MTTC SPR Zbm-Ht | 14 | 529 | 65.51 | - | 38.89 | 38 | 9-20 | -1 | pwc $<0$ | 35.42 |
| Real-life EETC SPR Zbm-Ht | 15 | 582 | 36.76 | 43.89 | 35.26 | 38 | 9-20 | -4.33 | pwc <0 | 63.24 |
| Legend: pwc = piecewise constant, $R=$ Number of phases, $N=$ Number of collocation points per phase |  |  |  |  |  |  |  |  |  |  |

In the next sections, we consider each set of scenarios with the focus on the optimal control structure and the singular solutions depending on the value of the costate $\lambda_{2}$ relative to speed and/or zero.

### 5.2. Reference scenario

This subsection describes the results of the reference scenario for both the Intercity and the Sprinter train. The reference is a flat track with a fixed speed limit of $140 \mathrm{~km} / \mathrm{h}$ and for the EETC case $15 \%$ running time supplement with respect to the computed minimum running time. With the reference scenario we analyse the consistency of the driving behavior of both trains with the necessary optimality conditions for the MTTC and EETC problems derived in Section 2. Table 2 summarizes the quantitative results. The resulting diagrams of the IC train can be found in Fig. 4 (MTTC) and Fig. 5 (EETC), and the results of the SPR train are shown in Fig. 6 (MTTC) and Fig. 7 (EETC).

The MTTC driving strategy for the IC leads to the fastest running time of 1340 s , but also to the highest energy consumption of 447 kWh (see Table 2). The computation time is 0.82 s for this scenario. If we have a closer look at the results of the MTTC driving strategy for the IC train of Fig. 4, we can see that the optimal driving strategy consists of maximum acceleration, cruising at the speed limit, and maximum braking. The costate $\lambda_{2}$ behaves according to the optimal control structure (27). During maximum acceleration, the costate variable $\lambda_{2}$ is bigger than zero, during the cruising phase it is equal to zero, and during maximum braking it is smaller than zero. The Hamiltonian remains constant as required, except at the endpoints where it deviates. The control, state and costate are continuous at the end points, which implies that the Hamiltonian should also be continuous. The deviations are at the level of the 3rd decimal so they can be caused by numerical errors. We observe the same errors at the endpoints of the Hamiltonian in the other scenarios, so we indeed believe that these are caused by numerical errors rather than the solutions of the state,
control or costate variables. This holds for all scenarios below as well, so in the remainder we will discard these discontinuities at the endpoints.

The EETC driving strategy for the IC generates an energy saving of about $28 \%$ compared to the MTTC driving strategy. The running time exploits the full $15 \%$ running time supplement. The results are computed in 22 s . Fig. 5 shows that the Hamiltonian is constant, and the optimal driving strategy consists of maximum acceleration, cruising below the speed limit, coasting, and maximum braking, although also a partial acceleration can be observed at the end of the maximum acceleration regime where the speed profile is still slightly increasing towards the cruising speed. Also the braking regime at the end shows some oscillations rather than full braking. The Hamiltonian shows here also some more deviations, which might indicate that these oscillations are not optimal. The costate variable $\lambda_{2}$ behaves according to the derived control structure (19), since $\lambda_{2}$ is bigger than speed $v$ during maximum acceleration, equal to the speed $v$ during cruising, between zero and speed $v$ during coasting, and smaller than zero during maximum braking. The costate $\lambda_{2}$ also equals speed during the 'partial acceleration', which thus should correspond to the singular cruising regime. The effect of partial acceleration on the total energy consumption is less than $2 \%$ compared to full maximum acceleration. The control plot shows oscillations during cruising below the speed limit, in which the partial traction is approximated by alternating between zero and some positive traction. It is known from the literature that the pseudospectral methods suffer from this oscillating behavior for singular solutions in the interior of the state inequality path constraints, i.e., cruising below the speed limit (Scheepmaker \& Goverde, 2016; Wang \& Goverde, 2016a; Ye \& Liu, 2016), since the control solution is here not uniquely determined. Howlett and Pudney (1995) proved that an optimal cruising speed can be approximated by (short) sequences of maximum traction and coasting with the same energy consumption as cruising at the optimal cruising speed. However, the pseudospectral method switches at successive collocation points using an appro-


Fig. 4. Trajectories for the Intercity train with the minimum-time driving strategy.


Fig. 5. Trajectories for the Intercity train with the energy-efficient driving strategy.
priate traction rather than finding the optimal switching points and switching between zero and maximum traction. A closer look at the control plot shows that the initial oscillating behaviour corresponding to the 'partial acceleration' part has a slightly higher amplitude in agreement with a higher maximum traction for lower speeds. So GPOPS has difficulties with the convergence of the control approximation at the beginning of the singular solution. Note that this oscillating control behaviour did not occur in the MTTC case. The essential difference is that in the MTTC case the singular solution occurred at an active state inequality path constraint, i.e., where the optimal cruising speed equals the maximum speed limit. This is a much easier case since the optimal cruising speed is then fixed.

The MTTC driving strategy of the SPR train consist of maximum acceleration, cruising at the speed limit and maximum braking (see Fig. 6), like the IC train. The total distance of cruising is shorter for the SPR train, due to the shorter total distance between the two stops. The results are in line with the necessary optimality conditions. The costate variable $\lambda_{2}$ behaves according to optimal control structure (27) although the control shows some unstable
behaviour around the switching point from maximum acceleration to cruising. The Hamiltonian remains constant except for a small interval at the start. The same is observed in the Hamiltonian of the Sprinter EETC case. Experiments showed that slight changes to the scheduled running time $T$ resulted in different deviations in the Hamiltonian in this interval suggesting that GPOPS has small numerical precision errors in computing the Hamiltonian in this region. In contrast, the states and costates are smooth while the control is also continuous. Table 2 indicates that the total amount of traction energy for this scenario is about 75 kWh . The results are computed within 2 s .

Finally, the EETC driving strategy for the SPR train with $15 \%$ running time supplements leads to a driving strategy without cruising, since the distance between the stops is too short to reach the optimal cruising speed, see Fig. 7. Therefore, only maximum acceleration, coasting and maximum braking are applied. Indeed, the EETC driving strategy for short distances with sufficient running time supplements consists of one acceleration to the optimal coasting speed after which the train coasts until a final braking regime to come to a standstill just in time. This is a gen-


Fig. 7. Trajectories for the Sprinter train with the energy-efficient driving strategy.
eral energy-efficient driving strategy for urban trains (Scheepmaker et al., 2017). The costate $\lambda_{2}$ exceeds speed $v$ if the train applies maximum acceleration, is between speed $v$ and zero if the train is coasting, and below zero if the train applies maximum braking. These conditions are in line with the optimal control structure (19). Finally, the Hamiltonian remains constant. The total energy consumption of the EETC driving strategy of the SPR train is about $43 \%$ lower compared to the MTTC driving strategy (see Table 2). Finally, the results are generated in 15 s .

In summary, the results of the reference scenario are largely consistent with the necessary optimality conditions, except for the singular solution of the long distance IC train with an oscillating control approximating cruising by partial traction-coasting pairs, and some oscillation in the braking regime. The singular solution also starts a little bit too early where the speed still gradually increases until it oscillates around the optimal cruising speed. Alternating maximum acceleration and coasting is the optimal driving strategy for diesel-electric trains with finite discrete throttle settings (Howlett, 1996; 2000; Howlett \& Pudney, 1995). For electric trains with continuous traction settings a constant traction ac-
cording to the resistance forces is preferred from the viewpoint of driver workload and comfort, or an approximation with maximum traction-coast bang-bang control. The oscillating control computed by the pseudospectral method therefore must be understood as an approximation of the cruising speed only and not as the optimal control. This is discussed in more detail in Section 6. Finally, the MTTC problem is solved within seconds while the EETC problem takes more time. Clearly, the EETC problem is more involved as it needs to find the optimal cruising speed and coasting point.

### 5.3. Varying speed limits

This section considers the scenarios with varying speed limits causing discontinuous state path constraints (5). We only consider the EETC driving strategy with $15 \%$ running time supplements, and only the IC train since the results of the IC and SPR train are similar. In these scenarios we insert a speed restriction over the stretch between 25 km and 35 km . We gradually decrease the speed limit between these points from 140 to 120,110 and $100 \mathrm{~km} / \mathrm{h}$. The resulting diagrams of the speed, costate, control and Hamiltonian


Fig. 8. Trajectories for the Intercity train with varying speed limits.
can be found in Fig. 8. The quantitative results are summarized in Table 2.

Fig. 8a shows the case where the speed limit between 25 km and 35 km is reduced to $120 \mathrm{~km} / \mathrm{h}$. The train applies maximum acceleration followed by cruising at an optimal speed below the speed limit, and then coasts before the speed restriction until the restricted speed is reached, which is then maintained until the end of the speed restriction after which the train accelerates maximally again to the optimal cruising speed, followed by coasting, and finally maximum braking. In the singular solutions, again an oscillating control is observed that approximates an optimal 'free' cruising speed below the speed limit, and also the singular solution at the restricted speed limit shows oscillating control to cruise below the restricted speed. Note that the cruising speeds before and after the speed restriction are the same, which is in line with the EETC theory that the optimal cruising speed is equal for each section (Howlett, 2016). The beginning of the singular solutions start again a bit too early with the oscillating speed creeping towards the optimal cruising speed, as we have observed in the IC EETC reference case. The costate $\lambda_{2}$ is consistent with the optimal control structure (19), however, it has now a jump at the begin and end of the speed restriction (this is more pronounced with the lower speed restrictions). Hence, the discontinuities in the pure state inequality path constraint for speed $v$, where the upper limit jumps from $140 \mathrm{~km} / \mathrm{h}$ down to $120 \mathrm{~km} / \mathrm{h}$ and back to $140 \mathrm{~km} / \mathrm{h}$, cause discontinuities to the costate $\lambda_{2}$. The value of the Hamiltonian remains constant over the complete trajectory. Table 2 shows that the speed restriction requires slightly more energy compared with the EETC reference case for the IC. The computation time increases to 130 s .

When the speed of the restriction is further reduced to $110 \mathrm{~km} / \mathrm{h}$ and $100 \mathrm{~km} / \mathrm{h}$, the singular solution at the restricted speed limit consists of the optimal traction to cruise at the re-
stricted speed, see Fig. 8b and 8c. The reduced speed leads to a longer running time over the speed restriction, which absorbs some of the running time supplement and less time is available before and after the speed restriction. As a result the optimal cruising speed goes up and coasting starts a bit earlier. In the $100 \mathrm{~km} / \mathrm{h}$ scenario the cruising regime after the speed restriction takes longer before coasting can start since more time is wasted at the speed restriction. The cruising speeds before and after the speed restriction increase to the speed limit for lower restricted speeds, although the control plot of the $100 \mathrm{~km} / \mathrm{h}$ case still shows oscillating control, so the computed cruising speed is here actually a bit below the speed limit and is approximated by oscillations. The jumps in the costate $\lambda_{2}$ at the speed limit changes are now clearly visible. Now also the Hamiltonians are discontinuous with a different value during the speed restriction, and equal ones for the first and third phase (see the values in Table 2). This is in line with the necessary optimality conditions described in Section 2.1. For big jumps in state constraints the costate approximation of $\lambda_{2}$ may no longer be accurate around the discontinuity (Darby et al., 2011a). For bigger speed drops (not shown here), $\lambda_{2}$ actually drops below zero although the train is coasting and not braking, so in these cases the KKT multiplier of the NLP solver no longer converges to the continuous costate around the speed jumps. Table 2 shows that more energy is required for decreasing speed restrictions. The computation time for these scenarios are about 117 and 90 s .

In summary, discontinuous state path constraints (varying speed limits) may cause discontinuities in the costate $\lambda_{2}$ and the Hamiltonian value at the positions of the state jumps (speed changes). This is in line with the necessary optimality conditions described in Section 2.1. However, the approximation $\lambda_{2}$ may no longer converge for big jumps in the state path constraints, and even become negative which could lead to erroneous conclusions
about the driving regime. Nevertheless, the state approximation behaved well around the nonsmooth state inequality constraints, and is not affected by the unstable control approximation at the jump points. Moreover, we observe that the oscillations of the singular control disappear when the speed restriction is further from the optimal cruising speed. Therefore, we hypothesize that the numerical issues of the singular control depend on the gap between the optimal cruising speed and the (local) speed limit for given collocation points. In Fig. 8a this gap is apparently not big enough for the speed restriction, while in Fig. 8b it is.

### 5.4. Varying gradients

This section considers varying gradients instead of a flat track, causing a discontinuous state equation (3). Since the results of IC and SPR train are similar, we only consider scenarios with the IC train, because these include the more complex regime of cruising at an optimal cruising speed below the speed limit in the EETC driving strategy. In these scenarios we consider a (steep) downhill slope or (steep) uphill slope between the distance from 25 km to 35 km . We will analyse them from less to more steep in the order $-5 \%,-10 \%, 5 \%$ and $10 \%$. The results can be found in Table 2 and Fig. 9. Note that in the figure the scenarios are ordered by increasing gradient.

Fig. 9b shows the results of a slight negative (downhill) gradient of $-5 \%$ ( 0.005 ) between 25 km and 35 km . Because of the negative gradient, the train can apply cruising with less traction force to remain at the optimal cruising speed. The costate and control behave according to the optimal control structure, besides the slight increasing speed phenomenon at the beginning of the singular cruising, and the oscillating control approximating the cruising regime. The state and costate also show a small bump at the gradient jumps. The Hamiltonian is piecewise constant with a jump at the gradient (less negative), which is as expected from Eq. (8) of the Hamiltonian which includes the gradient. The energy savings are higher than the reference scenario, due to the downhill slope. Finally, the computation time is quite long with about 336 s so GPOPS has difficulties to find the optimal control that smoothes the effect of the gradient.

The scenario of the steep negative gradient of $-10 \%$ ( 0.01 ) is shown in Fig. 9a. Here the section is so steep that the speed of the train increases, although it is coasting (zero traction). Therefore, the train starts to coast well before the downhill section to decrease speed before reaching the downhill slope and be able to stay below the speed limit on the negative slope where the speed gradually increases by the gravity forces. The coasting point has been optimized such that the train reaches the speed limit just at the bottom of the downhill section, and then continues with coasting until the optimal cruising speed is reached again. The optimal cruising speeds before and after the slope are increased to deal with the time loss during the long coasting regime before the slope. The costate $\lambda_{2}$ is in accordance with the optimal control structure (19), except around the gradient area. The approximated costate starts decreasing at the coasting point and keeps decreasing until a big discontinuity at the end of the slope where it jumps up to the speed limit to start cruising at the speed limit. But the costate even decreases below zero over a long distance, which would suggest maximum braking although the control shows coasting (zero traction). So the discontinuity of the dynamic equation causes an inaccurate approximation of the real optimal continuous costate $\lambda_{2}$. Nevertheless, the control and state show a correct behaviour. The Hamiltonian is piecewise constant with a less negative value on the slope, which is also as expected. Finally, a strange braking behaviour is observed at the end where the control shows a bang-bang control with maximum brakingcoasting on a small distance although the costate is negative, so

GPOPS has a difficulty here with determining the control. Under the optimal control the train should start braking a bit later and then maintain maximum braking until standstill, which means that the coasting should also start a bit later to arrive on time. The grid from the collocation points however limits the position of the switching points. From the state approximation, we can derive the energy consumption, which might be a bit too optimistic since coasting starts a bit too early. The steep downhill slope leads to more energy savings compared to the EETC reference scenario and the less steep slope scenario of the IC train. Table 2 indicates that the energy savings increased considerably to $51 \%$. The computation time of this scenario is 136 s .

The effect of a slight positive (uphill) gradient of $5 \%$ ( 0.005 ) can be seen in Fig. 9c. The train maintains its optimal cruising speed over the uphill slope by applying more traction with oscillating control between two positive values to counter the higher resistance forces. The train already applies more traction slightly before the uphill slope, which causes a short peak in the speed. At the end of the section the speed drops shortly below the optimal cruising speed, which is caused by decreasing the traction again. The costate $\lambda_{2}$ behaves in accordance to the optimal control structure. The Hamiltonian is piecewise constant with discontinuities where the gradient changes. The Hamiltonian value is a bit lower over the uphill slope. The energy saving is less compared to the EETC reference scenario, due to the extra traction on the uphill slope (see Table 2). The computation time of this scenario is 135 s .

On the steep positive gradient of $10 \%$ ( 0.01 ), we see in Fig. 9d that the train has to apply maximum acceleration and still loses speed. Therefore, the train increases traction just before the slope and keeps at the maximum traction until after the slope when it has accelerated again to the optimal cruising speed. The costate $\lambda_{2}$ and the control are perfectly in line with the optimal control structure (19). The Hamiltonian is again piecewise constant with jumps at the changes of the gradient. By applying the EETC driving strategy the total energy is slightly smaller than the MTTC driving strategy of the IC reference scenario (see Table 2). The model results are computed within 163 s .

In summary, the experiments of the varying gradients (with jumps in the dynamic constraint) indicate that the EETC anticipates by adapting the control before the change of gradients. For a steep downhill slope where the gravity force exceeds the train resistance and the train accelerates despite zero traction, the optimal control starts coasting in advance such that the speed at the end of the slope is exactly the speed limit and then continuous coasting until the optimal cruising speed is reached again. For a steep uphill slope where the maximum traction is not sufficient to avoid slowing down, the train starts maximum acceleration before the slope and keeps this regime until after the slope when it is back to its optimal cruising speed. The Hamiltonian is piecewise constant with discontinuities at the gradient jumps. For steep negative gradients the costate $\lambda_{2}$ is not accurately approximated before the gradient jump, and also the control has difficulties to converge to the optimal control in the final braking regime. This may lead to an early coasting point that is corrected by additional coasting in the braking regime to arrive on time. Downhill slopes result in additional energy savings, while uphill slopes consume more energy. The varying gradients (discontinuous dynamic constraint) lead to higher computation times than the varying speed limits (discontinuous state path constraints).

### 5.5. Varying running time supplements

This subsection considers the effect of different running times $T$ on the optimal EETC driving strategies by varying the amount of running time supplement, both for the IC and SPR train. The running time supplements are varied over $0 \%, 2 \%, 5 \%, 10 \%, 15 \%$


Fig. 9. Trajectories for the Intercity train with varying gradients (remark: gradients are indicative).
and $20 \%$. The results are summarized in Table 2, and illustrated in Figs. 10 and 11 for the IC train and SPR train, respectively. The relation between energy consumption and total running time is also visualized in an energy-time diagram, which is shown on the right in the figures. The energy-time curve gives a Pareto frontier, which can be used to evaluate the solutions of a multiple-objective timetable problem (Domínguez, Fernández, Cucala, \& Lukaszewicz, 2011).

The results for the IC train in Fig. 10 show two phenomena. First, for small supplements the optimal cruising speed equals the speed limit and a little supplement reduces the cruising regime
quickly with an earlier switching point to coasting. Then from some sufficient supplement the optimal cruising speed starts decreasing below the speed limit and the switch to coasting starts later again. More supplement also leads to a later switch to braking at a lower speed. The energy savings increase up to $32 \%$ for $20 \%$ running time supplements compared to zero supplement. From the energy-time diagram, we see that the relative energy savings decrease for increasing supplement, i.e., adding supplement in the beginning leads to more energy savings than further increasing the supplement by the same amount later (convex curve). The approximations are consistent with the EETC optimal control structure, ex-


Fig. 10. Speed trajectories for the Intercity train with varying running times (left) and energy-time diagram (right).


Fig. 11. Speed trajectories for the Sprinter train with varying running times (left) and energy-time diagram (right).
cept for the early start of the singular solution with the oscillating control similar to the EETC IC reference case with $15 \%$ supplement. The computation times vary between 10 s and 22 s .

The results for the SPR train in Fig. 11 show that with more running time supplement the coasting point is earlier, and with sufficient supplement the speed limit is no longer reached and the cruising regime is dismissed. In those cases, the optimal control switches from maximum acceleration to coasting, as was also seen in the SPR EETC reference case corresponding to the $15 \%$ supplement. The braking also starts later from a lower speed when more supplement is added. This behavior is in line with the optimal strategy for short distance trains consisting of maximum acceleration, coasting, and maximum braking (Scheepmaker et al., 2017). Again, the energy-time curve is convex with decreasing energy savings for increasing running time supplements. The energy savings increase up to $48 \%$ for $20 \%$ running time supplement compared to zero supplement. The computations are perfectly consistent with the EETC optimal control structure, similar to the EETC SPR reference case with $15 \%$ supplement. The computation time of the SPR train scenarios range between 15 s and 19 s .

In conclusion, increasing running times lead to extra energy savings for the EETC driving strategy with decreasing relative savings for increasing supplements as can be shown in an energy-time curve. The initial savings are very steep which reduces for higher supplements. When the optimal cruising speed is restricted by the speed limit for small supplements, coasting starts earlier for increasing supplements. Then for long distances and sufficient supplement (IC), the optimal cruising speed drops below the speed limit and coasting starts later again. For short distances and sufficient supplement (SPR), the optimal cruising speed is no longer reached and the optimal control switches from maximum acceleration to coasting directly. In all cases, more supplement leads to a later switch to braking from a lower speed. The pseudospectral method does not experience additional difficulties with respect to the EETC reference scenarios.

### 5.6. Real-life scenarios

The final scenarios are real-life cases of the IC and SPR trains. These cases include multiple speed limit changes as well as varying gradients caused by for example bridges, fly-overs and dive-unders. The applied running time supplement for the EETC scenarios is $10 \%$ of the computed minimum running time.

The results for the IC train between Ut and Ht are shown in Fig. 12 (MTTC) and Fig. 13 (EETC), and are summarized in Table 2. These figures indicate that the driving strategies behave according to the necessary optimality conditions. The minimum-time optimal control consists of maximum acceleration and cruising at the speed limit with partial traction or braking following the varying gradient resistances. Where a speed limit drops, the train uses maximum braking, cruising at the restricted speed limit, and maximum acceleration again after the speed limit increases. At the end, the train applies maximum braking in order to stop. The costate $\lambda_{2}$ also behaves according to the optimal control structure. Note that we did not include $\lambda_{2}$ in the real-life speed-distance profiles for clarity of the pictures. The Hamiltonian is piecewise constant with jumps where a speed limit or gradient changes. The costate $\lambda_{1}=-1$. The computation time is 57 s .

The EETC driving strategy for the IC includes coasting regimes before speed limit reductions, which shortens the cruising and the braking regimes, and looks reasonable. The Hamiltonian is piecewise constant and the costate $\lambda_{1}$ is constant. The costate $\lambda_{2}$ also behaves according to the control structure. The EETC driving strategy with $10 \%$ running time supplements saves $42 \%$ in energy consumption compared to the MTTC driving strategy. The computation time of 203 s is quite high, due to the increased complexity of the varying speed limits and gradients.

The SPR real-life scenarios are shown in Fig. 14 (MTTC) and Fig. 15 (EETC), and are summarized in Table 2. The results correspond largely with the necessary optimality conditions. The MTTC driving strategy follows mainly the fastest running profile, with


Fig. 12. Trajectories for the Intercity train with the minimum-time driving strategy on Ut-Ht (gradients indicative).


Fig. 13. Trajectories for the Intercity train with the energy-efficient driving strategy on Ut-Ht (gradients indicative).


Fig. 14. Trajectories for the Sprinter train with the minimum-time driving strategy on Zbm-Ht (gradients indicative).


Fig. 15. Trajectories for the Sprinter train with the energy-efficient driving strategy on $\mathrm{Zbm}-\mathrm{Ht}$ (gradients indicative).
maximum acceleration, cruising at the speed limit, maximum braking to decrease to the speed restriction, then an odd small coasting regime followed by cruising at the restricted speed, and maximum braking to standstill. The small coasting regime occurs at a flat track just before the speed restriction between two negative gradient sections. GPOPS thus has difficulties with the linkage conditions between these phases to brake correctly just before the speed restriction. The costate $\lambda_{1}=-1$. The control in the cruising phases follows correctly the gradient resistance profile. The Hamiltonian is also piecewise constant following the discontinuities. The computation time is 36 s .

The SPR EETC driving strategy shows maximum acceleration followed by a short cruising regime and then a long coasting regime where the speed is influenced by the gradient profile. Then the control shows some unstable behaviour before the big speed restriction where the braking is interrupted with a coasting regime on the flat track part, similar to the MTTC. Note that the energy consumption is zero for both coasting and braking. Finally, the train cruises at the restricted speed, followed by coasting and maximum braking. The Hamiltonian is piecewise constant and the costate $\lambda_{1}$ is constant. The energy saving of the $10 \%$ running time supplement is computed as $44 \%$. The computation time of the EETC model is about 63 s .

Based on the real-life case study it can be concluded that convergence issues may occur near big jumps in the state path constraints (speed restrictions) and dynamic equations (gradients), causing nonoptimal correcting behaviour of the control approximations (see Section 6). This coincides with the conclusions from Sections 5.3 and 5.4.

## 6. Solution to the singular oscillations

The previous section presented the results of the pseudospectral computations and compared them with the expectations from the PMP necessary optimality conditions. The computational results of the MTTC problems showed a good agreement with the PMP analysis and the computations were also very fast. In these cases, the optimal control structure is quite simple with running as fast as posssible where always an inequality constraint is active: either maximum traction force, maximum speed, or maximum braking. Also the EETC scenarios for the short-distance SPR train were in agreement with the PMP analysis without any major issues. In these cases, the maximum speed was either restricted
by the speed limit or the train had to start coasting already before reaching the speed limit. The computational results for the EETC scenarios of the long-distance IC train, however, showed some disagreements with the PMP analysis, and therefore a larger range of scenarios were presented to analyse the impact of additional contraints to the computational results. The main difficulty of the IC EETC scenarios is the singular solution. Section 2.1 proved from the PMP conditions that the singular solution should correspond to a cruising regime in which an optimal cruising speed is maintained by partial traction. The pseudospectral method, however, computed an oscillating (discretized) control where the control jumps between two values over the successive collocation points, resulting also in oscillating behaviour of the state and costate trajectories. In this section, we analyse this behaviour in more detail and show that the oscillations should be understood as a discrete approximation of high-order global polynomials over the corresponding phases. Chen and Biegler (2016) added monotonic constraints to the control discretization to force low-order control profiles of the discrete approximation. A similar approach could also been done here, but this would mean an add-on to the pseudospectral method and, therefore, it would loose its appeal as a generic solver. Thus, we propose a new hybrid approach that combines the pseudospectral method and the PMP to compute accurate singular control solutions.

The pseudospectral method approximates the partial traction force corresponding to the optimal cruising speed by switching between two alternating values around the optimal traction over the successive collocation points. As can be observed from Figs. 5, 8 and 9 , the lower value is mostly $0 \mathrm{~m} / \mathrm{s}^{2}$ and the upper value a (slightly varying) positive value. The only exception is the scenario of Fig. 9c, where the control oscillates between two positive values, including the upper bound on the control. In this case, the traction is more than half the control upper bound and can thus not be approximated by an oscillating control including zero traction. Note that the energy consumption is computed as a weighted sum over the (positive) control values at the collocation points. Hence, on a singular arc the oscillations approximate the cost by a weighted mean over successive collocation points. In other words, the discretized control values are not uniquely determined for the singular solution. When increasing the number of collocation points the magnitude of the jumps stay approximately the same, which makes sense when one of any two successive values is fixed to either the lower or upper bound. However, when


Fig. 16. Optimal cruising speeds as function of $\lambda_{1}$ and $\phi$.


Fig. 17. Trajectories for the Intercity train with the energy-efficient driving strategy using the hybrid approach.
increasing the number of collocation points $N \rightarrow \infty$, it becomes clear that this is not a realistic traction control since the traction can not switch this fast between two values. The oscillating control should therefore be replaced by a low-order control representation corresponding to a feasible optimal traction with the same energy consumption as the discrete control approximation computed by the pseudospectral method. Likewise, the state and costate should be replaced by a low-order representation in the singular solution. In fact, from the PMP we know that the singular solution corresponds to a cruising regime with constant cruising speed and equal costate $\lambda_{2}$, so on the corresponding collocation points we must have $v(s)=\lambda_{2}(s) \equiv v_{c}$ with associated optimal control $u(s)=r\left(v_{c}\right)+g(s)$.

The optimal cruising speed can be computed from (17) and (18) depending implicitly on $\lambda_{1}$ and $\varphi$, respectively. Fig. 16 shows the analytical cruising speed as functions of $\lambda_{1}$ and $\varphi$ for both the SPR and IC trains. Note that the PMP analysis does not provide a closed-form analytical expression for either $\lambda_{1}$ or $\varphi$, and
in fact, the implicit equations are underdetermined, i.e., there are two nonlinear equations in three unknowns $\lambda_{1}, \varphi$ and $v_{c}$. However, when one of the unknowns is given, the other two can also be determined. The pseudospectral method computes both $\lambda_{1}$ and $\varphi$, and thus we can also compute the corresponding optimal cruising speed using the implicit equations (17) and (18). In Fig. 16, the circles correspond to the resulting cruising speed $v_{c}$ for the computed $\lambda_{1}$ and $\varphi$ for the eight IC EETC scenarios where the cruising speed stayed below the speed limit, while the black stars correspond to the real-life IC EETC scenario. For each scenario, the values of $\lambda_{1}$ and $\varphi$ computed by the pseudospectral method show a good fit to the analytical optimal cruising speed curves. Note also that the values of $\lambda_{1}$ and $\varphi$ in Table 2 for the SPR EETC scenarios all correspond to optimal cruising speeds above the speed limit so that they indeed were never reached. Fig. 16 indicates that the optimal cruising speed is a decreasing concave function of either $\lambda_{1}$ or $\varphi$, with more negative values of $\lambda_{1}$ and $\varphi$ corresponding to higher cruising speeds. The sensitivity of the cruising speed increases for


Fig. 18. Trajectories for the Intercity train with the energy-efficient driving strategy on a partial steep downhill track using the hybrid approach.
small absolute values of $\lambda_{1}$ and $\varphi$, which however correspond to extremely high running time supplements. For example, the excessive running time supplement of $20 \%$ in the IC and SPR case studies correspond to a cruising speed of $33.32 \mathrm{~m} / \mathrm{s}$ and $34.69 \mathrm{~m} / \mathrm{s}$, respectively, which are far away from the sensitive area. Since $\lambda_{1}$ is a constant, it is recommended to use (17) for computing the optimal cruising speed based on the computed value of $\lambda_{1}$ by the pseudospectral method. The computed value of $\varphi$ can be used for checking the accuracy together with the gradient profile.

The singular solution can thus be obtained by a combination of the PMP and the pseudospectral method using the following algorithm.

1. Apply the multiple-phase pseudospectral method to find the optimal value $\lambda_{1}$, and the discretized solution $\left\{\left(t\left(s_{i}\right), v\left(s_{i}\right), \lambda_{2}\left(s_{i}\right), u\left(s_{i}\right)\right) \mid i \in\{0, \ldots, N\}\right\}$ with $N=\sum_{r=1}^{R} N_{r}$.
2. Find the optimal cruising speed $v_{c}$ by solving the implicit equation (17) for given $\lambda_{1}$ using any root-finding algorithm (e.g. the MATLAB function fzero).
3. Detect singular solutions associated to discretization points $s_{i}$ with $\left|v\left(s_{i}\right)-\lambda_{2}\left(s_{i}\right)\right|<\varepsilon$ for some small $\varepsilon$ (e.g. $\varepsilon=0.01$ ).
4. On the singular points set $v\left(s_{i}\right)=\min \left(v_{c}, v_{\max }\left(s_{i}\right)\right), \lambda_{2}\left(s_{i}\right)=$ $\min \left(v_{c}, v_{\max }\left(s_{i}\right)\right), u\left(s_{i}\right)=r\left(\min \left(v_{c}, v_{\max }\left(s_{i}\right)\right)\right)+g\left(s_{i}\right)$.

Fig. 17 shows the trajectories of the reference IC EETC scenario using the hybrid approach, cf. Fig. 5 for the original pseudospectral solution. Note that the solution satisfies the PMP optimality conditions as can be observed from the plots. For the IC EETC reference scenario the cruising speed computed by the pseudospectral method is approximately $35.12 \mathrm{~m} / \mathrm{s}$, i.e., the discrete control approximation fluctuates around this value, while the analytical optimal cruising speed for the computed $\lambda_{1}=-2.9256$ is $v_{c}=35.10 \mathrm{~m} / \mathrm{s}^{2}$. For this speed $\varphi=-0.1423$ using (18), while the pseudospectral method computed an approximation of -0.1422 (with some slight fluctuations around the fourth decimal). This $\lambda_{1}=-2.9256$ corresponds to $15 \%$ running time supplement over the minimum running time. In Table 2, we can see that decreasing the supplement leads to more negative $\lambda_{1}$ (larger absolute value) corresponding to a higher cruising speed. This makes sense as less time is available to reach the destination and so the train must run faster. When reducing the speed restriction, we also observe an increasing $\left|\lambda_{1}\right|$ indicating that less supplement is available and the optimal cruising speed thus increases where possible. A speed restriction of $110 \mathrm{~km} / \mathrm{h}$ reduces the running time supplement to
about $10 \%$ and a lower speed limit of $100 \mathrm{~km} / \mathrm{h}$ further reduces the supplement to less than $5 \%$. The steep negative gradient of $-10 \%$ also leads to a more negative $\lambda_{1}=-3.4671$. In this case, the cruising speed increases to compensate for the long coasting before, over and after the downhill slope. Fig. 18 shows the corrected trajectories for this scenario using the hybrid method, cf. Fig. 9a for the original pseudospectral solution. For the real-life IC EETC scenario $\lambda_{1}=-3.0222$, which corresponds to an optimal cruising speed of $v_{c}=35.50 \mathrm{~m} / \mathrm{s}(127.8 \mathrm{~km} / \mathrm{h})$, and $\varphi=-0.1450$ on flat track, see the black stars in Fig. 16.

Replacing the pseudospectral solution of the trajectories in the cruising regime by the analytical solution from the implict equation(17) for the computed $\lambda_{1}$ also solves the 'partial acceleration' issue at the beginning of the cruising regime. The exact switching point from the acceleration regime to the cruising regime can be computed as the point where the maximum acceleration curve reaches the analytical cruising speed. The braking regime also shows some oscillations between zero and maximum braking. These inaccuracies can be explained from the discretization. The distribution of LGR collocation points over the total distance is fixed for each $N$. The optimal switching point from maximum acceleration to cruising (or coasting) is usually not located exactly at a collocation point, which thus generates an approximation error. Likewise for the other switching points from cruising to coasting and from coasting to braking. Since the total running time is fixed and included as a hard condition, the pseudospectral method compensates the imprecision of the discretization by a nonoptimal partial traction regime over a number of collocation points before reaching the real optimal cruising speed regime. And likewise, a partial braking regime at the end compensates for the imprecision of the switching point from coasting to braking. This inaccuracy can be solved by increasing the number of collocation points but this increases the computation time. An alternative is to add extra phases around the switching points in a second iteration of the pseudospectral method, which thus gives a finer collocation grid to better determine the optimal switching points. For a maximum braking regime also another postprocessing approach can be used based on the PMP. The exact switching point to the maximum braking regime can be computed as the point where the coasting speed curve reaches the maximum braking curve (calculated backwards), and thus removing any partial braking within the braking phase. Any accuracy error due to the collocation grid for the coast-
ing and braking points can be corrected by optimizing the switching point from cruising to coasting such that the total running time equals the scheduled running time $T$. The main challenge of finding the optimal cruising speed $v_{c}$ is however solved by the pseudospectral method via the computed value of the costate $\lambda_{1}$.

## 7. Conclusions

In this paper we applied the pseudospectral method to two optimal train control problems with speed and time as state functions of distance. We proposed a framework connecting the pseudospectral method with the PMP and showed that the pseudospectral solutions were in general consistent with the necessary optimality conditions but also identified some convergence issues. The main advantage of using the pseudospectral method is that no $a$ priori knowledge is needed about the optimal control structure. We first applied the PMP to both the EETC and MTTC problem, providing the necessary optimality conditions. The necessary conditions provide information about the optimal control structure in terms of speed and the costate $\lambda_{2}$ associated to speed, as well as characteristics of the costate $\lambda_{1}$ associated to time and the Hamiltonian value. These were used to validate and correct the solutions computed by the pseudospectral method.

We used the MATLAB toolbox GPOPS where the Radau pseudospectral method with multiple-phases is implemented to solve the optimal control problems. Within each phase the gradients and speed limits remain constant. We applied our framework to various scenarios for both Intercity and Sprinter trains. The pseudospectral method works well for the MTTC problem, and also for the EETC problem when either (1) the cruising regime is absent due to a short distance or sufficient time supplement in which cases the optimal control switches from acceleration directly to coasting before reaching the optimal cruising speed; or (2) the speed limit becomes active before reaching the theoretical optimal cruising speed. However, the pseudospectral method has numerical issues with singular cruising solutions when the optimal cruising speed is below the speed limit or close above the speed limit depending on the number of collocation points. These cruising regimes are approximated by oscillations over the successive collocation points with alternating partial-zero traction or partialfull traction regimes and may start a bit too early before reaching the cruising speed. Also the final maximum baking regime may start with partial braking before full braking and likewise the switch from cruising to coasting may suffer from a small section of inaccurate partial traction. In these cases, the optimal switching points are located between the collocation points and therefore the offset of the optimal switching point needs to be corrected by a small regime of some appropriate non-optimal control values. Increasing the number of collocation points can correct this at the cost of higher computation time. Furthermore, discontinuities in the dynamic equation (gradients) or state path constraint (speed limits) lead to a discontinuous costate $\lambda_{2}$ with jumps at the points of discontinuities. For big negative jumps in the dynamic equation or state path constraint the costate $\lambda_{2}$ may not always be approximated correctly and the optimal control structure is violated before the discontinuities, while also the control may have difficulties to converge. So care has to be taken in using the costate and control around serious discontinuities.

The approximate oscillating singular solutions can be corrected in a postprocessing step using an implicit nonlinear equation from Pontryagin's Maximum Principle. This implicit equation is underdetermined but the unknown $\lambda_{1}$ is computed as part of the pseudospectral solution. With this value of $\lambda_{1}$, the optimal cruising speed can be computed numerically from the implicit nonlinear equation using a root-finding algorithm. Possibly corrected by an active speed limit, the constant cruising speed can replace the nu-
merical approximations of the state $v$ and costate $\lambda_{2}$ at the collocation points in the singular solution directly. The optimal control can then also be derived analytically from the cruising speed using the dynamic equation in equilibrium.

In the optimal control structure, the optimal cruising control would have to adjust at each gradient change which may result in some time delay unless the gradient profile is perfectly known and the control acts perfectly in line with it. In practice, the driver or an automatic speed control system will adaptively control the traction to hold the cruising speed and thus respond to changes in resistance, such as changes in gradients, curves and wind speed. The optimal control structure (19) is thus an open-loop control that provides a feedforward reference train trajectory. More important are the associated speed trajectory and driving regimes that a driver or speed control system can use as target. So rather than implementing the theoretical control (19), the actual maximum traction and maximum (service) braking should be used, as well as the proper traction control that maintains the cruising speed and in essence equals the actual resistance forces.

We conclude that the Radau pseudospectral method provides a direct general and flexible means to solve optimal train control problems, especially when the optimal control structure is not known beforehand (more complex situations with many constraints). Combining the pseudospectral solution with key equations from the necessary optimality conditions of Pontryagin's Maximum Principle improves the solution inaccuracy due to the discretization. Our paper also advocates solid verification and validation. A lot of literature on optimal train control applies heuristics without proper verification or validation of the resulting solutions. A comparison to the PMP necessary optimality conditions as done in this paper is highly recommendable. However, this is mathematically demanding and is also less powerful when the costates are not computed. An alternative approach is to use the pseudospectral method with available software like GPOPS to compare the solutions and improve algorithms. This paper can then be used as a guideline where to be careful in the interpretation of the results of the pseudospectral method.
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