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SUMMARY

There is an increasing number of rainfall products available over Africa and globally.
Rainfall has considerable socio-economic impacts in sub-Saharan Africa, and the sparse
gauge and radar networks make such estimates particularly valuable. They are used in
many important applications such as drought/flood forecasting, water management or
climate monitoring. The choice of which one to use has a significant influence on the
output and performance of such applications. The large number of available rainfall
products makes it difficult to select the “best” one for one’s need.

Among the rainfall products, there is an increasing number of satellite-based esti-
mates with ever finer resolution. They are particularly valuable in Africa where the gauge
network is not dense enough to represent the high variability of the rainfall during the
monsoon season. However, there are substantial differences between them. Rainfall
events are moving systems which can be described by their positions and timings be-
side of their intensity. A position or timing error will also lead to mismatches in the
rainfall occurrence or intensity. This is especially true for localized rainfall events such
as the convective rainstorms occurring during the rainy season in sub-Saharan Africa.
However, rainfall is mainly evaluated with respect to its intensity or occurrence, while
position and timing errors are rarely studied.

This led us to the following research questions:

• What is the state of the art of rainfall products in sub-Saharan Africa?

• How can we correct the position and timing errors in rainfall estimates?

Because of the large number of rainfall estimates available, it is not always possible to
evaluate them all to find the one that best fits one’s application. Many inter-comparison
and validation studies are available. However, they cover different parts of Africa, fo-
cus on different rainfall characteristics and use different reference data and metrics.
In Chapter 2, we perform a systematic review of such studies in order to identify the
strengths and limitations of the many rainfall products available for Africa. We consider
three types of rainfall estimates: the gauge-only products, the satellite-based ones and
the reanalyses. In addition to the global rainfall products, we also include three regional
ones that have been specifically developed for Africa: the African Rainfall Climatology
version 2 (ARC2), the Rainfall Estimate version 2 (RFE2) and the TAMSAT African Rainfall
Climatology And Timeseries (TARCAT). When using rainfall products, one has to keep
in mind several factors influencing their performance, such as the gauge density, the
orography or the rainfall regime. Their performance is also linked to the way the esti-
mates are derived from the various measurements. To make them easier to compare, we
present the algorithms of the most used products as flowcharts with uniform notation.
In the end, the most important consideration when choosing a rainfall product is the
intended application. Thus, we discuss seven use-cases and their requirements as well

ix



x SUMMARY

as corresponding recommendations. This review is meant as a guide to help users make
informed decisions about which rainfall product to use.

Many satellite-based estimates use gauge data for bias correction. In general, bias
adjustment methods are focusing on the intensity error and are not explicitly correcting
possible position errors. In Chapter 3, we investigate the use of a warping method to
gauge-adjust satellite-based estimates with respect to the position instead of the inten-
sity. Warping is a field deformation method that transforms an image, or in our case a
rainfall field, into another one, by applying a spatial mapping on the coordinates. The
mapping is derived by an automatic registration method that only needs the two fields as
input (i.e. the one to be corrected and the “true” rainfall). It does not require any manual
selection of rain features. The spatial warping method was applied to two case studies.
The first case uses synthetic rainfall events represented by ellipses, and allows us to eval-
uate the accuracy and the sensitivity of the method when the “true” rainfall is known.
The second case is a rainfall event in southern Ghana during the monsoon season of
2018. It is used to asses the potential of the method when applied to real noisy data. We
use the gauge data from the Trans-African Hydro-Meteorological Observatory (TAHMO)
network to correct IMERG-Late (Integrated Multi-Satellite Retrievals for GPM) estimates.
The results show that the position can be corrected while preserving the higher spatial
variability of the satellite-based estimates. Moreover, by correcting the position error,
the continuous statistics and the timing error are also improved.

In Chapter 4, the warping method is adapted to work on time-series instead of rain-
fall fields. The goal is to use this time warping to correct timing errors. We use the same
two case studies as for the spatial warping to allow for a better comparison of the two
methods. For both cases, the time warping decreases significantly the timing error and
by extension improves the continuous statistics. It has, however, a more limited impact
on the position error.

More cases would be needed to fully examine the sensitivity and limits of the spatial
and time warping methods. However, these two cases show that they both have poten-
tial. Their main limitation comes from the automatic registration that needs the two
input fields or time series to be similar enough in order to perform properly. Here, we
consider the corrections of the position and of the timing separately. In a later step, they
could be merged in order to correct both at the same time and fully take into account the
relations between the spatial and time dimensions. One of the main challenges of such
a step will be the computational cost which increases exponentially with the number
of variables. For some applications, the position and timing of rainfall is as important
as its intensity. The warping methods could be applied to the rainfall estimates to cor-
rect them before using them in such applications. They could also be used on types of
rainfall estimates other than satellite-based ones. For example, they could be applied on
numerical weather prediction for the data assimilation of rainfall.



RÉSUMÉ

Il y a un nombre croissant d’estimations de précipitation disponibles pour l’Afrique. Ces
estimations sont particulièrement intéressantes en Afrique sub-Saharienne où la pluie
a un impact socio-économique considérable tandis que le nombre de stations aux sol
reste limité. Ces estimations sont utilisées dans beaucoup d’applications essentielles
telles que les prévisions d’inondations et de sècheresses, la gestion des ressources en
eaux ou le suivis des changements climatiques. Les estimations de pluie influencent
significativement les résultats et performances de telles applications. Le choix d’une
estimation de pluie est donc crucial. Sélectionner la « meilleure » estimation pour ses
besoins est rendu difficile par le grand nombre de choix possibles.

Parmi les estimations de pluie disponibles, il y a un nombre croissant d’estimations
basées sur des observations satellitaires (alias produits satellitaires de pluie) avec des ré-
solutions de plus en plus élevées. Ces estimations sont particulièrement intéressantes
en Afrique où les réseaux de stations météorologiques ne sont pas assez denses pour
représenter la forte variabilité pluviométrique durant la saison des pluies. Il y a des dif-
férences substantielles entre les différentes estimations de pluie. Celles-ci s’observent
non seulement au niveau de l’intensité ou de la quantité de pluie, mais aussi au niveau
de son occurrence. Puisque les évènements pluviométriques sont des systèmes en mou-
vement, une partie de ces différences peut être expliquée par des erreurs de position ou
de timing. Cela est particulièrement vrai pour les évènements localisés tels que les pré-
cipitations convectives qui caractérisent la saison des pluies en Afrique sub-Saharienne.

Ceci nous a conduit aux questions de recherches suivantes:

• Quel est l’état des lieux des estimations de pluie en Afrique sub-Saharienne?

• Comment peut on corriger les erreurs de position et de timing dans les estimations
de pluie?

A cause du grand nombre d’estimations de pluie disponibles, il n’est pas toujours
possible de toutes les évaluer pour trouver celle qui convient le mieux à une applica-
tion donnée. Beaucoup d’études de comparaison et de validation ont déjà été réali-
sées. Cependant, elles couvrent différentes régions d’Afrique, se concentrent sur diffé-
rentes caractéristiques de la pluie et utilisent différentes données de référence. Dans le
Chapitre 2, nous effectuons une évaluation systématique de ces études afin d’identifier
les forces et faiblesses des nombreuses estimations de pluie disponibles pour l’Afrique.
Nous considérons trois types d’estimations: celles n’utilisant que des données de sta-
tions météorologiques, celles utilisant des données satellitaires et celles provenant de
réanalyses météorologiques. En plus des estimations globales (i.e. disponible pour tout
le globe), nous incluons aussi trois estimations régionales qui ont été spécifiquement dé-
veloppées pour l’Afrique: ARC2 (African Rainfall Climatology version 2), RFE2 (Rainfall
Estimate version 2) et TARCAT (TAMSAT African Rainfall Climatology And Timeserie).

xi



xii RÉSUMÉ

Il y a plusieurs facteurs communs aux trois types d’estimations qui peuvent influencer
leurs performances, tels que la densité des réseaux au sol, l’orographie ou le type de pré-
cipitations. Leurs performances sont aussi liées à la manière dont les estimations sont
dérivées des différentes sources de données (ex.: au sol, satellitaire, model numérique).
Pour permettre de les comparer plus facilement, nous avons représenté les algorithmes
des produits satellitaires les plus utilisés par des organigrammes avec des notations uni-
fiées. En fin de compte, la plus importante considération pour choisir une estimation de
pluie est l’application à laquelle elle est destinée. Par conséquent, nous discutons sept
cas d’utilisation et leurs exigences en terme d’estimations de pluie. Cette synthèse est
conçue comme un guide pour aider les utilisateurs à prendre des décisions informées à
propos de quelle estimation utiliser.

Beaucoup de produits satellitaires de pluie utilisent des données au sol pour corriger
les biais. En général, les méthodes de correction de biais se concentrent sur les erreurs
d’intensité et ne corrigent pas explicitement de possible erreurs de positions. Dans le
Chapitre 3, nous examinons l’utilisation d’une méthode de morphing pour corriger ces
estimations par rapport à la position des évènements de pluie au lieu de leur intensité.
Le morphing est une méthode de traitement des images qui transforme une image, ou
dans notre cas un champ pluviométrique, en une autre en appliquant une transforma-
tion spatiale sur les coordonnées. Cette transformation est obtenue par une méthode
automatique qui a seulement besoin de deux champs pluviométriques comme entrées
(i.e. le champ à corriger et celui venant de données au sol qui est pris comme réfé-
rence). Elle ne nécessite aucune sélection manuelle. Le morphing a été appliqué à deux
études de cas. Le premier cas utilise des évènements de pluie synthétiques qui sont re-
présentés par des ellipses. Il nous permet d’évaluer la performance et la sensibilité de
la méthode quand pluie “réelle” est connue. Le second cas correspond à un évènement
pluvieux dans le sud du Ghana pendant la saison des pluise 2018. Ce cas est utilisé pour
évaluer le potentiel de la méthode quand elle est appliquée à des données réelles de
pluie. Nous avons utilisé les stations météorologiques du réseau TAHMO (Trans-African
Hydro-Meteorological Observatory) pour corriger les estimations de pluie de IMERG-
Late (Integrated Multi-Satellite Retrievals for GPM). Les résultats montrent que la po-
sition peut être corrigée tout en conservant la plus grande variabilité spatiale de l’esti-
mation satellitaire. De plus, en corrigeant l’erreur de position, l’erreur de timing et les
indicateurs statistiques ont aussi été améliorés.

Dans le Chapitre 4, la méthode de correction par morphing est adaptée pour fonc-
tionner avec des séries de données pluviométriques au lieu de champs en 2D. Le but
est d’utiliser un morphing temporel pour corriger les erreurs de timing. Nous utilisons
les deux mêmes études de cas que précédemment pour le morphing spatial pour per-
mettre une meilleure comparaison des deux méthodes. Dans les deux études de cas, le
morphing temporel réduit fortement les erreurs de timing, et par extension améliore les
indicateurs statistiques. Cette méthode a cependant un impact plus limité sur les erreurs
de position.

Plus d’études de cas seraient nécessaires pour examiner pleinement la sensibilité
et les limites des méthodes de morphing spatial et temporel. Cependant, ces deux cas
montrent que les deux méthodes ont un potentiel intéressant. Leur principale limitation
est dû à la méthode automatique utilisée pour trouver la transformation. Elle nécessite



RÉSUMÉ xiii

en effet que les deux champs ou séries pluviométriques soient suffisamment semblables
pour fonctionner correctement. Dans le cadre de cette thèse, nous avons considéré sé-
parément la correction de la position et celle du timing des évènements pluvieux. Dans
une prochaine étape, ces deux corrections pourraient être combinées pour pleinement
prendre en compte les relations entre les dimensions spatiales et temporelle. Un des
principaux défis d’une telle étape sera le coût des calculs qui augmente exponentielle-
ment avec le nombre de variables. Pour certaines applications, la position et le timing
d’un évènement pluvieux est aussi important que son intensité. Les méthodes de mor-
phing pourraient être appliquées aux estimations de pluie pour les corriger avant de les
utiliser dans ces applications. Ces méthodes pourraient aussi être appliquées à d’autres
types d’estimations que celles basées sur des données satellitaires. Par exemple, elles
pourraient être appliquées sur des prédictions météorologiques numériques pour l’as-
similation de données de précipitations.





1
INTRODUCTION

Rien ne prédit mieux le beau temps que la pluie.

French proverb

1
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2 1. INTRODUCTION

BACKGROUND
Precipitation is an important part of the hydrological cycle. As such, precipitation data is
needed for many applications such as flood and drought monitoring, power generation,
or water management in general. It is also very important for agriculture in sub-Saharan
Africa where 95% of the agriculture is rain-fed (Food and Organization (2016)), making
farmers vulnerable to climate change and extreme weather (c.f. Figs 1.1 and 1.2). Rainfall
forecasts can help them make informed decisions about when or what to plant, while
data of the recent past are needed for crop insurance (e.g. in case of drought). Data
of the (recent) past are also used for irrigation scheduling, reservoir management and
large scale flood detection and prediction. Longer data records are very useful in climate
research to study precipitation trends. In general, it is difficult to overestimate the social
and economic importance of rainfall information in Africa.

Figure 1.1: A farmer who lost her field of tomatoes
because of a lack of rainfall in northern Ghana
(Photo by Monica Estebanez Camarena).

Figure 1.2: Flooded field in Madagascar at the be-
gining of the rainy season.

In sub-Saharan Africa, most of the rainfall is produced by convective systems (e.g.,
Dezfuli et al., 2017). In West Africa, 60% of the total annual rainfall is generated by
mesoscale convective systems, and more than 90% in the Sahel (Abiodun (2003)). Rain-
fall is difficult to estimate because of its high temporal and spatial variability (Sivakumar
and Hatfield, 1990; Le Barbé et al., 2002). This is especially true for convective rainstorms
which can be very localized in time and space. In sub-Saharan Africa, the relatively small
number of ground-based measurements is an additional challenge. Gauges are the most
direct way of measuring rainfall. However, in sub-Saharan Africa, the gauge networks are
not dense enough to represent accurately such rainfall events. Gauge observations are
sparse there, and their number has been decreasing over the last decades. Similarly, the
amount of data from ground-radar is limited, and they only cover an infinitesimal part
of the continent. Another challenge in sub-Saharan Africa, and in the Tropics in general,
is the lower performance of numerical weather models (and reanalysis) compared to the
mid-latitudes (Haiden et al., 2012; Ebert et al., 2007). In general, their performance in
terms of precipitation is decreasing when the rainfall regime tends toward convection
(Ebert et al., 2007).

Rainfall is mainly evaluated with respect to its intensity. However, rainfall events are
moving coherent systems, thus they can also be described with respect to their timing,
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position and shape. Position errors have been taken into account in the field of fore-
cast verification with methods such as the SAL (Structure Amplitude Location, Wernli
et al. (2008)) , the MODE (Method for Object-based Diagnostic Evaluation, Davis et al.
(2006)), and neighbourhood methods (Ebert, 2008), to name just a few. These methods
are rarely used for the evaluation of rainfall estimates other than forecasts from Numeri-
cal Weather Prediction (NWP) models, even though the position of a rainfall event can be
as important as its intensity. This is true especially for some applications such as hydro-
logical modelling or data assimilation in a numerical model. Position and timing errors
are not completely distinct. For example, from the point of view of a gauge, a spatial
shift can be seen as a delay in the timeseries. Nevertheless, timing errors received little
attention regarding the evaluation of rainfall estimates. Timing errors were more stud-
ied in the field of hydrological modelling (Ball, 1994; Singh, 1997; Máca and Torfs, 2009).
The reason being that the temporal pattern of the rainfall events can have a significant
impact on the outputs of hydrological models.

There are different types of precipitation data available. We mentioned above the
gauge measurements and the numerical models, but there is also an increasing num-
ber of satellite-based rainfall estimates available (see Chapter 2). They are covering large
areas, and are representing convective rainfall better than NWP models. Most of them
are merging rainfall estimates derived from different instruments and sensors. Some are
also using data from gauges or NWP models. Estimates can be merged in different ways.
Estimates covering different areas can be stitched together to cover a larger domain. If
they are covering the same area, the “best” estimate can be selected or they can be com-
bined together, for example with a weighted average. One estimate can also be used to
calibrate another one. In general, the merging is done with respect to the rainfall in-
tensity. An exception are CMORPH (CPC morphing technique, Joyce et al. (2004)) and
IMERG (Huffman et al., 2018). In CMORPH, motion vectors are derived from one type
of estimates and applied to a second one to obtain a higher temporal resolution while
keeping the better accuracy of the second estimate.

Many satellite-based estimates use gauge data for bias correction and/or merge them.
Both bias correction and merging are generally done with respect to the intensity. There
are different bias correction methods. The multiplicative adjustment method consists
of computing the ratio of the gauge-based to the satellite-based estimates averaged over
an area, and then multiplying the satellite-based estimate by the ratio. The additive ad-
justment is similar, instead of the ratio, the difference between the (averaged) gauge-
based and the (averaged) satellite-based estimates is computed and then added to the
satellite-based estimate. Sometimes, these two methods are combined (Huffman et al.,
1997, 2007). The Probability Density Function (PDF) matching is another type of bias
correction method (e.g. in Xie et al. (2017)). Pairs of gauge- and satellite-based esti-
mates are used locally to build Cumulative Density Function (CDF) tables. The bias is
removed by assuming that at a given percentage point, the precipitation intensity should
be the same in the CDF table for satellite estimates as in the CDF table from gauge data.
Merging is usually done by using a weighted average. There are some exceptions, such
as ARC2 (African Rainfall Climatology Version 2) and RFE2 which are using the blend-
ing method from Reynolds (1988): the rainfall intensity is determined by the gauge data
(where available), while the shape of the rainfall events is defined by the satellite-based
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estimate.

Field deformation methods form a category of spatial verification methods based on
the distortion of a forecast field to make it as similar as possible to a target or observation
field (Gilleland et al., 2009). These methods are particularly interesting because they pro-
duce a spatial mapping (that is a field of distortion vectors). This mapping can be used
to quantify the error between the two fields, but can also be applied to the forecast field
to correct it. Therefore, field deformation methods are also used in the framework of
data assimilation (e.g. in Hoffman and Grassotti (1996); Nehrkorn et al. (2014); Brewster
(2003); Ravela et al. (2007)). Mandel et al. (2010) described a framework based on such
methods to assimilate radar precipitation data into a NWP model, but they did not im-
plement it or apply it to rainfall data. We will refer to this field deformation method as
warping hereafter. We will explore the application of warping for the correction of other
type of rainfall estimates. In particular, we want to use gauge data that is non-gridded
as opposed to the gridded fields used in the above mentioned studies. We are focusing
on the gauge-adjustment of satellite-based estimates. The goal is to gauge-adjust them
with respect to the position and to the timing of the rainfall events, instead of the usual
bias adjustment of the intensity.

RESEARCH QUESTIONS
Rainfall data is essential for many applications, and at the same time there is an increas-
ing number of rainfall products available. This large large choice of products makes it
difficult to select the best one for a specific application. In a large inter-comparison
study, Sun et al. (2018) examined the discrepancies between 30 global rainfall data set
at different time-scales. They found large differences in northern Africa (among other
regions). This means that the choice of a precipitation product can have a large impact
on one’s application. This makes the choice of a rainfall product more critical, and led
us to the following research question:

• What is the state of the art of rainfall products over Africa?

To answer this question, we performed a systematic review of existing inter-comparison
and validation studies to identify the strengths and limitations of the different rainfall
products, including the regional ones that have been specifically developed for Africa.
From this review, we noticed that most of the validations were done with respect to the
rainfall intensity or occurrence. However, rainfall can also be considered from the per-
spective of rainfall events. Rainfall events can be described by their position and timing
(beside their intensity). A position or timing error will result in an occurrence or intensity
mismatch. Thus, an important question is to what extent the discrepancies between the
rainfall estimates can be explained by position and timing errors, and if they can be cor-
rected. Many satellite-based estimates use gauge data for bias adjustment or to merge it
with a prior estimate. That is, they use gauge data to adjust the intensity of the estimate.
Thus, we investigate a method to gauge-adjust estimates with respect to the position or
timing information instead of the intensity.

• What is the best way to use warping to correct position errors in rainfall estimates?

• What is the best way to use warping to correct timing errors in rainfall estimates?
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THESIS OUTLINE
This thesis consists of five chapters including this introduction chapter. Chapters 2 to 4
try to answer the research questions.

Chapter 2 reviews the different types of rainfall products and their performance over
sub-Saharan Africa. It includes three types of products: numerical models and reanal-
ysis, satellite-based products, and gauge-only products. After discussing the various
factors influencing their performance, recommendations are given about which prod-
ucts to use depending on the applications. This chapter also includes the description of
the algorithm of the most used satellite-based estimates, showing how they are merg-
ing/using the different types of data.

Chapter 3 investigates the possibility to use gauge measurements to correct a rainfall
estimate with respect to the position of the event. We adapted an image warping method
originally designed for data assimilation (Mandel et al., 2010; Beezley and Mandel, 2008).
Three approaches with different assumptions about the time dimension are evaluated.

Since rainfall events are moving systems, the temporal and spatial dimension are
related. A position error can sometimes be seen as a timing error, and vice-versa. Chap-
ter 4 focuses on the time dimension, and explores the potential of warping to correct
timing errors. The previous image warping method is adapted to 1D data (timeseries).
Three warping approaches are considered, each with a different assumption on the spa-
tial connection between the timeseries.

The final chapter synthesizes the main findings of this thesis, before discussing pos-
sible improvements and future work.
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2
COMPARISON OF RAINFALL

PRODUCTS OVER SUB-SAHARA

AFRICA

A cloudy sky doesn’t always cry rain.

African proverb

Choosing the most adapted rainfall product for one’s specific application is important be-
cause of the impact it has on the performance. This choice is made difficult by the increas-
ing number of rainfall products available. Here, we perform a systematic review of previ-
ous works evaluating or comparing rainfall products in order to understand the strengths
and limitations of such products. This chapter is meant as a guide through the numer-
ous rainfall products available over Africa, and the factors influencing their performance.
Its goal is to help the reader make informed decisions about which products serve their
specific purpose best.

We focus on sub-Saharan Africa because of the considerable socio-economic impacts of
rainfall there. Moreover, the low density of the gauge and radar networks makes the rain-
fall products particularly valuable.

This chapter is based on:
C. Le Coz, and N. van de Giesen, Comparison of Rainfall Products over Sub-Saharan Africa, Journal of Hydrom-
eteorology 21, 553–596 (2020).
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2.1. INTRODUCTION
Knowledge about precipitation is very important in sub-Saharan Africa, since 95% of the
agriculture there is rain-fed (Food and Organization, 2016), making farmers vulnerable
to climate change and extreme weather. Rainfall is a difficult variable to estimate ac-
curately due to its large spatial variability. Even more so in Africa, since rainfall there
is mainly generated by convective rainstorms, which can be very localized in time and
space.

There are different types of precipitation data available in Africa. In-situ measure-
ments from gauges can be accurate, but reporting weather stations are especially sparse
over Africa. Their number is often under the minimum recommended by World Me-
teorological Organization (WMO), and has been decreasing. The national meteorolog-
ical agencies are often underfunded, and so cannot maintain or upgrade their station
network, for example some manual stations might still work but are not reporting to
the global systems such as Global Telecommunication System (GTS). Another possible
source of data is satellite estimation. They are covering large area, but are more indi-
rect. They derive precipitation rates from other measurements such as cloud properties
(e.g. cloud top temperature and radiation scattering by ice particles). There also have
been efforts to use lightning observations (Xu et al., 2013, 2014), or satellite soil moisture
data (Brocca et al., 2013, 2014). A third possibility are precipitation fields from numer-
ical weather models. They can be used to estimate both past (reanalysis) and future
(forecast) precipitation, or to better understand the mechanism of the monsoon. They
can cover the entire globe for long periods or focus on a region with high temporal and
spatial resolution. These three different sources of data have different advantages and
limitations. Rainfall products can be based on one or several sources to combine the
advantages and cancel out limitations.

Different global rainfall products are available at different spatial and temporal scales.
Some regional rainfall products have been developed and calibrated especially for Africa
or a specific region. These various products use very different approaches to derive rain-
fall estimates. They can be divided into three categories: 1) Reanalyses, based on a nu-
merical weather prediction models and on data assimilation, 2) Gauge-only products,
derived only from gauge data, and 3) Satellite-based products, based only or partially on
satellite data. Most of the latter ones use gauges for calibration or bias adjustment and
a few (e.g. CMAP1 and CHIRPS2) also use data from models. Tables 2.1, 2.2 and 2.3 give
a comprehensive list of rainfall products available over Africa for these three categories
respectively. The algorithms of the most used satellite-based products are described in
appendix B, along with a review of their performances over Africa from various evalua-
tion studies.

All these products differ in various ways. They have different advantages and weak-
nesses. Moreover, precipitation data are used for different purposes, such as hydrolog-
ical applications, climatology studies, flood or drought early warning systems or water
management and planning. Depending on the application, the relevant characteristics
are not the same. For instance, for drought monitoring one is interested in the good
representation of small rainfall amounts (Maidment et al., 2014), while for climatology,

1CPC Merged Analysis of Precipitation.
2Climate Hazards Group InfraRed Precipitation (CHIRP) with Station data.



2.1. INTRODUCTION

2

11

Ta
b

le
2.

1:
N

o
n

-e
xh

au
st

iv
e

li
st

o
fr

ea
n

al
ys

is
av

ai
la

b
le

ov
er

A
fr

ic
a,

o
rd

er
ed

b
y

in
cr

ea
si

n
g

sp
at

ia
lr

es
o

lu
ti

o
n

th
en

b
y

te
m

p
o

ra
lr

es
o

lu
ti

o
n

.(
R

T
=R

ea
l-

T
im

e)

Sp
at

ia
l

Te
m

p
o

ra
l

Sp
at

ia
l

Te
m

p
o

ra
l

N
am

e
D

at
a

in
p

u
t

co
ve

ra
ge

co
ve

ra
ge

re
so

lu
ti

o
n

re
so

lu
ti

o
n

La
te

n
cy

R
ef

er
en

ce
R

1
R

ea
n

al
ys

is
G

lo
b

al
Ja

n
19

48
-

p
re

se
n

t
2.

5◦
×2

.5
◦

6-
h

o
u

rl
y

u
p

d
at

ed
m

o
n

th
ly

K
al

n
ay

et
al

.(
19

96
)

R
2

R
ea

n
al

ys
is

G
lo

b
al

Ja
n

19
79

-
p

re
se

n
t

2.
5◦

×2
.5
◦

6-
h

o
u

rl
y

u
p

d
at

ed
m

o
n

th
ly

K
an

am
it

su
et

al
.

(2
00

2)
JR

A
-2

5
R

ea
n

al
ys

is
G

lo
b

al
Ja

n
19

79
-

Fe
b

20
14

T
10

6
(∼

12
0k

m
o

r
∼

1.
12

5◦
)

6-
h

o
u

rl
y,

m
o

n
th

ly
-

O
n

o
gi

et
al

.(
20

07
)

E
R

A
-I

n
te

ri
m

R
ea

n
al

ys
is

G
lo

b
al

Ja
n

19
79

-
p

re
se

n
ta

T
25

5
(∼

0.
70

3◦
×
∼

0.
70

2◦
)

3-
h

o
u

rl
y,

m
o

n
th

ly
2

m
o

n
th

(u
p

-
d

at
ed

m
o

n
th

ly
)

D
ee

et
al

.(
20

11
)

M
E

R
R

A
R

ea
n

al
ys

is
G

lo
b

al
Ja

n
19

79
-

Fe
b

20
16

0.
5◦

×0
.6

6◦
3-

h
o

u
rl

y,
m

o
n

th
ly

-
R

ie
n

ec
ke

r
et

al
.

(2
01

1)
M

E
R

R
A

-2
R

ea
n

al
ys

is
G

lo
b

al
Ja

n
19

80
-

p
re

se
n

t
0.

5◦
×0

.6
25

◦
3-

h
o

u
rl

y,
m

o
n

th
ly

2-
3

w
ee

ks
(u

p
-

d
at

ed
m

o
n

th
ly

)
G

el
ar

o
et

al
.(

20
17

)

JR
A

-5
5

R
ea

n
al

ys
is

G
lo

b
al

D
ec

19
57

-
p

re
se

n
t

T
L3

19
(∼

55
k

m
o

r
∼

0.
56

◦ )
3-

h
o

u
rl

y,
m

o
n

th
ly

u
p

d
at

ed
m

o
n

th
ly

K
o

b
ay

as
h

i
et

al
.

(2
01

5)
C

F
SR

R
ea

n
al

ys
is

G
lo

b
al

Ja
n

19
79

-
D

ec
20

10
T

38
2

(∼
38

km
o

r
∼

0.
31

3◦
6-

h
o

u
rl

y,
m

o
n

th
ly

-
Sa

h
a

et
al

.(
20

10
)

E
R

A
-5

R
ea

n
al

ys
is

G
lo

b
al

Ja
n

19
79

b
-

p
re

se
n

t
T

L6
39

(∼
31

km
o

r
∼

0.
28

12
5◦

)
h

o
u

rl
y,

m
o

n
th

ly
2/

3
m

o
n

th
(5

d
ay

s
fo

r
R

T
ve

rs
io

n
)

H
er

sb
ac

h
et

al
.(

20
18

)

C
F

Sv
2

R
ea

n
al

ys
is

G
lo

b
al

Ja
n

20
11

-
p

re
se

n
t

T
57

4
(∼

0.
20

5◦
)

6-
h

o
u

rl
y,

m
o

n
th

ly
u

p
d

at
ed

d
ai

ly
Sa

h
a

et
al

.(
20

14
)

a
w

il
le

n
d

in
A

u
gu

st
20

19
,a

n
d

b
e

re
p

la
ce

d
b

y
E

R
A

-5
.

b
w

il
lb

e
ex

te
n

d
ed

b
ac

k
to

19
50

.



2

12 2. COMPARISON OF RAINFALL PRODUCTS OVER SUB-SAHARA AFRICA

consistency of the product’s performance in time is more important, e.g. no changes
in the bias due to a new input data. In a recent review, Sun et al. (2018) described 30
datasets (including gauge-based, satellite-related and reanalysis data), and examined
the discrepancies between them at different timescales. They found large differences
in northern Africa (among other regions). This means that the choice of a precipitation
product can have a large impact on one’s application. It is difficult to know which rain-
fall product, among the many existing ones, is the best to use according to the region of
interest and the application considered, but also to know why and to which extent it is
reliable. It is important to compare them with each other and be aware of their advan-
tages, their limits and their relative performances.

The International Precipitation Working Group (IPWG) is supporting the intercom-
parison of rainfall products (http://www.isac.cnr.it/~ipwg/). They are maintain-
ing a list of publicly available, quasi-operational, and quasi-global products, and are
conducting some verification/validation over selected regions (Australia, Europe, Japan,
South Africa, South America and US) against ground-based radar and gauge networks.
So far, they have not yet conducted any validation/comparison project over sub-Saharan
Africa. The IPWG only takes into account the satellite- and gauge-products, they do not
compare them with precipitation estimates derived from numerical weather prediction
models or reanalysis. Several model inter-comparison projects with focus on Africa (or
West Africa) as well as a (global) reanalysis inter-comparison project exist (see section
2.2). They take into account not only precipitation but also other atmospheric variables.

Many inter-comparisons and validations studies of rainfall estimates have been done
at a global and regional scale, as implied by the number of articles cited in the remainder
of the article. One of the most comprehensive evaluation has been done by Beck et al.
(2017a), who compared 22 rainfall products at a global scale. However, regional stud-
ies, even when using less products, are also very relevant. Global studies have access to
less in-situ measurements in sub-Saharan Africa than in other regions such as Europe
or America, while regional ones often used additional gauge data from national mete-
orological agencies or other organizations (see, for example, the reference data used in
the global study of Beck et al. (2017a) and the one used in the regional comparison of
Dinku et al. (2007)). Moreover, regional rainfall products (such as TARCAT3 or RFE24)
are not included in global inter-comparisons. A literature review of inter-comparison
and validation works has already been done by Maggioni et al. (2016). They focused on
seven global satellite-based products. In this paper, we focus on performance of rain-
fall products in sub-Sahara Africa and include more products, especially regional ones.
In addition, we include rainfall estimates obtained from numerical models and from
gauge-only products. The main target audience are scientists and decision makers who
need rainfall products for a specific application and do not necessarily want to acquire
in-depth knowledge of all products available.

In this paper, we review rainfall products and their performance over sub-Saharan
Africa in existing literature. We first look at three types of precipitation estimates: those
from models and reanalysis (Section 2.2), satellite-based ones (Section 2.3), and those

3Tropical Applications of Meteorology using SATellite data and ground based observations (TAMSAT) African
Rainfall Climatology And Timeseries.

4Rainfall Estimate version 2

http://www.isac.cnr.it/~ipwg/
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based on gauges data only (Section 2.4). The factors influencing the performance of
these products are then discussed in Section 2.5.2.5.1. Finally, Section 2.5.2.5.2 focuses
on seven use-cases and their requirements in terms of rainfall data. Some recommenda-
tions are given with respect to these applications. The algorithm of a rainfall products is
also important in order to understand what to expect from the product; its performance
is linked to its algorithm. The main addition of the present review to the extensive litera-
ture is that we guide the reader to the best product for a specific application and that we
do this by explaining the underlying algorithm with their specific strengths and weak-
nesses. In the appendix B, the algorithms of the most used products are shown using a
uniform structure, making them easy to compare.

2.2. REANALYSIS AND MODELS

The uncertainties of a reanalysis depend on the uncertainties of the numerical model
and the uncertainties of the observations it uses. However, rainfall is difficult to simulate
accurately with numerical models, since it results from a complex interaction of the dif-
ferent model physics. Thus, we will first look at precipitation estimates in global models
before moving to reanalyses and then to dynamical downscaling. Another possible way
of downscaling global reanalysis to smaller scales is to use a statistical model instead of
a numerical one. This method is called statistical downscaling, and has been applied
to African rainfall as well (Nikulin et al., 2018; Gebrechorkos et al., 2019). However, in
contrast to dynamic downscaling, it has not been the object of an extensive validation
or inter-comparison project. The reason why statistically downscaled datasets are less
evaluated is that they are downscaled using the very observations needed for such eval-
uation. One would expect that, in general, statistically downscaled datasets already out-
perform dynamically downscaled datasets regarding statistics, although Nikulin et al.
(2018) did not see this in their comparison between four dynamically and two statisti-
cally downscaled datasets. Statistical downscaling falls outside the scope of this review,
and thus will not be treated in the remainder of the article.

2.2.1. GLOBAL CIRCULATION MODELS (GCMS)
Xue et al. (2010) and Hourdin et al. (2010) evaluated the ability of several GCMs (along re-
gional models and other datasets) to represent the West African monsoon. They showed
that GCMs, when they used specified Sea Surface Temperature (SST), reproduce reason-
ably the main features of the West African monsoon, such as the migration of the Inter
Tropical Convergence Zone. However, large discrepancies remained between the GCMs
and the other datasets. A possible reason of the GCMs limitations could be their coarse
resolution. However, Crétat et al. (2014) showed that a model with higher resolution is
not necessarily better at representating daily intense events. Both Hourdin et al. (2010)
and Crétat et al. (2014) pointed out the model’s physics, and more specifically the con-
vection parameterization, as an important factor influencing the GCM’s performance.

Intercomparison studies (Haiden et al. (2012), Ebert et al. (2007)) at a global scale
have shown that GCMs have poorer forecast skill in the Tropics than the extra-Tropics.
They explained that lower performance in the Tropics by the difficulty of GCMs to predict
convective precipitation. In general, the skill of models decreases when rainfall tends to
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convective regime.

2.2.2. REANALYSES

There is no regional reanalysis for Africa, however several global reanalysis are produced.
A list of such reanalysis is given in Table 2.1 (see articles in reference column for detailed
descriptions). An overview of the different reanalyses, including the observations used
in the analysis, can be found in Fujiwara et al. (2017).

Global reanalyses are based on global models and thus suffer from the same short-
coming as GCMs despite improvements due to assimilation of observations. Like GCMs,
reanalyses have lower performance in the Tropics. Bosilovich et al. (2008) showed that
the performance in reproducing precipitation of four well-known reanalyses (namely
R15, R26, ERA-407 and JRA-258) was lower over South America and Africa compared to
other regions, especially during the boreal summer, corresponding to the monsoon sea-
son. They gave two reasons for the poorer performance over the tropics, the difficulty
to parameterize the land-atmosphere interaction and the difficult retrieval of satellite
observation due to the cloudy conditions. Since conventional observations (ground-
stations, radiosonde, aircraft,...) were sparse over South America and Africa, the effects
were more visible over these regions.

As for the GCMs, reanalyses are generally outperformed by satellite-based rainfall
estimates (Maidment et al., 2013; Funk and Verdin, 2003; Koutsouris et al., 2016), with
some exceptions in sparsely gauged area (Thiemig et al., 2012; Worqlul et al., 2014). The
main results of these studies,with respect to reanalyses, are summarized in Table 2.4.
Funk and Verdin (2003) explained the lower skill of reanalyses by the limitation of GCMs,
such as the coarse grid and the physics, and by the few moisture-related observations
used in the data assimilation. It has to be noted that, since this study, new reanalyses
have been created and that they incorporate more moisture-related observations. For
example, ERA-Interim assimilates rain-affected satellite radiance which were not used in
ERA-40 (Dee et al., 2011). Most reanalyses do not assimilate precipitation observations
directly. However, MERRA9 assimilates satellite rain rates over the oceans, but with a low
weight, so they have a weak impact on the analysis (Rienecker et al. (2011)). The very
recent reanalysis ERA-510 uses precipitation data from satellite and ground-based radar
(Hennermann, 2019). MERRA211 and CFSR12 also use precipitation data for the forcing
of the land surface model (Saha et al., 2010; Bosilovich et al., 2015).

The most recent reanalyses have in general better performance than the older ones,
due to improvement in both the model and the assimilation system (Bosilovich et al.,
2008; Kim and Alexander, 2013). However, this is not always the case everywhere and at
all times (Bosilovich et al., 2008; Koutsouris et al., 2016; Nkiaka et al., 2017). Even more

5NCEP/NCAR Reanalysis
6NCEP/DOE Reanalysis
7European Centre for Medium-Range Weather Forecasts(ECMWF) ReAnalysis - 40
8Japanese Meteorological Agency (JMA) ReAnalysis - 25
9Modern-ERA Retrospective Analysis for Research and Applications
10European Centre for Medium-Range Weather Forecasts (ECMWF) ReAnalysis - 5
11Modern-ERA Retrospective Analysis for Research and Applications, version 2
12Climate Forecast System Reanalysis
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recent reanalyses are available, such as MERRA2, JRA-5513 and CFSv214. However, no
comparison of their performance for precipitation has been found in literature yet. The
Stratosphere-troposphere Processes And their Role in Climate (SPARC) Reanalysis In-
tercomparison Project (S-RIP) is comparing reanalyses, including the most recent ones,
and will publish a report (planned for October 2019). This inter-comparison project is
described in Fujiwara et al. (2017), and more information is available on the S-RIP web-
site http://S-RIP.ees.hokudai.ac.jp.

2.2.3. DYNAMIC DOWNSCALING
Running continuously a GCM at a fine resolution would be too computationally expen-
sive, thus a possible solution is to dynamically downscale with a Regional Climate Model
(RCM). A lot of attention has been given to regional downscaling the last decades and
several projects have applied RCMs to obtain an ensemble of multi-model climate pro-
jections. Over West Africa, such projects include the ENSEMBLES-based Predictions of
Climate Changes and Their Impacts (ENSEMBLES)- African Monsoon Multi-disciplinary
Analyses (AMMA), the West African Monsoon Modeling and Evaluation project (WAMME)
model intercomparison study (Xue et al., 2010; Druyan et al., 2010) and, more recently,
the Coordinated Regional climate Downscaling Experiment (CORDEX) that has a study
region over all Africa. The AMMA-Model Intercomparison Project (AMMA-MIP, Hour-
din et al. (2010)) has compared the ability of different models (both GCM s and RCMs)
to reproduce the West African Monsoon (WAM) . Other studies comparing RCMs over
Africa or West Africa include Sylla et al. (2013) and Crétat et al. (2014). They all agree on
the added-value of RCMs compared to GCMs.

The RCMs are able to reproduce more realistically the features of the monsoon (such
as the interannual variability, the annual cycle or the spatial patterns) than the GCMs
and reanalyses. This shows the importance of regional forcing. The higher resolution of
RCMs improves the simulation in several ways. It allows a better representation of the
orography, an important regional forcing, which improves the simulation of orographic
rainfall (Druyan et al. (2010)). It also improves the representation of land-surface prop-
erties (such as land-cover) that play an important role in the WAM (Sylla et al., 2013;
Paeth et al., 2011). However, RCMs, with horizontal resolution around 50km, still have
difficulties in reproducing both the phase and the intensity of the diurnal cycle (Nikulin
et al., 2012). An explanation could be the choice of the convection scheme to which the
diurnal cycle is sensitive.

The outputs of the RCMs are influenced by the data (usually a reanalysis or a GCM)
used for the initial and boundary forcing (Druyan et al., 2010; Druyan and Fulakeza,
2013). However, RCMs driven by the same reanalysis can have very different accura-
cies with bias varying considerably in space and time (Druyan et al., 2010; Sylla et al.,
2013; Paeth et al., 2011; Nikulin et al., 2012). These differences highlight the importance
of the dynamics and physics of each model. An advantage of RCMs compared to GCMs
is that they give the possibility to choose physics more adapted to the region, and not to
the entire globe. GCMs cover the entire globe and so have to represent a large variety of
climates. On the contrary, RCMs focus on a smaller region, and so can choose physics

13Japanese Meteorological Agency (JMA) ReAnalysis - 55
14Climate Forecast System version 2

http://S-RIP.ees.hokudai.ac.jp
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parameterizations better suited for the particular climate of this region.
A review of RCM applications in West Africa can be found in Sylla et al. (2013) and a

review of regional downscaling is given in Paeth et al. (2011).

2.3. SATELLITE-BASED PRODUCTS

2.3.1. SATELLITE-BASED RAINFALL ESTIMATES
The satellite-based products are based on data from different sensors and satellites. They
can also include other data sources, such as ground-radar, gauge network or forecast
from model or reanalysis. A list of satellite-based rainfall products, including the type of
input they are using, is given in Table 2.2.

Satellites retrieve different types of observations from various sensors such as vis-
ible, infrared (IR), passive micro-wave (PMW) and radar measurements. IR measure-
ments are used in many rainfall products. They have the advantage of being frequent
and of covering large areas. However, precipitation is estimated through its relation-
ship to Cloud Top Temperature (CTT) derived from thermal IR. This relationship is in-
direct and varies within and between rain events (Kidd and Levizzani, 2011; Kidd and
Huffman, 2011). On the other hand, PMW measurements are less frequent (PMW sen-
sors are only present on low-Earth orbiting satellites) but the relation to precipitation
is more direct. PMW-based precipitation estimates are generally more accurate than
IR-based ones, but have difficulties over snow-covered and desert areas (Kidd and Lev-
izzani, 2011; Kidd and Huffman, 2011). Satellite-radar measurements for precipitation
retrieval are limited: only the Tropical Rainfall Measuring Mission (TRMM), the Global
Precipitation Measurement (GPM) and the CloudSat missions have a radar specifically
designed to retrieve precipitation (Kidd and Levizzani, 2011; Kidd and Huffman, 2011). A
rainfall product can combine different types of measurement to take advantage of their
strengths and overcome their weaknesses. For example, many products combine IR
measurements with the more accurate but less frequent PMW observations. TMPA15 and
IMERG16 are the products using the most different types of measurements as input data:
IR, PMW, satellite-radar and gauges. They are the only ones using satellite-radar as input
(CMORPH17 uses ground-radar over USA for adjustment), while CMAP and CHIRPS are
the only ones using data from numerical models.

Other products with a very different approach include SM2RAIN18 and MSWEP19.
SM2RAIN is based on soil moisture observations from satellites and ground measure-
ments. It inverses the soil water balance equation to obtain precipitation estimates.
MSWEP does not use satellite measurements directly, instead it is based on other rain-
fall dataset (e.g. CMORPH, ERA-Interim, GPCC-FDR, ...). A longterm mean precipitation
(from CHPclim20) is downscaled using precipitation anomalies obtained by a weighted
average of different reanalyses, gauge and satellite products. Its goal is to take advantage
of the strengths of different types of rainfall products.

15TRMM Multi-satellite Precipitation Analysis
16Integrated Multi-satellite Retrievals for GPM
17CPC Morphing technique
18Soil Moisture to Rainfall
19Multi-Source Weighted-Ensemble Precipitation
20Climate Hazards Group’s Precipitation Climatology (Funk et al., 2015b)
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Satellite-based products differ by the data (different types of measurement coming
from different satellites/sensors) used as input and by their algorithms deriving the fi-
nal precipitation estimates. As a consequence, the error of a satellite-based product is
partially due to the error in the retrieval algorithm (i.e. estimating precipitation from the
sensors measurements), and partially due to the merging algorithm, (i.e.combining the
different estimates in the final precipitation estimate).

2.3.2. REGIONAL VS GLOBAL

There exist several regional rainfall products especially developed for and only cover-
ing Africa. They have been compared to global products in various studies for different
regions of Africa. Their results are summarized in Table 2.5.

The performance of the regional products and their advantages with respect to the
global products vary from region to region. Over the Sahel, both RFE2 and TARCAT are
performing well in rainfall detection and in estimating rainfall amounts, at least as well
as the global products (Jobard et al., 2011; Pierre et al., 2011; Novella and Thiaw, 2010;
Dinku et al., 2015). However, over Burkina Faso , which is part of the Sahel, TARCAT has
been shown to have very poor performance by Dembélé and Zwart (2016), while RFE2
and ARC2 were outperforming TMPA. Gosset et al. (2013) showed that regional prod-
ucts (RFE2, EPSAT21) tend to underestimate rainfall amounts while global and especially
near-real time ones overestimate it over the South of West Africa. Over East Africa, re-
gional products do not perform as well, and TMPA and CMORPH tend to show the best
performances. RFE2 has particularly poor performance over Ethiopia despite some skill
for rainfall detection. It is outperformed by most of the global products over this region
(Dinku et al., 2007, 2008a, 2011a). Over Ethiopia, TARCAT still shows some agreement
with gauge data despite underestimating (Dinku et al., 2007). Over Uganda, TARCAT has
a similar performance as CMORPH and TMPA, while ARC2 outperform RFE2 (Asadul-
lah et al., 2008; Diem et al., 2014). In general, over a large part of East Africa, TARCAT
and RFE2 have relatively similar and reasonable performances. They outperform some
global products (e.g. PERSIANN22 and GSMaP23) while they are outperformed by others
such as TMPA3B42 (Cattani et al., 2016).

Regional products show very good result and perform as well as or better than the
most used global products. However, it can not be concluded that the regional prod-
ucts outperform global ones as a general rule. For example, the algorithm of RFE2 is
not suitable for regions with complicated orography such as Ethiopia. More information
about the algorithms and the performance of the regional products is given in Appen-
dices B.2.A.8 (for RFE2), B.2.A.9 (for ARC2) and B.2.A.12 (for TARCAT).

2.3.3. GAUGES DATA IN SATELLITE-BASED PRODUCTS

Satellite-based rainfall products can also use data other than satellite data in their algo-
rithms. For instance CMORPH uses ground-radar data to adjust the cloud motion vec-

21Estimation of Precipitation by SATellites
22Precipitation Estimation from Remotely Sensed Information using Artificial Neural Networks
23Global Satellite Mapping of Precipitation
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2.3. SATELLITE-BASED PRODUCTS
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tors derived from IR data. Other products, such as GPCP-1DD24 or PERSIANN-CDR25,
are using other rainfall products, namely GPCP-SG26. Many satellite-based products,
which are listed in Table 2.6, are using gauge data. Gauge data can be used in different
ways.

Table 2.6: List of satellite-derived rainfall products using gauge data and how they are used in their algorithms

Calibration Bias adjustment Merged
ARC2 x
CAMS-OPI x
CHIRPS x x
CMAP x
CMORPHv1.0 CRT x
CMORPHv1.0 BLD x x
GPCP-SG x x
GPM x x
GSMaP_gauge x
RFE2 x
TARCAT x
TMPA x x

The bias of a product varies depending on the region of interest, and is different from
one product to another. For example, CMORPH tends to overestimate while GSMaP
tends to underestimate over the Sahel (Jobard et al., 2011) and PERSIANN overestimates
almost everywhere over Africa except over mountainous areas over which it underesti-
mates. Bias correction using gauge data can reduce significantly the bias. It has been
shown by Jobard et al. (2011) that near-real time products, that do not include bias ad-
justment, have worse performance than the other global products over the Sahel, they
especially have large bias. There are several methods to remove the bias using gauge
data, such as scaling by the ratio of the gauge/satellite rainfall estimates (GPCP-SG and
TMPA), or matching the probability density function of the satellite estimates with the
one from the gauge data (CMORPH-Corrected (CRT) ). PERSIANN-CDR is also bias ad-
justed, using monthly ratio, but based on another satellite-based product.

Some products merged satellite estimates, after bias adjustment or not, with gauge
estimates. There are several ways of doing so. Some are using inverse error variance
weighting (TMPA, IMERG, GPCP-SG) or other weighted average (CHIRPS), while other
products are using directly the gauge-only estimate when reliable, and a blended satellite-
gauge estimate elsewhere (ARC2, RFE2, CMAP, CAMS-OPI27).

Another way of using gauge data is for calibration as in TARCAT. Indeed, the TAR-
CAT algorithm is calibrated locally to historical gauge data and is then applied to recent

24Global Precipitation Climatology Project (GPCP) at 1 day and 1 degree resolution
25PERSIANN - Climate Data Record
26Global Precipitation Climatology Project (GPCP) - Satellite-Gauge
27Climate Anomaly Monitoring System (CAMS) and Outgoing longwave radiation Precipitation Index (OPI)
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IR data. TARCAT does not use gauge data for bias adjustment or merging, but has been
shown to perform well over different parts of Africa despite a dry bias for the high inten-
sity rain-rates. Over Ethiopia, Dinku et al. (2007) found that TARCAT performed better
than some gauge-adjusted products such as TMPA3B42, RFE2 and GPCP-1DD (except
with respect to the bias). Jobard et al. (2011) showed that the regional products, includ-
ing TARCAT, performed better than global bias-adjusted ones over the Sahel. A benefit of
using historical data, as TARCAT does, is that it takes advantage of data from gauges that
no longer exist. Similarly, CMORPH-CRT uses a two-step approach for the bias adjust-
ment over land. It first removes the climatic bias using historical data and then adjusts
to real-time data (Xie et al., 2017). This approach is particularly beneficial for areas with
very sparse gauge coverage.

2.4. GAUGE-ONLY PRODUCTS
There exist various gridded gauge-only products (see Table 2.3). Some are updated reg-
ularly, from a few days to a few months latency, such as Climate Prediction Center (CPC)
Unified, PRECipitation REConstruction over Land (PREC/L), Global Precipitation Cli-
matology Centre (GPCC)-first guess, and GPCC-monitoring. Others are updated irreg-
ularly, such as GPCC-Full Data Reanalysis (GPCC-FDR), GPCC-Full Data Daily (GPCC-
FDD), University of Delaware dataset (UDEL) and Climatic Research Unit Time-series
(CRU-TS), for which a new version is available every few years with reprocessed data
for the entire period. They are produced at relatively coarse spatial and temporal res-
olutions compared to satellite-based rainfall products. Their spatial resolution ranges
from 0.5◦×0.5◦ to 2.5◦×2.5◦ and they are available as monthly estimates except for CPC
Unified, GPCC-first guess and GPCC-FDD which are available for daily totals.

2.4.1. FACTORS INFLUENCING THE PERFORMANCE OF GAUGE-ONLY PROD-
UCTS

The gauge coverage in Africa, with the exception of a few regions such as South Africa, is
sparse. Moreover, the number of recording stations (available for these products) varies
over space and time, and has significantly decreased during the last decades. This de-
crease of available gauge records is shown in Lorenz and Kunstmann (2012, Fig. 3 and
Fig. 4) for GPCC and CPC Unified datasets for the period 1989-2006, in Cattani et al.
(2016, Fig. 8) for GPCC-FDR over East Africa between 2001-2009, in Maidment et al.
(2014, Fig. 3d) for GPCC-FDR over Africa for the period 1983-2010 (a clear drop in gauges
coverage is visible around 2009) and in Dinku et al. (2008b, Fig. 3) for three GPCC prod-
ucts, PREC/L and CRU-TS over Ethiopia for the period 1981-2000, over which the num-
ber of gauges decreases sharply around 1985. The decreasing number of recording sta-
tions in Africa is a known issue (van de Giesen et al., 2014), and is mainly due to a lack of
funding for the maintenance and upgrading of the gauge network. GPCC-FDR product
being a reanalysis, the decrease of records used for the last years is also due to the time
delay in obtaining data from national agencies.

The relation between the gauge coverage and the accuracy of gridded products has
been observed by Maidment et al. (2014). They compared TARCAT with various rainfall
products over Africa for the period 1983-2010 and found less agreement between the
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three gauge-only products (CRU, GPCC-FDR and PREC/L) during 2000-2010, this period
corresponding to a sharp decrease of recording gauges. Similar results were found by
Dinku et al. (2008b) when comparing PREC/L, CRU-TS, GPCC-FDR and GPCC-clim over
Ethiopia for two different periods: 1981-1985 and 1996-2000. Far less gauge records were
available for the products during the second period and this decrease had an impact on
product accuracy. Indeed, more discrepancies in time series were observed during the
second period than during the first one. Moreover, the correlation and Nash-Sutcliffe
(NS) efficiency coefficients decreased between the first and the second period, while the
mean average error increased for the four products.

Dinku et al. (2008b) studied the impact of the number as well as the quality of gauge
records on product performance by comparing three GPCC monthly products (GPCC-
monitoring, GPCC-FDR and GPCC-clim) over the complex topography of Ethiopia at
2.5◦×2.5◦ and 1.0◦×1.0◦ resolution. These three products are using the same interpola-
tion method but different number of gauges and different quality requirements. GPCC-
monitoring is using reports received through GTS within a month after the observation
month while GPCC-FDR is produced irregularly and so can also use non-real-time data
and apply higher quality-check so it includes more stations and those stations are of bet-
ter quality than those in GPCC-monitoring. GPCC-clim uses less stations but of higher
quality since it requires the stations to have a time-series that is at least 90% complete.
They all had similar performances with GPCC-monitoring having a larger bias, GPCC-
clim having higher random error, and GPCC-FDR having a relative better performance.
The performances of gridded products vary in time and space depending on the gauges
coverage. It is recommended to interpret the gauge-estimate with respect to the gauges
density information supplied with it.

The gauge coverage has an impact on the accuracy of the products, but the num-
ber of gauge records alone does not determine the performance of the products. When
comparing four gauge-only products to the reference at three different spatial resolu-
tions, Dinku et al. (2008b) showed that they all have good performance with high corre-
lation and NS efficiency, and very low bias. However, despite using the largest number
of stations and high quality-check among the products, CRU-TS had overall the worst
statistics, behind GPCC-clim using the least number of stations. So, its limitation comes
from its interpolation method. A better gauge coverage does not always mean better
accuracy, the interpolation method also has an impact on a product’s performance.

To summarize, the accuracy of the estimates do not depend on the gauge coverage
alone, but also on the the quality-check and the interpolation method used by a gauge-
only product.

2.4.2. GAUGE-ONLY VERSUS SATELLITE-BASED PRODUCTS

The gauge-only products have been evaluated over Ethiopia by Dinku et al. (2008b), but
not over other parts of Africa. However, gauge-only products have been compared to
satellite-based product over different African regions. These studies are summarized in
Table 2.7, and their main results with respect to the gauge-only products are described
below.

Ali et al. (2005) compared the gauge-only GPCC product and three satellite-based
ones (CMAP, GPCP and GPI) at monthly scale and 2.5◦ over the Sahel. They concluded
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that CMAP had the better performance with, among others, smallest Root Mean Square
Error (RMSE), and bias and highest coefficient of determination, followed closely by
GPCC and GPCP with GPI far behind.

Over Ethiopia, Dinku et al. (2011b) evaluated the performance of two gauge-only
products (CRU-TS and GPCC-FDR) and two satellite-based products (GPCPv2 and CMAP),
also monthly, at 2.5◦ resolution. All products gave good results with low bias and mean
average error and high correlation and NS efficiency. The gauge-only products had no
or lower bias but CRU-TS had a slightly larger random error. GPCC-FDR seemed to per-
form slightly better than the other ones. However, when GPCPv2 and GPCC-FDR are
compared to GPCPv2.1, which includes GPCC-FDR in his algorithm, the latter outper-
formed them, except for the bias that remains lower for GPCC .

CPC Unified was evaluated over the Sahel at higher resolution, which is for dekadal
estimates on a 0.5◦ grid, along six satellite-based estimates by Novella and Thiaw (2010).
In terms of rainfall detection, RFE and CMORPH were outperforming the other products
including CPC Unified. In term of statistics, CPC Unified, RFE, ARC and TARCAT had a
low bias and RMSE, but RFE and ARC also had a higher correlation. They concluded that
RFE and ARC had the overall best performances.

Gauge-only products have in general good performance with no or very low bias, but
they do not significantly outperform satellite-based products over Africa.

2.5. DISCUSSION

2.5.1. FACTORS INFLUENCING THE PERFORMANCE

TEMPORAL AND SPATIAL SCALE

Performance of rainfall products is influenced by the temporal and spatial resolution
at which they are evaluated. Performance improves for decreasing resolution, i.e. for
coarser grids. One should pay attention to the temporal and spatial resolution when
looking at validation or inter-comparison study of rainfall products.

Dembélé and Zwart (2016)1 compared seven satellite-based rainfall products over
Burkina Faso at different temporal resolutions: namely daily, dekadal, monthly and an-
nual scale. They showed that both the continuous and categorical statistics improved
when the temporal resolution decreased. At monthly and annual scale, all the prod-
ucts, except TARCAT, have very good performance in terms of continuous and categori-
cal statistics. At dekadal scale the products are in good agreement with the gauges (e.g.
correlation coefficients equal or larger than 0.80), while at daily scale the performance of
the products was very low (with e.g. correlation coefficients smaller than 0.50). Similarly,
Dinku et al. (2011b)2 compared several satellite-based and gauge-only products over
Ethiopia at different temporal and spatial scales. On a 1.0◦×1.0◦ grid, RFE2, TMPA3B42
and CMORPH had reasonable performances in estimating rainfall amount at dekadal
scale, but poor ones at daily despite still good detection skill. They also compared these
three products at daily scale on three grids with different resolution, and showed that
both continuous and categorical statistics were getting better when the spatial resolu-
tion decreased. In Dinku et al. (2007)1, six satellite-based rainfall products were com-
pared at dekadal scale over Ethiopia using three different grid sizes. A decrease in the
product’s performance was observed when the spatial resolution was increased. Similar
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results were found for the gauge-only products by Dinku et al. (2008b)2. They evaluated
five products over Ethiopia at three different spatial resolutions for monthly amounts.
Their performance was decreasing with increasing resolution, but still remained good.

GAUGES

The gauge density varies in space and time, and so influences the performance of the
gauge-only and satellite-based products. The reanalyses use ground-stations measure-
ments but no rain-gauge data in their data assimilation process, so they are not directly
impacted by gauge density. The exceptions are MERRA2, CFSR and CFSv2. They use
precipitation data (such as CMAP and CPC Unified) as part of their land surface forcing.
However, MERRA2 uses CMAP and GPCPv2.1 over Africa (Bosilovich et al., 2015, Table
7.1), and CFSR favored CMAP over CPC Unified in the Tropics (Saha et al., 2010). Thus,
gauge data have a very limited influence on the reanalyses’ precipitation.

The accuracy of gauge-only products depends strongly on the number of gauges
available, which is why the gauge density is given along the rainfall estimates for these
products. However, as seen in section 2.42.4.1 , the accuracy does not depend solely on
gauge density. The quality of the data and the interpolation method also play an impor-
tant role.

Many satellite-based products use gauge data (see section 2.32.3.3). Thus, their per-
formances are impacted by the availability of gauge data. For instance, the poor perfor-
mance of TMPA3B42 over lake Tana has been attributed to the orography and the lack of
available gauge data by Worqlul et al. (2014). Moreover, the gauge data used in satellite-
based products are in general a small fraction of the gauge records available (e.g. gauge-
only products use a much larger number of gauge records than satellite-based products).
An exception is GPCP-SGv2.1 which uses GPCC, a gauge-only product, for bias adjust-
ment and merging. Dinku et al. (2011b) showed the benefit of adding more gauge data
by comparing GPCP-SGv2.1 with its previous version GPCP-SGv2, which incorporated a
smaller amount of gauge data, over the Ethiopian highlands. They found that the cor-
relation improved from 0.96 to 0.99, the NS efficiency from 0.92 to 0.99, and that the
random error became lower than the ones of both GPCP-SGv2 and GPCC.

OROGRAPHY

The orography has an impact on the atmospheric circulation, and so on the precipitation
field. It is thus an important regional forcing in numerical weather model. The coarse
resolution of reanalysis and GCMs does not allow them to represent accurately complex
orography, limiting their performance in simulating orographic rainfall. A possibility to
improve the representation of orography and orographic rainfall is to dynamically down-
scale the reanalysis using a RCMs (Druyan et al., 2010).

Complex orography, and more generally warm-cloud processes, is a well-known chal-
lenge for satellite-based rainfall products (Serrat-Capdevila et al., 2014). IR-based es-
timates have difficulties in capturing warm-cloud precipitation over coastal and oro-
graphic regions. This is mainly due to the threshold they use to discriminate between
raining and non-raining clouds, which is too cold for such processes (Dinku et al., 2007,

1see Table 2.5 for more details on the comparison method.
2see Table 2.7 for more details on the comparison method.
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2008a, 2011a). Products including PMW data seem to perform better than the ones
mainly based on IR (Dinku et al., 2007, 2011a). However, PMW-based precipitation esti-
mates also have some limitations with respect to orographic rain. Indeed, PMW-algorithms
are mainly based on scattering by ice aloft, but orographic rainfall is a warm-cloud pro-
cess that does not necessarily produce much ice, which can lead to underestimation.
Moreover, ice on the mountains can be mistakenly considered as rainfall by such algo-
rithm (Dinku et al., 2007, 2008a, 2011a).

Mountainous areas raise several difficulties for the gauge-only products too. There
are few gauges at high elevations, most of the gauges are located at lower altitudes. The
difficult access and remoteness of such locations make the installation and maintenance
of weather stations complicated. At the same time, the variability of rainfall over moun-
tainous regions is high. For example, Hirpa et al. (2010) showed the existence of an
elevation-dependent trend, that is the rainfall amounts increase with elevation. Hence,
the gauge measurements at the bottom of a mountain is not representative of the rain-
fall at higher altitudes. Moreover, the high spatial variability is making the interpolation
more difficult.

RAINFALL REGIME

The characteristics of the seasonal distribution of rainfall at a particular place is called
rainfall regime (American Meteorological Society, 2019). Rainfall regimes are influenced
by large scale climatic features, such as the Inter Tropical Convergence Zone (ITCZ), and
also by regional ones such as mountains and lakes. They vary in space and time de-
pending on the climatic region and on the season. The rainfall regimes are influencing
the performance of the rainfall products. Hence, their performance can differ over two
regions adjacent to each others but with different rainfall regimes.

Some comparison studies took the different rainfall regimes into account. For in-
stance, to compare six satellite-based products over East Africa, Cattani et al. (2016) di-
vided this large area in eight smaller areas, each characterized by a specific precipitation
seasonality. Areas with higher precipitation intensity showed a bigger standard devia-
tion and mean average errors. The standard deviation also depends on the season since
precipitation patterns change over the year. Some areas had an overall better correla-
tion and NS efficiency for the different products than others. These differences between
the areas show the influence of rainfall regimes on the performance of the products, a
product can perform differently over two geographically close areas but having differ-
ent rainfall regimes. Similarly, Romilly and Gebremichael (2011) compared the bias of
three satellite-based products over six river basins in Ethiopia that were divided in four
regions based on similar rainfall annual cycles and topography. They showed that the
bias of these three products depended on the rainfall regime, i.e. the bias was different
from one region to another but could also vary according to the season.

The variation in time of the rainfall products’ performance was also shown by Ali
et al. (2005) who compared three satellite-based products and one gauge-only product
over the Sahel. The monthly mean statistics were better in the core of the rainy season
for CMAP while GPCP and GPCC had better statistics in its margins. Dinku et al. (2008b)
evaluated five gauge-only products over Ethiopia, and found that they performed better
(i.e. higher correlation and NS efficiency) during the wettest season (JJA) and worse dur-
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ing the dry season (DJF). They showed that these seasonal differences were more impor-
tant when the comparison was done at higher spatial resolution. The poor performance
during the dry season was attributed to the fact that rainfall during this season is local in
both time and space and thus a denser network of gauges would be needed to reproduce
the rainfall patterns. On the contrary, reanalyses perform more poorly during the mon-
soon season due to the convective nature of the rainfall. In general, the satellite-based
estimates are expected to perform better in summers and in the tropics while models are
expected to be better in winters and high-latitude; because the satellite-estimates tend
to reproduce convective rainfall more accurately (Ebert et al., 2007). The reanalyses and
global models, in general, have been shown to perform more poorly over the tropics and
to fail to reproduce some regional scale features. It is thus not surprising that the reanal-
yses are outperformed by satellite-based products over Africa and especially during the
monsoon season.

Some climates are more difficult than others to represent, which is the case for arid
areas by satellite-based products, for example. Jobard et al. (2011) compared ten satellite-
based products over the Sahel and showed that they all had higher RMSE ratio in the
northern part where rainfalls had low intensities. On the contrary, in Cattani et al. (2016),
the six rainfall products had low RMSE and mean average error over arid areas. How-
ever, it has to be taken relatively since the monthly rainfall amount was also very low
over these areas. Dinku et al. (2010) and Dinku et al. (2011a) had specifically studied the
limitations of satellite-based precipitation estimates over arid areas. Dinku et al. (2011a)
evaluated the skills of four rainfall products over an arid region in Ethiopia while Dinku
et al. (2010) compared seven products over different arid and semi-arid regions. They
both concurred on the poor performance of the different satellite products over such
regions, especially the drier ones. The products overestimated the frequency of rain-
fall despite a low Probability Of Detection (POD). The low detection skill and the high
overestimation was attributed to several possible reasons. First, the sub-cloud evapo-
ration can play an important role in this overestimation. These regions have a dry at-
mosphere so the rainfall detected aloft by the satellite might evaporate before reaching
the ground. Second, a limitation specific to PMW algorithm is that they can mistakenly
identify desert surfaces as raining, because desert and snow cover have spectral charac-
teristic close to rainfall (Wang et al., 2009). Finally, the coarse resolution of the rainfall
products can also be an explanation factor for the low POD, especially since they are
compared to point-data. Indeed, a pixel might cover both rain and non-rainy (warm)
surface, but the pixel represents the averaged values that may not be identified as rain.
As mentioned above, gauge-only products can also have difficulties over dry areas, when
the rainfall is localized.

2.5.2. USE CASES

The “best" rainfall products depends on the intended use cases. Sometimes, require-
ments on the spatial and/or temporal resolution can limit the possible choices (see Ta-
bles 2.1, 2.2 and 2.3 for the resolution of the different products). Depending on the ap-
plication, some characteristics are more important than others. The important charac-
teristics of seven use cases are discussed bellow. Recommendation about the rainfall
products for these cases are given in Table 2.8.



2

32 2. COMPARISON OF RAINFALL PRODUCTS OVER SUB-SAHARA AFRICA

Table 2.8: Recommendations depending on the use cases (based on literature, see Table 2.5).

Use cases Recommendations
Drought
monitoring

- TARCAT, RFE2, ARC2 recommanded.
- Avoid RFE2 and ARC2 over mountainous areas.
- Avoid RT products which have a large wet bias.
- CHIRPS developped for drought monitoring, but advised for flood monitoring
by Dembélé and Zwart (2016) and Toté et al. (2015).

Agriculture /
Crop modelling

- Not many comparison studies (only Pierre et al. (2011) looks at vegetation mod-
elling).
- Depend on the region
- RFE2 over the Sahel (both good for occurrence and amount).
- CMORPH has good rain-no rain discrimination, but need bias correction (large
wet bias).

Flood
monitoring

- Avoid TARCAT, RFE2 and ARC2.
- CHIRPS: developped for drought, but adviced for flood over Burkina Faso and
Mozambique by Dembélé and Zwart (2016). and Toté et al. (2015)
- CMORPH : good detection skill, and (large) wet bias (except over Zimbabwe).
- PERSIANN: high POD and positive bias, but very large bias and do not represent
well distribution of high precipitation values (over the Sahel). To be used with
caution.
- Other possibilities: GPCC-1DD, TMPA3B42, GSMaP (but can have dry bias for
some years/locations).

Hydrological
modelling /
Reservoir
management

- Need to account for the bias of rainfall products (especially RT which have large
bias).
- Possible improvement by calibrating the model.
(Gosset et al., 2013; Thiemig et al., 2013)

Climatology /
General

- Depend on the regions.
- General good agreement at monthly scalea .
- PERSIANN-CDR, ARC2 (and CHIRPS) developed for climatology.
- Gauge-only products: long time period, but accuracy varies in time.
- Over the Sahel: regional products (except TARCAT over Burkina Faso), and
CMAP at monthly scale (Ali et al., 2005).
- CHIRPS: good results, but only two studies (Dembélé and Zwart, 2016; Toté
et al., 2015).
- CMORPH: the algorithm have been modified during production of version v0.x,
prefer v1.0 for climatologyb (for more consistency in time). Be aware of its rela-
tively large wet bias.
- TMPA: in general reasonable performance

Mountainous
areas

- CMORPH and TARCAT recommended.
- Avoid RFE2, ARC2 and PERSIANN.

Diurnal cycle - Only few studies at sub-daily scale.
- Only studied over Niamey, Ouémé and Dakar.
(Pfeifroth et al., 2016; Roca et al., 2010)

a Performance of rainfall product increase for coarser resolution.
b Version 1.0 has been reprocess with consistent input/algorithm.

• Drought monitoring: Droughts have a high economic cost, because of its pos-
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sible large spatial and temporal scale. The agriculture in sub-Saharan Africa be-
ing mainly rain-fed, the population is vulnerable to such natural disaster. It can
also impact the food and water security, for example the drought of the Horn of
Africa in 2011 caused famine in several regions, and large population movement
(Sheffield et al., 2014). Hence, drought monitoring and early warning system are
important in this region. These applications need precipitation data, in general
one to ten day accumulation. One should avoid rainfall products that overesti-
mate the occurrence or the amount of rainfall events. The good representation of
the low intensity rainfall events is more important than the high ones. In terms of
criteria, this translates by:

– Low False Alarm Rate (FAR, no overestimation of occurrence).

– Low or dry frequency bias (no overestimation of occurrence).

– Dry bias preferred (no overestimation of amount).

– Low or negative ME (no overestimation of amount).

– Distribution representating well the low precipitation values (representation
of low rainfall events).

• Agriculture/Crop modelling: In sub-Saharan Africa, agriculture is mainly rain-
fed, making the population highly vulnerable to rainfall variability. Rainfall in-
formation is therefore valuable for farmers, and an important input for crop mod-
elling. Rainfall data are also used to derive rainfall indices for crop insurance. Such
insurance helps the smallholder farmer to be more climate-resilient. For these
types of applications, the chosen rainfall product should correctly represent the
precipitation distribution over time and estimate accurately the amount per event.
The good representation of dry spells is also important since they are influencing
the vegetation growth. The most important criteria for these types of application
are:

– Low RMSE and MAE (accurate amount at pentadal and dekadal scale).

– High coefficient of determination R2 or correlation coefficient

– Good representation of dry spell occurrence.

This application is probably the most demanding in terms of accuracy and rainfall
distribution.

• Flood monitoring/Extreme events: Sub-Saharan Africa is also vulnerable to floods.
The number of deaths and economic losses due to floods have increased in the
last decades (Thiemig et al., 2011). The fast urbanization have increased the pop-
ulation vulnerability to such natural disasters. In this context, flood monitoring
and early warning system are needed to reduce the human and economic losses
(Thiemig et al., 2011). Good estimation of flood events relies on precipitation data
representing well the high intensity rainfalls. For such applications, rainfall prod-
ucts underestimating the occurrence and amount should be avoided. In terms of
criteria, this translates by:
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– High POD (no underestimation of occurrence).

– Low or wet frequency bias (no underestimation of occurrence).

– Wet bias preferred (no underestimation of amount).

– Low or positive ME (no underestimation of amount).

– Distribution representing well the high precipitation values (representation
of intense rainfall events).

• Hydrological modelling/Reservoir management: Hydrological modelling is used
for many applications linked to water management, such as reservoir manage-
ment. Decisions made based on the results of such models can have an impact on
the population, the economy or the environment (Thiemig et al., 2013). Precipita-
tion data is one of the main input data, and so it can influence the accuracy of the
output. The temporal resolution needed depends on the exact application, and
can range from sub-daily to monthly. In general, a good estimation of both the oc-
currence and the amount of rainfall is needed. Bias correction as a pre-processing
step can improve the model results. This is especially true when using a real-time
products that have in general large bias. The results are also influenced by the
model parameters. These parameters can be specifically calibrated for the chosen
rainfall product, in order to improve the result’s accuracy.

• General / Climatology: Climatological applications needs long data records in or-
der to study the trends and variations. However, most of the current studies are
focused on a small number of years. Studies over longer time period would be
interesting. For these types of applications, rainfall products need consistent per-
formance in time. This can be an issue. Gauge-only products have long time cov-
erage, but their performance varies with the gauge density. Similarly, more obser-
vations are available for reanalysis in more recent years, improving their perfor-
mance. The sensors and sometimes the algorithms used for satellite-based prod-
ucts change in time, making them less consistent. The rainfall products should
cover a long time period, and be able to represent the yearly and seasonal variabil-
ity. Thus, the important criteria to look at are:

– High correlation or coefficient of determination (good representation of the
trend, little dispersion).

– High NS efficiency (good fit, low relative residual variance).

– Low RMSE (good fit, general low misfit).

• Mountainous areas: Complex orography is a well-known difficulty for rainfall prod-
ucts (see section 2.52.5.1). Their accuracy is lower than over flatter areas, and they
tend to underestimate. However, some products have been shown to perform rel-
atively better, while some others are more inadequate for mountainous areas.

• Diurnal cycle: Most of the well-known rainfall products are available at a sub-
daily scale. However, very few comparison and validation studies considered this
scale. Diurnal cycle represents large precipitation variation within a day. They are
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specifically studied by Pfeifroth et al. (2016) over the two sites of Niamey (Niger)
and Ouémé (Benin). The diurnal cycle varies within the rainy season, but also from
year to year. It can be characterized by the number of rainy peaks, their timing and
their size.

The recommendations given in Table 2.8 focused on the satellite-based products be-
cause more literature was available for them. The most used of them are described in
more details in the appendix B. The reanalyses and gauge-only products also have some
strengths.

The main advantage of the gauge-only products is their long record period that go
back to 1901 (while the satellite-based products do not start before 1979). However, the
quality of the products varies in time with the gauge network density, which is particu-
larly sparse in some African regions. The product using the highest number of records is
GPCC-FDR, and it has to be noted however that this number varies a lot in time (Becker
et al., 2013). A drawback of some gauge-only products (GPCC-FDR, CRU-TS and UDEL)
is their irregular update, making them unavailable for recent years studies. CRU-TS and
UDEL also include other variables, such as the temperature, in a consistent format. Hav-
ing a consistent dataset for both precipitation and temperature can be an advantage for
some applications that need these two measurements.

The reanalysis have a higher temporal resolution than the gauge-only products, but
also cover a shorter time period. They include many atmospheric variables. This can
be useful for climatological applications that do not focus exclusively on precipitation,
for example. They can also be used to understand better the mechanisms producing
rainfall.

2.6. CONCLUSION
In this paper, we have reviewed the most used rainfall products and their relative perfor-
mances. The choice of a product will depend on the intended application. However, dif-
ferent use cases have different requirements, that can guide us toward the “best choice”.
Users also have to consider some factors influencing the accuracy of the products and so
the results of their applications. These factors include the gauge density, the orography
and the rainfall regime.

Various methods have been developed to derive rainfall from different types of data.
Some of the most recent products build upon older ones. The algorithm of the NASA’s
newest rainfall product, IMERG, is based on the methods of previously existing prod-
ucts: (i) TMPA for the inter-calibration and merging of the PMW estimates and for the
bias-adjustment, (ii) PERSIANN-CCS28 for the PMW-calibrated IR estimates, and (iii)
CMORPH-Kalman Filter for the merging of PMW and IR estimates. Similarly, the recent
MSWEP product (first release in 2016 and version 2 in 2017), is not using a new algo-
rithm to derive rainfall estimates from measurements. Instead, it uses already existing
gauge-only, (non gauge-adjusted) satellite-based rainfall products, and reanalyses to de-
rive anomalies while a corrected version of CHPclim is used for the the long-term mean
precipitation.

28PERSIANN-Cloud Classification System
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It is important to understand the method behind a rainfall product in order to un-
derstand its strengths and its limitations, or, in other words, to know how robust it is and
to which extent one can trust it. The diagrams in appendix B are meant to facilitate such
understanding across products. When choosing one rainfall product among all the ex-
isting ones, one should not only look at validation studies but at the description of the
algorithm (Kummerow, 2017). Comparing fairly different products is difficult, the results
depend on the reference dataset, on the method and on resolution. Moreover, the con-
clusion of a study might not hold for another region or rainfall regime. The algorithm’s
description will give an idea of the robustness of a product and of its limits. Finally, we
agree with Kummerow’s plea to only build new rainfall products with a clear use case in
mind; one that has not yet been catered to by existing products (Kummerow, 2017).



APPENDIX

2.A. SATELLITE-BASED PRODUCTS - DESCRIPTION AND PERFOR-
MANCE

2.A.1. CLIMATE ANOMALY MONITORING SYSTEM - OUTGOING LONGWAVE

RADIATION PRECIPITATION INDEX (CAMS-OPI)
DESCRIPTION

The CAMS-OPI product provides monthly mean and anomaly precipitation on a 2.5◦×
2.5◦ grid resolution from 1979 up to present. This product has two types of inputs: 1)
monthly rain-gauge totals from the Climate Anomaly Data Base (CADB) (initially rain
gauges from CAMS were used), and 2) satellite-based estimates derived from Outgoing
Longwave Radiation (OLR) observations from NOAA polar-orbiting satellites. These two
inputs are merged, such that over the oceans the final estimates are the same as the
satellite-based estimates and that over the lands the final estimates take the values of
the gauges-based estimates where available, everywhere else the gauge and the satellite
estimates are blended. Figure 2.A.1 represents a flowchart of CAMS-OPI’s algorithm. A
more detailed description of the CAMS-OPI product and a comparison with GPCP and
CMAP is given in Janowiak and Xie (1999).

CAMS-OPI has the advantage of being a near real-time product, so it is useful for real-
time precipitation monitoring. However for other purposes, it is advised to use other
monthly global precipitation products such as GPCP or CMAP. They are not real time
products, but they include more observations and use a better quality control for the
rain-gauges data.

2.A.2. GLOBAL PRECIPITATION CLIMATOLOGY PROJECT (GPCP) - SATEL-
LITE AND GAUGE (SG)

DESCRIPTION

GPCP-SG gives global monthly precipitation estimates, and associated error estimates,
on a 2.5◦ × 2.5◦ lat/lon grid from 1979 to a delayed present. Precipitation estimates
from different sources of observations are merged to create the GPCP-SG final estimates.
GPCP-SG is based on: 1) PMW information from SSMI and SSMIS, 2) IR data from geo-
stationary and polar-orbiting satellites, 3) rain-gauges data from GPCC, 4) sounding data
from the Television and Infrared Observation Satellite Program (TIROS) Operational Ver-
tical Sounder (TOVS) and the Atmospheric Infrared Sounder (AIRS), and 5) OLR Precip-
itation Index (OPI) from NOAA. Some of these input data are not available for the entire
period: there are no geo-IR estimates before December 1987 and no PMW estimates
from SSMI before December 1985. The algorithm is different before and after these
dates, in order to adapt to the data availability. This product is thus not consistent in

37
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gridded gauge
estimates1

CADB (CAMS

before 1982)

OPI estimates2

OLR (leo-NOAA)

CMAP
(mean annual cycle)

Merging

• over ocean: analysis = OPI estimates

• over land: analysis = gauge-only estimates if available,
blended gauge+OPI estimates (Reynolds, 1988)

final product
(2.5◦ × 2.5◦ monthly)

Notes
1Gridding method: modified spherical version of Shepard (1968)
2OPI algorithm: Xie and Arkin (1998)

Figure 2.A.1: CAMS-OPI algorithm.

time. The algorithm is shown in Fig. 2.A.2 for the period 1987-present, in Fig. 2.A.3 for
1986-1987, and in Fig. 2.A.4 for 1979-1985.

The merging method as well as more details about the dataset are given in Adler et al.
(2003) for version 2, Huffman et al. (2009) for version 2.1, and Huffman and Bolvin (2013)
for version 2.2. A newer version (2.3) recently became available and its differences with
the previous version 2.2 are described in Adler et al. (2018). The intermediate estimates
and their associate errors are also available; there is a total of twenty-seven datasets as-
sociated to this product (e.g, long term monthly means from 1981 to 2010).

2.A.3. CPC MERGED ANALYSIS OF PRECIPITATION (CMAP)
DESCRIPTION

The CMAP product gives pentadal (five days) and monthly global precipitation estimates
from 1979 to near present on a 2.5◦ × 2.5◦ lat/lon grid. The estimates are obtained by
merging observations from rain-gauges with five different satellite-derived precipita-
tion estimates. The "enhanced" version of CMAP uses the precipitation estimate from
NCEP/NCAR reanalysis (R1) as an additional input data. Its resolution and coverage
(both spatial and temporal) are otherwise the same as for the original CMAP dataset.
The satellite and reanalysis estimates are compared to the gauge analysis and weighted
accordingly. In this way, the reanalysis is filling the gaps in the satellite coverage. The
amount and the type of data used for the estimation vary in space and time which can
be an inconvenient since the quality of the estimates depends on them. A flowchart de-
scribing CMAP’s algorithm is given in Fig. 2.A.5. The CMAP product is described in Xie
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GPI estimates1

geo-IR2 (gaps
filled with leo-IR3)

SSMI(SSMIS)
emission estimates4

SSMI(SSMIS)
scattering estimates5

TOVS(AIRS)
estimates6

SSMI(SSMIS) Merging
(scattering over land, emission over

ocean and weighted transition)

SSMI(SSMIS)
composite estimates

SSMI-TOVS Merging

• SSMI, between 40◦N-40◦S

• averaged SSMI-TOVS, transition from 40◦

• adjusted TOVS, further

merged MicroWave es-
timates (merged-MW)

3hr matching
microwave/IR

calibration

(monthly) adjust-
ment coefficient

Adjusted GPI (AGPI) Calibration

leo-AGPI

Merging

• AGPI (where available) and combined7 leo-
GPI/merged-MW (otherwise), between 40◦N-
40◦S
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Figure 2.A.2: GPCP-SG algorithm for the period 1987-present.
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Figure 2.A.3: GPCP-SG algorithm for the period 1986-1987.
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4weighted average, the weight being the inverse estimated error variance

Figure 2.A.4: GPCP-SG algorithm for the period 1979-1985.

and Arkin (1997) and Xie and Arkin (1996).

PERFORMANCE

CMAP’s performance seems consistent across different regions. It showed similar good
results (i.e. low bias and RMSE and, high NS efficiency and correlation coefficient) in es-
timating rainfall amount at monthly time scale over Ethiopia (Dinku et al., 2007, 2011b)
and over the Sahel (Ali et al., 2005). Its bias remained low despite its tendency to un-
derestimate high rainfall values (the same was observed for the other monthly products
compared in these studies). Over the Sahel, Ali et al. (2005) noticed an overestimation
of low rainfall which lead to an underestimation of the low rainfall frequency and an
overestimation of the medium events frequency. According to Okoro et al. (2014), CMAP
represented well the interannual and spatial variability over the Niger Delta. This result
was confirmed over the sahelian region by Ali et al. (2005), who also showed that CMAP
had better performance in the core of the rainy season than at its edges.

2.A.4. GLOBAL PRECIPITATION CLIMATOLOGY PROJECT (GPCP)-1DD
DESCRIPTION

GPCP produces a global daily product on a 1.0◦×1.0◦ lat/lon grid (GPCP-1DD) that cov-
ers the period from October 1996 to a delayed present. The GPCP-1DD product is con-
sistent with GPCP-SG in the way that it approximately sums to the monthly estimates
of GPCP-SG. GPCP-1DD is mainly based on IR data, it also used PMW data, sounding
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Figure 2.A.5: CMAP algorithm.

data from TOVS and AIRS and GPCP-SG. The 3-hourly infrared brightness temperatures
from geo-satellite are compared to a threshold defined from SSMI-based precipitation
frequency, and then the "cold" pixels are given a precipitation rate (the conditional rain
rate are set locally by month from the GPCP-SG monthly product). Leo-satellite GPI es-
timates are adjusted to GPCP-SG and used to fill the gap when and where the above
mentioned geo-IR estimates are missing. The resulting estimates (TMPI) are used be-
tween 40◦N-40◦S. Outside these latitudes, daily TOVS and AIRS precipitation estimates
are used. They are rescaled such that TOVS/AIRS-based estimates are matching the ones
from TMPI at the boundaries, and that they sum locally to the monthly value of GPCP-
SG. The flowchart in Fig. 2.A.6 represents the algorithm of GPCP-1DD. The method and
the data used to derive GPCP-1DD product are described in Huffman et al. (2001) and
Adler et al. (2017).

PERFORMANCE

Over the Sahel, GPCP-1DD performed relatively well, despite a small overestimation al-
most everywhere. It performed better than TMPA3B42 over Burkina Faso and the West
coast, but worse than regional products like EPSAT-SG, RFE2 or TARCAT. It tended to
underestimate weaker rainfall events and overestimate large one (Jobard et al., 2011).
Gosset et al. (2013) evaluated GPCP-1DD alongside seven other rainfall products over
the two sites of Niamey (Niger) and Ouémé (Benin). They showed that GPCP-1DD had
a very low bias over both sites (especially in Benin), but different behaviors. Its per-
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Figure 2.A.6: GPCP-1DD algorithm.

formance was better over Benin where it represented well the intensity distribution de-
spite a relatively high FAR. Over Niger, its behavior was closer to its behavior over the
Sahel, with an underestimation of low rainfall values and an overestimation of high rain-
fall values. Its tendency to underestimate rainfall frequency and overestimate rainfall
amounts (similar to TMPA3B43v6) could be due to the adjustment of daily estimates to
the monthly GPCP-SG product. This adjustment method only modifies the precipita-
tion amounts: rainfall amounts are increased during the rainy days to compensate for
the underestimation of rainy days occurrence (Gosset et al., 2013). Over West Africa, the
performance of GPCP-1DD seemed to be different over the coastal regions (like Benin)
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and the ones more north (the Sahel, Niger).
In East Africa, GPCP-1DD has been evaluated over Ethiopia by Dinku et al. (2007) and

over Uganda by Maidment et al. (2013). Over Ethiopia, GPCP-1DD had a limited perfor-
mance and was outperformed by TMPA3B42 and CMORPH. It overestimated rainfall at
all ranges. However, it performed better over Uganda with a low bias and good correla-
tion to the gauges data. GPCP-1DD has been known to miss warm orographic rain (for
instance over India in Joshi et al. (2012)), this could explain the difference of performance
since Ethiopia has a complex topography compared to Uganda. The underestimation of
orographic precipitation could be due to the fact that GPCP-1DD is mainly based on IR
data (PMW and gauge data are not used directly).

2.A.5. CPC MORPHING TECHNIQUE (CMORPH)
DESCRIPTION

CMORPH is a high resolution global precipitation product. It takes advantage of the
higher temporal resolution of the IR data and the higher accuracy of the PMW precip-
itation estimates. Low-earth-orbit satellite PMW observations are used to estimate the
precipitation fields, which are then propagated by motion vectors derived from geosta-
tionary satellite IR data. Half-hourly global precipitation estimates are computed on a
0.07277◦(≈ 8km) lat/lon grid, and are also available as 3-hourly or as daily estimates on
a 0.25◦ lat/lon grid about 18 hours after real-time. The (half-hourly) 8km estimates are
obtained by interpolation since the satellite-derived estimates have a coarser resolution
(around 12 or 15 km).

CMORPH exists in two versions. The original one, CMORPHv0.x, covers the period
from December 2002 to present. However, the algorithm and the version of the inputs
have evolved in time. That is why the CMORPH product has been reprocessed and ex-
tended to January 1998, using a fixed algorithm and the same versions for the input data.
The reprocessed CMORPH is called CMORPHv1.0. CMORPHv1.0 includes a satellite-
only product (CMORPH-RAW, similar to CMORPHv0.x), a bias-corrected (CMORPH-CRT)
and a gauge-satellite blended (CMORPH-BLD) products. A flowchart representing the
algorithm of CMORPH-RAW and CMORPH-CRT are shown in Figures 2.A.7 and 2.A.8.
For more information about the CMORPH products, see Joyce et al. (2004) for version
v0.x and Xie et al. (2017) for version 1.0. Among the articles cited below only Cattani
et al. (2016) and Pfeifroth et al. (2016) used CMORPHv1.0 (CRT and RAW respectively).

PERFORMANCE

CMORPH had poor performance over the Sahel despite a good discrimination of the
rain and no-rain events (Pierre et al., 2011; Novella and Thiaw, 2010). It strongly over-
estimated rainfall amounts, especially the high rainfall values (Jobard et al., 2011; Pierre
et al., 2011; Dinku et al., 2015). Over the two sites of Niamey (Niger) and Ouémé (Benin),
CMORPH also overestimated, but showed a good correlation with the gauges data (Gos-
set et al., 2013) and represented well the diurnal cycle (Pfeifroth et al., 2016). Thus,
CMORPH seemed to have different performances over different parts of West Africa, but
overestimated rainfall amount on the whole region.

On the other hand, CMORPH performed very well over Ethiopia (Dinku et al., 2007;
Romilly and Gebremichael, 2011). It tended to underestimate rainfall amount, but had
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a good detection of rainfall occurrence (Dinku et al., 2015, 2008a, 2011b; Bitew and Ge-
bremichael, 2010). The performance of CMORPH over East Africa varies depending on
the regions (Cattani et al., 2016). It has been shown to have good performance over
Ethiopia and Zimbabwe by Dinku et al. (2008a) and over Uganda by Asadullah et al.
(2008). CMORPH tended to underestimate orographic rain (Thiemig et al., 2012; Dinku
et al., 2011a; Cattani et al., 2016; Haile et al., 2013); however, its performance remained
good over mountainous areas, especially compared to other products.
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1generated using the Goddard Profiling Algorithm (GPROF v2004,Kummerow et al. (2001))
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6from GOES, GMS, MTSat and Meteosat
7from the CPC (NCEP/NWS/NOAA) Merged 4km Global IR Dataset (Janowiak et al., 2001)
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Figure 2.A.7: CMORPH-RAW algorithm.

2.A.6. TROPICAL RAINFALL MEASURING MISSION ( TRMM) MULTI-SATELLITE

PRECIPITATION ANALYSIS ( TMPA)
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Figure 2.A.8: CMORPH-CRT algorithm.
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DESCRIPTION

TRMM is a joint mission between the National Aeronautics and Space Administration
(NASA) and the Japan Aerospace Exploration Agency (JAXA) to study rainfall for weather
and climate research. The TRMM satellite, launched in November 1997, is equipped
with different types of instruments: Precipitation Radar (PR), TRMM Microwave Im-
ager (TMI), Visible and Infrared Scanner (VIRS), Clouds and Earth Radiant Energy Sys-
tem (CERES) and Lightning Imaging Sensor (LSI). Several products are derived from the
TRMM data including quasi-global (50◦N - 50S◦) precipitation estimates: the TRMM
Multi-satellite Precipitation Analysis (TMPA) products. They cover the period from 1998
to near-present on a 0.25◦×0.25◦ lat/lon grid at 3-hourly (TMPA3B42), daily (TMPA3B42
derived) and monthly (TMPA3B43) temporal resolution.

The inputs used to derive these products are: 1) PMW data from different low earth
orbit (LEO) satellites (including TMI on TRMM), 2) IR data from the international con-
stellation of geosynchronous earth orbit (GEO) satellites, 3) TRMM Combined Instru-
ment (TCI, TRMM2B31) based on TMI and TRMM PR (for calibration), and 4) GPCC
monthly rainfall estimates. The algorithm for TMPA3B42 (and TMPA3B43) is shown in
Fig. 2.A.9. More details about the input datasets and the algorithm can be found in Huff-
man et al. (2007) for version 6 and in Huffman and Bolvin (2018) for version 7. A real
time version of TMPA3B42 (TMPA3B42-RT) is also available, it is based on calibration by
the TMI precipitation product instead of TCI and does not incorporate gauge data.

PERFORMANCE

Overall, TMPA3B42 product performed well over different parts of Africa (Sahel, Benin,
Niger, Ethiopia, Uganda, Zimbabwe). Over the Sahel, the version 6 underestimated the
number of rainy days and the high rainfall values (Jobard et al., 2011; Pierre et al., 2011).
Its performance was lower over the West coast and Burkina Faso (Jobard et al., 2011). This
lower performance over Burkina Faso has also been noticed for version 7 by Dembélé
and Zwart (2016). These two studies showed that both versions of TMPA underestimated
high rainfall value, while Dinku et al. (2015) found that version 7 overestimated high
rainfall rates over the Sahel. Over Benin and Niger, the version 6 underestimated the
number of rainy days as over the Sahel but overestimated the high rain rates (Gosset
et al., 2013; Roca et al., 2010). Pfeifroth et al. (2016)) showed that TMPA version 7 was
able to reproduce the diurnal cycle and its variability, for two sites in Benin and Niger.
However, if the size of the peaks were very close to the gauge data, they were delayed
up to two hours. The two versions were quickly compared in Gosset et al. (2013), and
version 7 showed a general improvement (depending on the statistics).

Over Ethiopia, TMPA had more difficulties and was often outperformed by CMORPH
(Dinku et al., 2007, 2015, 2008a, 2011b), particularly over the lake Tana. This can be due
to the fact that no gauges were available near this lake for the bias adjustment (Worqlul
et al., 2014; Haile et al., 2013). However, both versions showed satisfactory results over
other regions of East Africa such as Uganda (Asadullah et al., 2008; Diem et al., 2014),
lake Victoria (Haile et al., 2013) or Zimbabwe (Dinku et al., 2008a). Cattani et al. (2016)
compared TMPA with other rainfall products over the entire East Africa. TMPA had over-
all the best performance over the entire region (but it was not independent from the
reference data in this study). The performance of TMPA was lower over complex orogra-
phy where it tended to underestimate rainfall amount (Thiemig et al., 2012; Dinku et al.,
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Figure 2.A.9: TMPA algorithm.
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2011a; Diem et al., 2014). This could explain why it performed less well over Ethiopia
which has a complex orography.

INTEGRATED MULTI-SATELLITE RETRIEVALS FOR GPM (IMERG)
The TRMM satellite stopped collecting data in 2015. The TMPA products will continue
until 2018, with some modification in the algorithm due to the data being no longer
available. The Global Precipitation Measurement (GPM) mission is build upon and will
replace the TRMM mission. The GPM Core Observatory satellite was launched in Febru-
ary 2017 and the new product, the Integrated Multi-satellitE Retrievals for GPM (IMERG),
which is based on the GPM satellite constellation will supersede TMPA (starting in 2019).

The IMERG product gives half-hourly quasi-global (60◦N - 60S◦S) precipitation esti-
mates on a 0.1◦×0.1◦ lat/lon grid. It covers the period from March 2014 to the present
with a latency of respectively 4 hours, 12 hours and 2.5 months after the end of the month
for the Early, Late and Final runs. The inputs are similar to the ones use for TMPA: 1)
PMW data from different low earth orbit (LEO) satellites (including TMI and GMI on
TRMM and GPM), 2) IR data from the international constellation of geosynchronous
earth orbit (GEO) satellites, 3) GPM Combined Instrument (GCI, 2B-CMB) based on
GMI and GPM Dual Precipitation Radar (DPR) (for calibration), and 4) GPCC monthly
product. In addition, IMERG uses the monthly GPCP-SG product to calibrate the PMW-
based rainfall estimates. IMERG’s algorithm (shown in Fig. 2.A.10) differs from TMPA
algorithm. It uses a similar inter-calibration and merging method for the PMW esti-
mates, and the same bias-adjustment and satellite-gauge combination as TMPA. But,
the MW-calibrated IR estimates are derived by the PERSIANN-CCS algorithm, and they
are combined to the merge-MW estimates using CMORPH-Kalman Filter (CMORPH-KF)
method. More details about the input datasets and a description of the algorithm can be
found in Huffman et al. (2018).

IMERG being a recent product, only few studies have evaluated its performance over
Africa. It has been compared to its predecessor TMPA by Dezfuli et al. (2017a) over two
regions having different rainy season characteristics, one in West Africa and one in East
Africa. They showed that IMERG was closer to the gauge data than TMPA, especially for
the extreme events. In a follow-up article, Dezfuli et al. (2017b) compared IMERG and
TMPA with three rain-gauges at three locations having different rainfall characteristics.
They showed that the performance of both products depended on the season, the region
and the evaluation statistics. Both TMPA and IMERG performed better in East Africa
and South West Africa than in South Sahel. This can be expected since the latter has a
more arid climate and arid areas are known to be challenging for satellite-based rainfall
products. The diurnal cycle was better represented by IMERG, probably because of its
higher resolution. However, TMPA represented better the annual cycle for two out of the
three rain-gauges.

2.A.7. PRECIPITATION ESTIMATION FROM REMOTE SENSING INFORMATION

USING ARTIFICIAL NEURAL NETWORK (PERSIANN)
DESCRIPTION

The PERSIANN product was developed in 1997 at the University of Arizona, Tucson.
Quasi-global (60◦N-60◦S) up to hourly precipitation estimates at 0.25◦ lat/lon resolution
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Figure 2.A.10: IMERG algorithm.

are available from 2000 to present with two days latency.

PERSIANN is based on an artificial neural network which is applied to IR data from
geostationary satellites (CPC/NCEP Merged 4km IR Tb dataset) to obtain intermediate
precipitation product at 4km resolution every 30 minutes. The intermediate product
is then aggregated to form the final precipitation product. The neural network can be
trained with different types of data, such as satellite measurements, gauges, ground-
based radar data and ground-surface topographic information. For the operational prod-
uct, the neural network is trained and updated with PMW data only. The algorithm for
the operational product is shown in Fig. 2.A.11.
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Figure 2.A.11: PERSIANN algorithm.

PERSIANN - Cloud Classification System (PERSIANN-CCS) , another PERSIANN prod-
uct with higher spatial and temporal resolution, was developed at the Center for Hy-
drometeorology and Remote Sensing (CHRS) at the University of California, Irvine. The
method is similar to that of PERSIANN, the main difference being the introduction of
a Cloud Classification System (CCS). In PERSIANN, the fitting of infrared cloud images
to rain rate is done pixel-to-pixel while PERSIANN-CCS uses cloud-patch regions. The
cloud-patch features are categorized and the fitting of infrared images to rain rate is
unique for each cloud-patch group. The parameters defining the fitting are calibrated
through a neural network (Hong et al., 2004). Contrary to PERSIANN, the neural net-
work is not updated but was initially trained with PMW data. The resulting quasi-global
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(60◦N-60◦S) rain estimates are given on a 0.04◦ lat/lon grid every hour, and are covering
the period from January 2003 to present.

PERSIANN-Climate Data Record (PERSIANN-CDR) product has been developed for
climate and variability studies. It covers a longer period, from 1983 to a delayed present(2015),
and is available as daily estimates at 0.25◦ resolution. PERSIANN-CDR is based on the
same algorithm as PERSIANN. The two main differences are that 1) the neural network
in PERSIANN-CDR is not updated, and 2) PERSIANN-CDR uses a different IR-dataset,
namely GridSat-B1. Moreover, PERSIANN-CDR is bias-adjusted with the monthly GPCP.v2.2
product. More detailed descriptions of this product can be found in Ashouri et al. (2015)
and Hsu et al. (2014).

The evolution of PERSIANN products from 2000 to 2009 is described in Hsu and
Sorooshian (2008).

PERFORMANCE

PERSIANN tended to overestimate rainfall, especially high rainfall values, except over
mountainous areas where it tended to underestimate.

Over the Sahel, PERSIANN performed well in detecting rainfall occurrence (i.e. high
POD), but also tended to estimate rain when there was no rain event (i.e. high FAR) (Jo-
bard et al. (2011), and Dembélé and Zwart (2016) over Burkina Faso). It had a strong wet
bias and showed overall poor performance over the region (Jobard et al., 2011; Novella
and Thiaw, 2010; Dembélé and Zwart, 2016). This high bias was also observed in Niger
and to a lesser extend in Benin , however PERSIANN had a better correlation over Niger
than Benin (Gosset et al., 2013). PERSIANN was able to reproduce the diurnal cycle with
reasonably timing (e.g. the peak in Ouémé, Benin, was delayed by around 2h) according
to Pfeifroth et al. (2016).

Dinku et al. (2008a) found that PERSIANN had a large overestimation, and gener-
ally poor performance over Ethiopia. However, Hirpa et al. (2010) and Romilly and Ge-
bremichael (2011) studied the performance of PERSIANN at the scale of river basins (lo-
cated in Ethiopia) and found that PERSIANN substantially underestimated rainfall at
high elevation while it performed reasonably well at low elevation. PERSIANN, unlike
TMPA3B42RT and CMORPH, did not show an elevation-dependent trend, which lead to
this severe underestimation at high elevation (Hirpa et al., 2010). These results were con-
sistent with other studies over other mountainous area such as the Tibetan plateau (Gao
and Liu, 2013) or Chile (Zambrano-Bigiarini et al., 2017). This trend was also present over
Uganda where PERSIANN overestimated at low elevation and underestimated at high
one according to Asadullah et al. (2008). The poor performance of PERSIANN and its
underestimation at high elevation were also confirmed over East Africa by Cattani et al.
(2016) and over four African river basin by Thiemig et al. (2012). This underestimation at
high elevation could be explained by the fact that PERSIANN is based on IR data and that
orographic precipitation is a warm-cloud process. It has been suggested by Hirpa et al.
(2010) and Thiemig et al. (2012) that the underestimation could come from the poor de-
tection of light rain or underestimation of total precipitation at high elevation linked to
the thermal IR threshold used to discriminate between raining and non-raining clouds.
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PERSIANN-CCS showed a similar trend in underestimating light and moderate rain-
fall at high elevation and overestimating rainfall, especially heavy events, at low latitude
(Bitew and Gebremichael, 2010; Hong et al., 2007).

2.A.8. RAINFALL ESTIMATE VERSION 2 (RFE2)
DESCRIPTION

RFE2 is the second version of the Rainfall Estimate (RFE) product. It was implemented
in 2001 based on the method of Xie and Arkin (1996), and replaced the previous ver-
sion (RFE 1.0, Herman et al., 1997) operational from 1995 to 2000. RFE2 produces daily
rainfall estimates on a 0.1◦×0.1◦ lat/lon grid for Africa (20◦W-55◦E and 40◦S-40◦N) from
January 2001 to present. RFE2 computes rainfall estimates based on four operational
sources of data: 1) daily GTS rain gauge data, 2) the Geostationary Operational Environ-
mental Satellite (GOES) precipitation index (GPI) calculated from cloud-top IR temper-
atures on a half-hourly basis, 3) Special Sensor Microwave Imager (SSM/I)-based rain-
fall estimates , and 4) Advanced Microwave Sounding Unit (AMSU)-based rainfall esti-
mates. The last two inputs are new in RFE2). The thermal IR (input 2) and the pas-
sive microwaves (inputs 3 and 4) are compared to the gauge data (input 1), then linearly
combined through the maximum likelihood method and finally merged with gauge data
(input 1). This process is illustrated in Fig. 2.A.12, representing RFE2 algorithm. More
information is given in NOAA, CPC (2001) technical report.

PERFORMANCE

The performance of RFE2 varied from region to region, but it overall tended to underes-
timate (i.e. dry bias).

Over the Sahel, RFE2 had good skill at separating rain and no-rain events and showed
good performance at estimating dekadal rainfall amount, despite its tendency to under-
estimate (Jobard et al., 2011; Pierre et al., 2011; Novella and Thiaw, 2010; Dembélé and
Zwart, 2016). Gosset et al. (2013) showed that RFE2 also underestimated rainfall amount
over Benin and Niger by overestimating occurrence of low rainfall events and underesti-
mating the high ones. Thiemig et al. (2012) found that, despite a small underestimation,
RFE2 performed well over the Volta basin in Ghana. Thus, RFE2 appeared to perform
well over West Africa but presented a dry bias.

Over Ethiopia, RFE2 has been reported as having poor performance, at both daily
and dekadal time scale, with severe underestimation (Dinku et al., 2007, 2015, 2008a,
2011b). However, RFE2 still performed reasonably well at detecting rainfall occurrence
(Dinku et al., 2008a, 2011b). Its performance over Uganda seemed also limited (includ-
ing a dry bias), especially during boreal summer rainfall, even if it showed some skill in
reproducing spatial patterns (Maidment et al., 2013; Asadullah et al., 2008; Diem et al.,
2014). Over East Africa, RFE2 was outperformed by CMORPH and TMPA3B42, but out-
performed GSMaP and PERSIANN (Cattani et al., 2016). RFE2 showed good performance
with a good detection of rainfall occurrence over Zimbabwe (Dinku et al., 2008a), and
very poor one over the desert locust recession region, especially over the Sahara (as the
other products studied over this region by Dinku et al. (2010)).

A problem of RFE2 product is its underestimation of orographic precipitation (which
explains its poor performance over Ethiopian highland) noticed by Cattani et al. (2016),
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Figure 2.A.12: RFE2 algorithm.

Thiemig et al. (2012), Dinku et al. (2011a), Dinku et al. (2011b) and Diem et al. (2014).
This version of RFE (2.0), unlike the first version (RFE 1.0), does not include orographic
effects. The algorithm uses a fixed temperature threshold, and thus has difficulty to cap-
ture warm-cloud precipitation, due to orographic effect for instance.

2.A.9. AFRICA RAINFALL CLIMATOLOGY VERSION 2 (ARC2)
DESCRIPTION

RFE2 temporal coverage is too short for climate studies. Thus, another rainfall product
based on the same algorithm was developed for climatology in 2004: the Africa Rainfall
Climatology (ARC) product. ARC uses only two of the four inputs of RFE2: the gauges
and the IR data because of their availability and consistency over time. However, large
bias are present in ARC (due to inconsistencies in the original reprocessing) and a longer
temporal coverage were needed for climatology. In 2012, the version 2 of ARC (ARC2) was
developed, and the production of ARC stopped. The main difference with ARC is that the
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time period extended back to 1983, and the re-calibration of the IR data between 1983
and 2005.

The inputs used in ARC2 are the quality-controlled GTS gauge observations and the
3-hourly geostationary IR data (instead of half-hourly for RFE2). The algorithm is the
same as for RFE2. ARC2 estimates rainfall daily (from 0600 GMT through 0600 GMT) on
the same grid than RFE2, i.e. 0.1◦× 0.1◦ lat/lon grid from 20◦W to 55◦E and from 40◦S
to 40◦N. It covers the time period from 1983 to present and is updated on a daily basis.
ARC2 shows an improvement compared to ARC and is consistent with RFE2, GPCP and
CMAP (Novella and Thiaw, 2013). The ARC2 product is described in Novella and Thiaw
(2013), and a flowchart representing its algorithm is given in Fig. 2.A.13.

gridded1 gauge
estimates

(GTS)

GPI estimates2

(Meteosat IR)

Gauge-Satellite
Merging

Reynolds (1988)

final product
(0.1◦ × 0.1◦ daily)

Notes
1Gridding method of Shepard (1968)
2GPI algorithm: Arkin and Meisner (1987)

Figure 2.A.13: ARC2 algorithm.

PERFORMANCE

ARC2 has been created to fix some of the problems in the first version of ARC , such as
the large dry bias from 1998 to 2000 (that does not appear anymore in ARC2). ARC2 was
an improvement compared to ARC but still has some systematic errors such as a dry
bias during northern hemisphere summer as noticed in Novella and Thiaw (2013) and
Maidment et al. (2014).

According to Novella and Thiaw (2013), ARC2 had an overall good performance over
Africa, but with some variations depending on the regions. They found that ARC2 out-
performed TMPA3B42 and CMORPH at daily scale over the Sahel, but performed poorly
over Ethiopia and the Gulf of Guinea. Over Burkina Faso (which is part of the Sahel),
ARC2 was found to have only weak correlation with gauge data at daily scale, but to
performe well at dekadal time scale, by Dembélé and Zwart (2016). Diem et al. (2014)
showed that ARC2 overestimated the number of rainy day for six stations in West Uganda.



2

56 2. COMPARISON OF RAINFALL PRODUCTS OVER SUB-SAHARA AFRICA

It could estimate well seasonal totals in the northern part, but had difficulties over the
more mountainous South.

ARC presented the same region dependency: good performance over the Sahel (Novella
and Thiaw, 2010), and poor one over Ethiopia (Dinku et al., 2007). It was also noticed
that ARC2 was performing worse over mountainous terrain such as the Ethiopian high-
land (Novella and Thiaw, 2013) or South-West Uganda (Diem et al., 2014). This poor
result can be explained by the low amount of available gauge records (GTS data) in the
Ethiopian highland and the Gulf of Guinea and the inability of IR-based estimates to
capture warm-cloud precipitation over coastal and orographic regions (Maidment et al.,
2014; Dinku et al., 2007; Novella and Thiaw, 2013; Dinku et al., 2011a)).

ARC2 and RFE2 use similar algorithm, the main difference is that ARC2 uses less in-
put data. Thus, some similarities in their performances are visible, such as the regions
over which they perform well or poorly, or their difficulties over mountainous areas, for
example.

2.A.10. GLOBAL SATELLITE MAPPING OF PRECIPITATION (GSMAP)
DESCRIPTION

The GSMaP project produces several hourly quasi-global (60◦S-60◦N) precipitation prod-
ucts with different latencies going to zero hour for the real time product to three days for
the standard version. All these precipitation estimates are given hourly on a 0.1◦×0.1◦
lat/lon grid. The near-real-time version has a latency of 4 hours and goes from 2008 to
present while the standard version (with or without gauge-calibration) goes from 2000
to present. These products are based on PMW-data from TMI, AMSR(-E) and SSM/I, and
on IR-data from several geostationary satellites provided by CPC (GOES-8/10, METEOSAT-
7/5 and GMS).

The method developed by the GSMaP project has three main steps: 1) retrieval of
the rainfall measurements (from microwave imagers and microwave sounders); 2) com-
bination of microwave and infrared data (GSMaP-MKV ) ; and, if wanted, 3) the gauge
calibration (GSMaP-Gauge). The merging method is similar to the one of CMORPH de-
scribed in Joyce et al. (2004): the PMW estimates are propagated using IR-based advec-
tion vectors. Then, the estimates are refined to obtain the final estimate (GSMaP-MKV )
using the correlation between geo-IR measurements (cloud top height) and surface rain-
fall rate via a Kalman filter. A detailed description of the method can be found in Ushio
et al. (2009) and Aonashi et al. (2009).

A gauge-calibrated version (GSMaP-Gauge) of GSMaP exists. It is based on GSMaP-
MKV, and has the same temporal and spatial resolution. The GSMaP-MKV estimates
are adjusted, over land, with the global gauge analysis from CPC Unified. The gauge-
adjustment method is described in Mega et al. (2014). The algorithm used for both
GSMaP-Gauge and GSMaP-MKV is shown in Fig. 2.A.14.

PERFORMANCE

Over the Sahel, GSMaP has a dry bias, it especially underestimates high precipitation val-
ues (Jobard et al., 2011; Roca et al., 2010). Both Roca et al. (2010) and Gosset et al. (2013)
evaluated this product over Niamey (Niger) and Ouémé (Benin). According to Roca et al.
(2010), GSMaP underestimated high rainfall values, while Gosset et al. (2013) noticed an
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Figure 2.A.14: GSMaP algorithm.

overestimation of the high rates and an underestimation of the lower ones. This could
be due to the fact that they considered different time scales, and that the second study
took a longer period into account while the first only considered the rainy season 2006.
Moreover, Thiemig et al. (2012) also noticed the same behavior over the Volta basin, i.e.
underestimation of low rain rates and extreme overestimation of high ones. Over the
South of West Africa, TMPA seemed to perform better than GSMaP according to these
three studies. Gosset et al. (2013) found that, in general, regional products perform bet-
ter than global ones for this region.

Cattani et al. (2016) evaluated six rainfall products, including GSMaP, over East Africa.
They showed that GSMaP was able to reproduce the annual rainfall patterns of the differ-
ent climates. They found that CMORPHv1 was performing slightly better than GSMaP,
while they both use a similar morphing approach. This result can be partially explained
by the bias correction used in CMORPH and not in GSMaP. GSMaP was also underesti-
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mating orographic precipitation, more than CMORPH and RFE2.
As the other rainfall products tested over the desert locust recession regions by Dinku

et al. (2010), GSMaP had poor performance over these regions.

2.A.11. CLIMATE HAZARDS GROUP INFRARED PRECIPITATION (CHIRP) WITH

STATION DATA (CHIRPS)
DESCRIPTION

CHIRPS (version 2, since 2015) gives daily, pentadal and monthly quasi-global (50◦S-
50◦N) precipitation estimates from 1981 to near-present. The estimates are available
on a high resolution 0.05◦×0.05◦ lat/lon grid, or on a coarser 0.25◦×0.25◦ lat/lon grid.
It was created by the U.S. Geological Survey (USGS) Earth Resources Observation and
Science (EROS) Center and collaborators at the University of California, Santa Barbara
Climate Hazards Group. It was developed for drought early warning and environmental
monitoring to support FEWS-NET.

Different types of inputs are used in CHIRPS: 1) global 0.05◦×0.05◦ precipitation cli-
matologies from the Climate Hazards group Precipitation climatology, referred as CHP-
clim; 2) satellite-based precipitation estimates from the TMPA3B42 product; 3) thermal
infrared observations from geostationary satellites ; 4) gauge observations from pub-
lic dataset (GHCN monthly, GHCN daily, Global Summary of the Day (GSOD), GTS and
Southern African Science Service Centre for Climate Change and Adaptive Land Man-
agement (SASSCAL)) and several private archives (from national meteorological agen-
cies, for example); and 5) the atmospheric model rainfall fields from the NOAA Climate
Forecast System, version 2 (CFSv2) which is used to fill the gap in satellite coverage. Cold
Cloud Duration derived from the IR data (3) are calibrated against the TMPA3B42 prod-
uct (2) to obtain precipitation estimates. These estimates are converted to fraction of
normal precipitation, and multiplied to the precipitation climatology from CHPclim (1).
The model CFSv2 (5) is used when and where IR data are missing. The new estimates are
then bias-adjusted to gauges data (4).

The description of the method can be found in Funk et al. (2014, 2015a). The lat-
ter also validated and compared CHIRPS with other gridded products, namely GPCC,
TMPA3B42 v7 real-time, CFSv2, ECMWF reanalysis, and CPC Unified). The method is
also described by a flowchart in Fig. 2.A.15.

2.A.12. TROPICAL APPLICATIONS OF METEOROLOGY USING SATELLITE DATA

AND GROUND BASED OBSERVATIONS ( TAMSAT) AFRICAN RAIN-
FALL CLIMATOLOGY AND TIMESERIES ( TARCAT)

DESCRIPTION

The TAMSAT Research group, based at the Meteorology Department of the University of
Reading (UK) started in the mid-1980s. They produce different rainfall products updated
in near-real time as part of the TARCAT dataset. TARCAT was developed for drought
monitoring. Rainfall estimates, climatologies and anomalies are available at pentadal,
dekadal, monthly and seasonal time resolution on a 0.0375◦ × 0.0375◦ lat/lon grid (≈
4km) for Africa. In January 2014, a daily rainfall estimate product was released for the
same time period. The particularity of TARCAT is that it is only based on IR data. It does
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Figure 2.A.15: CHIRPS algorithm.
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not use any bias adjustment from gauge data, but this is compensated by regional and
monthly calibration parameters (derived from historical IR and gauges data).

The TARCAT product is based on Meteosat thermal infrared imagery provided by EU-
METSAT, and on historical gauges observations (from African National Meteorological
and Hydrological Centers, for the majority of them). Cold Cloud Duration (CCD) is de-
rived from the IR data, and are then used to estimate dekadal precipitation through lin-
ear regression. The temperature threshold used to compute the CCD and the regression
parameters are calibrated locally (Africa is divided into several smaller regions) using his-
torical IR and gauges data. The gauges data covers the period from 1983 to 2010 and are
only used for calibration. Thus, TARCAT product is not influenced by current changes
in gauges coverage. The daily rainfall are derived from the dekadal estimates and daily
CCD. The TARCAT algorithm is described in Tarnavsky et al. (2014) and Maidment et al.
(2014). A flowchart representing this algorithm is shown in Fig. 2.A.16.

A version 3 of TARCAT was release in January 2017 and has been described in Maid-
ment et al. (2017) and TAMSAT Group (2016). The algorithm is similar but the calibration
differs from version 2. Indeed, the calibration is not done on rectangular areas anymore
but on 1.0◦ grid boxes where the gauge density is sufficient, and then interpolated. The
temperature threshold is derived at daily scale and the calibration parameters at pen-
tadal scale, instead of dekadal scale in version 2. In version 3, a bias adjustment based
on CHPclim is applied on the calibration parameters. The version 3 being recent, no
studies evaluating it against other rainfall products have been found. Thus, below, we
are only looking at the performance of the previous version.

PERFORMANCE

TARCAT showed good performance over Sahel (Jobard et al., 2011; Novella and Thiaw,
2010; Dinku et al., 2015), Ethiopia (Dinku et al., 2007, 2015), Uganda (Maidment et al.,
2013; Asadullah et al., 2008), and East Africa (Cattani et al., 2016). TARCAT tended to un-
derestimate precipitation amount. This dry bias was large over Ethiopia, and relatively
low over Sahel. Dembélé and Zwart (2016) found contradictory result over Burkina Faso
(part of the Sahel). In their study, TARCAT showed low performance. The main prob-
lem of TARCAT, mentioned in most of the studies above, was that it missed high rainfall
value.

Dinku et al. (2007) showed that RFE2 also underestimated over Ethiopia. They at-
tributed the underestimation of these two products to the information content of IR data
in general, and to the warm orographic process in their case. However, this dry bias was
recognized later by Maidment et al. (2014) when evaluating the performance of TARCAT
over Africa, and was attributed to the calibration approach optimized for drought mon-
itoring. Low intensities rainfall events are more important than the high intensity ones
for drought monitoring.
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Figure 2.A.16: TARCAT algorithm.





ACRONYMS

AMMA African Monsoon Multi-disciplinary Analyses.

AMMA-MIP AMMA - Model Intercomparison Project.

ARC2 Africa Rainfall Climatology version 2.

BLD Blended.

CAMS-OPI Climate Anomaly Monitoring System - Outgoing longwave radiation Precip-
itation Index.

CDF Cumulative Density Function.

CFSR Climate Forecast System Reanalysis.

CFSv2 Climate Forecast System version 2.

CHIRPS Climate Hazards Group InfraRed Precipitation with Station data.

CHPclim Climate Hazards Group’s Precipitation Climatology.

CMAP CPC Merged Analysis of Precipitation.

CMORPH CPC Morphing technique.

CORDEX Coordinated Regional climate Downscaling Experiment.

CPC Climate Prediction Center.

CRT Corrected.

CRU-TS Climatic Research Unit - Time Series.

CSI Critical Success Index.

ENSEMBLES Ensembles-based Predictions of Climate Changes and Their Impacts.

EPSAT Estimation of Precipitation by SATellites.

ERA European Centre for Medium-Range Weather Forecasts(ECMWF) ReAnalysis.

ETS Equitable Threat Score.

FAR False Alarm Ratio.
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FB Frequency Bias.

GCM Global Circulation Model.

GPCC Global Precipitation Climatology Centre.

GPCC-clim GPCC Climatology.

GPCC-FDD GPCC - Full Data Daily.

GPCC-FDR GPCC - Full Data Reanalysis.

GPCP Global Precipitation Climatology project.

GPCP-SG GPCP - Satellite and Gauge.

GPM Global Precipitation Measurement.

GSMaP Global Satellite Mapping of Precipitation.

GTS Global Telecommunication System.

HK Hanssen and Kuiper discriminant.

HSS Heidke Skill Score.

IMERG Integrated Multi-satellite Retrievals for GPM.

IPWG International Precipitation Working Group.

IR InfraRed.

ITCZ Inter Tropical Convergence Zone.

JRA Japanese Meteorological Agency (JMA) ReAnalysis.

MAE Mean Average Error.

ME Mean Error.

MERRA Modern-ERA Retrospective Analysis for Research and Applications.

MSWEP Multi-Source Weighted-Ensemble Precipitation.

NS Nash–Sutcliffe.

OR Odds Ratio.

PERSIANN Precipitation Estimation from Remote Sensing Information using Artificial
Neural Network.
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PERSIANN-CCS PERSIANN-Cloud Classification System.

PERSIANN-CDR PERSIANN-Climate Data Record.

PMW Passive Micro-Wave.

POD Probability of Detection.

POFD Probability of False Detection.

PR Precipitation Radar.

PREC/L PRECipitation REConstruction over Land.

R1 NCEP/NCAR Reanalysis.

R2 NCEP/DOE Reanalysis.

RCM Regional Circulation Model.

RFE2 Rainfall Estimate version 2.

RMSE Root Mean Square Error.

S-RIP SARC Reanalysis Intercomparison Project.

SM2RAIN Soil Moisture to Rainfall.

SPARC Stratosphere-troposphere Processes And theIR Role in Climate.

TAMSAT Tropical Applications of Meteorology using SATellite data and ground based
observations.

TARCAT TAMSAT African Rainfall Climatology And Timeseries.

TMPA TRMM Multi-satellite Precipitation Analysis.

TRMM Tropical Rainfall Measuring Mission.

UDEL University of Delaware dataset.

WAM West African Monsoon.

WAMME West African Monsoon Modeling and Evaluation project.
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3
CORRECTING POSITION ERROR IN

PRECIPITATION ESTIMATES USING

IMAGE WARPING

Clouds do not always mean rain,
but smoke is a sure sign of fire.

African proverb

In this chapter, we investigate the use of a warping method to correct position error in
rainfall estimates. Warping is a field deformation method that transforms an image (or in
this case a rainfall field) by modifying the coordinates. Satellite-based estimates usually
use gauge data for bias correction, that is to correct the rainfall intensity. Here, our goal
is to gauge-adjust a satellite-based estimate with respect to the position of the rain event
instead of its intensity.

This chapter is based on:
C. Le Coz, A. Heemink, M. Verlaan, M.-C. ten Veldhuis, and N. van de Giesen, Correcting Position Error in
Precipitation Data Using Image Morphing, Remote Sensing 11, 2557 (2019).
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3.1. INTRODUCTION
Rain-gauges are the most direct way to measure precipitation. However, the gauge net-
works in Africa are not dense enough to derive high resolution precipitation estimates.
Indeed, the rain-gauge distribution is sparse in many African regions and their num-
ber has been decreasing in the recent decades Lorenz and Kunstmann (2012). During
the same period, many efforts have been made to derive precipitation estimates from
satellite data. Satellites do not measure precipitation directly but have the advantage of
covering large areas. This is especially interesting for Africa where gauge networks are
sparse and there are also almost no radar observations available.

There is an increasing number of satellite-based rainfall products, providing rainfall
estimates at different spatial and temporal resolutions (Le Coz and van de Giesen, 2020).
Most rainfall products use additional sources of data, such as gauge estimates, for bias
correction. Bias correction methods focus on correcting the intensity. However, the in-
tensity is not the only possible error in precipitation. Rainfall events are coherent moving
systems and, in the case of convective rainstorms, they are also very localized. This can
lead to errors in the estimation of the position and shape of the rain events beside the er-
rors in their intensity. For some applications, such as hydrological modeling Morin et al.
(2006); Cristiano et al. (2017), flash flood warnings Arnaud et al. (2002) or data assimila-
tion in a numerical weather model Xiao et al. (2000); Lopez (2011), detecting the correct
location of the rain events can be as important as their intensity.

The position errors in weather forecast models, including precipitation, have been
taken into account in the field of forecast verification. Several spatial verification ap-
proaches have been developed (Gilleland et al., 2009; Ahijevych et al., 2009). They can
be divided into four categories: neighborhood, scale-decomposition (e.g.,Briggs and
Levine (1997); Casati et al. (2004); Casati (2010)), object- (or feature-)based (e.g., Ebert
and McBride (2000); Davis et al. (2006); Marzban and Sandgathe (2006)) and field de-
formation. In this chapter, we focus on a method belonging to the latter category. We
now give an overview of field deformation method used for weather-related variables.
Field deformation methods are based on a spatial mapping or displacement that makes
a field (e.g., forecast) more similar to a target field or observation. The deformation is
determined by minimizing a cost function. The Feature Calibration and Alignment tech-
nique (FCA Hoffman et al. (1995); Hoffman and Grassotti (1996); Grassotti et al. (1999))
is one of these methods. FCA has also been used for correcting position errors in cloud
or water vapor related fields in the framework of data assimilation. For instance, Hoff-
man and Grassotti (1996) and Nehrkorn et al. (2015) corrected position error in a nu-
merical weather model background fields using integrated water vapor measurements
from satellite. In Aonashi and Eito (2011), the FCA is used as a prepossessing step of an
ensemble-based variational assimilation scheme for (satellite) brightness temperature.
Nehrkorn et al. (2014) tested this method with several types of observations: integrated
water vapor, lower level pressure, brightness temperature and simulated radar reflection.
Other feature alignment techniques have been developed and used in data assimilation
schemes, such as Brewster (2003) (for simulated radar observation), Lawson and Hansen
(2005) and Ravela et al. (2007) (for some idealized cases). The FCA technique has been
applied directly to rainfall data in Grassotti et al. (1999). They corrected rainfall estimates
derived from SSM/I data with ground-based radar estimates. They illustrated the perfor-
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mance of their approach for different types of rainfall events, such as Hurricane Andrew,
a squall line in Oklahoma and coastal rainfall in Australia.

Some field deformation methods for spatial verification originate from image pro-
cessing, such as the optical flow techniques developed in Keil and Craig (2007, 2009) or
in Marzban and Sandgathe (2010) and evaluated in Marzban et al. (2009) and Han and
Szunyogh (2016). Image warping has also been used in data assimilation frameworks.
Alexander et al. (1998) assimilated integrated water vapor from satellite to improve a nu-
merical weather model forecast. However, this method requires the manual selection
of pairs of points to perform the image warping. Beezley and Mandel (2008) combined
image morphing with an ensemble Kalman filter (EnKF) for a wild fire model. They use
an automatic registration technique that only requires two fields to derive the displace-
ment field, without any manual specification needed. Using the same morphing and
registration method, a morphing fast Fourier transform (FFT) EnKF for radar precipita-
tion is described in Mandel et al. (2010). However, this morphing FFT EnKF has not been
implemented or applied to rainfall data.

This chapter investigates the use of a warping approach for the position correction
of rainfall estimates, using the approach proposed by Beezley and Mandel (2008) and
Mandel et al. (2010) (warping being a part of morphing). While the goal of Mandel et al.
(2010) was to derive a method to assimilate radar precipitation into a numerical weather
model, we aim to correct the position error of satellite-based precipitation estimates us-
ing gauge measurements. We apply the warping approach to real precipitation data,
namely the (non-gauge adjusted) IMERG1-Late estimates and the new TAHMO2 gauge
network (described in Huffman et al. (2018) and van de Giesen et al. (2014) respectively).
We extend the registration method so that several time steps can be processed at once,
allowing time steps to influence each other (or not).

The warping and automatic registration methods, including the case of irregularly
spaced observations and the time expansion, are described in Section 3.2. The warping
approach is applied to two cases. The first case uses synthetic rainfall events represented
by ellipses (Section 3.3). The second case is a real rainfall event occurring in southern
Ghana during the monsoon season (Section 3.4). The results of both cases are evaluated
with respect to the intensity, position and timing of the events. In addition, the synthetic
case is used to investigate the impact of several parameters of the registration method on
the results. The results of the two cases are compared and discussed in Section 3.5, be-
fore the conclusion in Section 3.6. Possible future work and improvement are discussed
in Section 3.7.

3.2. METHODOLOGY

In this section, we define the image registration and warping methods, before focusing
on the implementation of an automatic registration. We use the framework described by
Mandel et al. (2010).

1Integrated Multi-satellitE Retrievals for GPM.
2Trans-African Hydro-Meteorological Observatory.
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3.2.1. DEFINITIONS

Let u and v be two signals (or images) defined on a domain D ⊂ R2, and T : (x, y) ∈
R2 7→ (

Tx (x, y),Ty (x, y)
) ∈R2 be a mapping function. The goal of image registration is to

determine a spatial mapping T such that, ∀(x, y) ∈ D ,

v(x, y) ≈ u
[
(I +T ) (x, y)

]
(3.1)

≈ u
[
x +Tx (x, y), y +Ty (x, y)

]
where I is the identity function. In the remainder of this chapter, we adopt a more com-
pact expression u ◦(I +T ) for the application of a mapping T to a signal u, where ◦ is the
composition operator.

There can be several mappings T that meet the requirement v ≈ u ◦ (I +T ). Espe-
cially in areas without rainfall, the mapping T is not unique. We define three criteria to
characterize one optimal mapping :

T ≈ 0 (3.2)

∇T ≈ 0 (3.3)

∇·T ≈ 0 (3.4)

That is, the optimal mapping has to be as small, smooth, and divergent-free (i.e. it is not
shrinking or expanding the field) as possible.

Several approaches have been used to define the optimality of the mapping. For
the FCA method applied on precipitation, Grassotti et al. (1999) use smoothness and
barrier conditions. Contrary to our condition on the magnitude (Equation (3.2)), their
barrier does not impact small scale displacements. Using the FCA for data assimilation,
Nehrkorn et al. (2015, 2014) added two more constraints, one on the magnitude and one
on the divergent. Ravela et al. (2007) did not use any magnitude or barrier approach,
and only had constraints on the gradient and the divergence. Our constraints on the
magnitude and on the smoothness are the same as the ones used in Beezley and Man-
del (2008). Constraints on the divergence were used in several similar field distortion
methods (Nehrkorn et al. (2015, 2014); Ravela et al. (2007)). Thus, we also added a third
constraint on the divergence in order to observe its impact. The sensitivity of the results
to these three coefficients is presented in Section 3.3.3.

Image warping is the distortion of an image based on a spatial transformation of
the domain. Warping can be used to transform an image into another one by using the
spatial mapping T obtained from the registration method. The mapping T is gradually
applied to the original image u as follows:

uwarp(λ) = u ◦ (I +λT ) 0 ≤λ≤ 1 (3.5)

Warping is a spatial transformation: it only acts on the coordinates, it does not modify
the intensity of the image u.

3.2.2. AUTOMATIC REGISTRATION
The spatial mapping T used for the image warping is determined by the image regis-
tration. Several registration methods are available. However, many of them require to
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define manually a set of corresponding points from the images u and v . We are inter-
ested in an automatic registration procedure that only needs the images u and v as in-
puts without any extra specifications. This requires the images to be similar enough for
the automatic registration procedure to work.

We use the method described by Mandel et al. (2010) based on the minimization of
a cost function J with respect to the mapping T . The cost function can be divided in
two terms (Equation (3.6)). The first one (Jo) represents the mapping error between the
displaced original signal u◦(I +T ) and the target signal v . The second one (Jb) is a back-
ground term that consists of the three criteria for ‘optimal’ mapping given in Equations
(3.2), (3.3) and (3.4). These three criteria are used as weak constraints.

J (T ) = Jo(T )+ Jb(T ) (3.6)

Jo(T ) = ‖v −u ◦ (I +T )‖
Jb(T ) = C1‖T ‖+C2‖∇T ‖+C3‖∇·T ‖

where C1, C2 and C3 are three coefficients determined empirically, and ‖.‖ is the
L2−norm.

The minimization problem is solved iteratively, for T defined on increasingly fine
grids. The iterative approach has two advantages. It helps reduce the computational
cost and avoids the local minima problem (see below).

In our application, the domain D is rectangular. It can be represented by different
uniform grids. The regular nx ×ny = n grid on which u, v and umorph(λ) are given is
called the pixel grid Dn . The mapping function T is defined on a set of coarser grids Di

(i = 1, ..., I ), called morphing grids. It is then represented by two gridded arrays (one for
Tx and one for Ty ). The grids Di are uniform (2i +1)× (2i +1) = mi grids (for i = 1, ..., I )
covering the domain D . For i = 1, ..., I , the mapping T discretized on Di is noted Ti .

The signals u and v , and so the observation term Jo of the cost function, are dis-
cretized on the pixel grid Dn . The background term Jb is discretized on the morphing
grid Di . We use the second order central scheme except at the boundaries where the
first order backward or forward schemes are used. We use bilinear interpolation to esti-
mate the value of u and v on the distorted grid (e.g. u ◦ (I +T )), and to interpolate T on
the different morphing grids Di .

The finest morphing grid D I does not need to be the same as the pixel grid Dn . On
the contrary, it is computationally advantageous when the morphing grid D I has a much
coarser resolution. When the number of nodes mi of the morphing grids is much smaller
than the number of nodes n of the pixel grid, solving the minimization problem on the
set of morphing grids Di is less computationally expensive than to solve it for T defined
on the high resolution pixel grid Dn .

Algorithm The algorithm iterates over the morphing grids Di (i = 1, ..., I ), starting on
the coarsest 3-by3 grid D1, until it reaches the finest morphing grid D I . For each itera-
tion, the three main steps are similar as in Beezley and Mandel (2008) and are illustrated
in Figure 3.2.1.
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1. Smoothing of the images u and v : the images are smoothed by convolution with
a 2D-Gaussian

G2D
(
x, y

) = 1

2πσ2 exp

(
−x2 + y2

2σ2

)
,

where σ = 0.05/
(
22i +1

)
. The finer the grid Di is, the narrower the Gaussian is.

Thus, for small i , the fine features are ignored and the focus is given to the large-
scale ones. When i increases, more and more fine features are taken into account.
This way, Ti for small i will make the larger features match. Then, for increasing i ,
more and more detailed images are matched.

The cost function J is often non-convex with respect to T , and so can have several
local minima. The smoothing combined with the hierarchy of grids reduce the
local minima problem. They ensure that the large-scale features are fitting first,
hence avoiding local minima.

After the smoothing, the two fields are normalized such that their maximum is the
same. The images obtained after smoothing and normalization are noted as ũi

and ṽi .

2. Initialization: solving the minimization problem on grid Di requires a first guess

T fg
i . For i = 1, T fg

1 is set to zeros, i.e. no deformation. For i = 2, ..., I , the mapping
T ∗

i−1 obtained by solving the minimization problem on grid Di−1 is interpolated

into the grid Di , and used as the first guess T f g
i .

3. Optimization: The actual minimization problem to be solved is based on the smoothed
fields, i.e. Jo(T ) = ‖ṽi − ũi ◦ (I +T )‖. Contrary to Beezley and Mandel (2008), we
solved the minimization problem for all the nodes at the same time.

There is a number of inequality constraints on this minimization problem, due to
our requirements of invertibility. An iterative barrier approach is used to transform
this constrained minimization problem into an unconstrained one (Jon (2004);
Noc (2006)). In the barrier approach, the minimization is applied to a penalized
cost function Jp (T ) = J (T )+β∑

h Ch(T ), where Ch are the constraint functions, and
β the barrier coefficient (over which we iterate when the constraints are not re-
spected). The constraints and the minimization method are described with more
details in appendix 3.A.

The python scripts for the automatic registration and the warping are available at
https://github.com/clecoz/spatial-warping_thesis. The scripts permit to re-
produce the results and some of the plots for the two case studies presented in this chap-
ter.

Pre-processing The precipitation data undergoes a pre-processing before being used
as input for the automatic registration:

https://github.com/clecoz/spatial-warping_thesis
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3. Optimization

1. Smoothing

Convolution with a Gaussian

2. Initialization
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Figure 3.2.1: Algorithm for the automatic registration.

1. The light precipitation is removed from the fields (i.e. precipitation under 1mm/h).
This first step is particularly useful for the southern Ghana case which uses real
noisy dataset. Low precipitation is more difficult to measure or estimate, and so
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subject to more uncertainties. It only has a limited impact on the synthetic case.

2. A padding area (with zero precipitation) is added around the domain. The padding
area helps to avoid problems near the boundary on the domain. The constrains
on the minimization problem (i.e. no nodes can leave the domain) can lead to
unphysical distortion in the mapping when the rainfall event is located near the
boundary. The extended domain corresponds to a nx ×ny pixel grid, with nx =
ny = 65.

The warped field is obtained by applying the mapping to the original precipitation
data. The pre-processed data are only used for the automatic registration.

Dealing with irregularly spaced observations The automatic registration algorithm
described above assumes that both signals u and v are on the same regular grid. How-
ever, in practice, one might deal with irregularly spaced observations, such as rain-gauge
data.

In such a case, the observations are interpolated on the same regular grid, using krig-
ing (details about the kriging are given in Section 3.3.1). In the remainder of the article,
we will refer to the gauge interpolation as “kriging”, while “interpolation” will refer to the
bi-linear interpolation used in the automatic registration and warping. The cost func-
tion J from Equation (3.6) is modified to take the unequal coverage of the domain into
account. A mask function M is added in the first term of J :

J (T ) = ‖M · (v −u ◦ (I +T ))‖+C1‖T ‖+C2‖∇T ‖+C3‖∇·T ‖ (3.7)

where · is the element-wise matrix multiplication. The mask function is defined such
that it is equal to 1 in a given perimeter around the observations, and zero everywhere
else. So, the difference v−u◦(I +T ) for the grid points far from any observation does not
weigh in the cost function J .

3.2.3. EXTENSION TO SPACE-TIME DATA
In practice, we have two rain fields uk and vk for each time k (k = 1, . . . ,K ). One approach
is to apply the registration to each time step separately, but it is also possible to process
several time steps at the same time. We investigate three different approaches to take
into account (or not) the temporal dimension.

APPROACH 1 (A1): DIFFERENT SPATIAL MAPPINGS FOR EACH TIME INDEPENDENTLY

This is a fully 2D spatial approach that does not account for the temporal dimension.
A different mapping T k is determined for each time k independently. That is, in the
automatic registration, the minimization problem minTk J k (Tk ) is solved for each time k
independently, with

J k (Tk ) = ‖ṽk − ũk ◦ (I +Tk )‖+C1‖Tk‖+C2‖∇Tk‖+C3‖∇·Tk‖ (3.8)

APPROACH 2 (A2): ONE SPATIAL MAPPING FOR ALL TIMES

In this approach, the mapping T is assumed to be the same at all times. The observation
term Jo in the cost function compares the rain fields at all time k at once, while the
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background term Jb is unchanged. The minimization problem only has to be solved
once, since only one mapping T has to be found.

The cost function can be written as

J (T ) = 1

K0
‖V −UT ‖+C1‖T ‖+C2‖∇T ‖+C3‖∇·T ‖ (3.9)

where V and UT are (n ×K ) vectors containing the signals of the K time steps

V =


ṽ1

ṽ2

...
ṽK

 UT =


ũ1 ◦ (I +T )
ũ2 ◦ (I +T )

...
ũK ◦ (I +T )

 (3.10)

and K0 is the number of time steps at which the original signal has detected precipitation
(i.e. uk > 0.1mm/h on at least one grid point of D). Time steps at which the rain fields
are zeros are not adding information about the spatial distortion. Dividing by the total
number of time steps, K , would make the results of the registration depend on how large
the selected time window around the rain event is (i.e. on how many time steps with
no precipitation, the vectors U and V contains). A large time window would artificially
reduce the observation term.

This approach is the less computationally expensive one. The number of variables
to be optimized is the same as for one minimization problem for approach A1, but the
minimization problem only has to be solved once, while approach A1 needs to solve K
problems.

APPROACH 3 (A3): DIFFERENT SPATIAL MAPPINGS CORRELATED IN TIME

This third approach is a mix of the first two. Each time step can have a different trans-
form Tk , but the transforms Tk are connected through time. Unlike approach A1, the
transforms Tk are not independent, but have more degrees of freedom than in approach
A2. All the transforms are found at once by solving one minimization problem. They are
linked through a correlation matrix. This is done by adding an extra background term.
The cost function is modified as follow

J (


T1

T2

...
TK

) = ‖


ṽ1 − ũ1 ◦ (I +T1)
ṽ2 − ũ2 ◦ (I +T2)

...
ṽK − ũK ◦ (I +TK )

‖+C1‖


T1

T2

...
TK

‖+C2‖


∇T1

∇T2

...
∇TK

‖+C3‖


∇·T1

∇·T2

...
∇·TK

‖

+ct‖


T1 −T2

T2 −T3
...

Tk−1 −Tk

‖ (3.11)

The additional term in the cost function links the mapping through time. The coefficient
ct determines how strong the connection is between time steps.

The minimization problem is solved for all Tk at the same time, bringing to K × i the
number of variables to be optimized at step i (with i = 1, · · · , I ). Thus, this approach is
the most computationally expensive one of the three approaches described here.
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SUMMARY

For more clarity, the different steps of the method, from the interpolation of the gauges
to the warping, are summarized in Figure 3.2.2.

Figure 3.2.2: Flowchart of the spatial warping method.

3.3. SYNTHETIC CASES

3.3.1. STUDY CASES

A synthetic case is used to investigate the convergence and accuracy of the automatic
registration approaches. The synthetic precipitation fields are generated on a regular
grid. Both input fields u and v have one rainfall event, represented by a 3D ellipse with
a maximum of 50mm/h (see Figure 3.3.1). The two fields differ by the position and ori-
entation of the ellipse. The two ellipses have a different center both in space (by ∼50km)
and time (by 2 hours). The propagation direction and speed of the events are also differ-
ent. In the field u the event is moving at ∼40km/h, while in the field v the event is faster
with a speed of ∼47km/h.

Figure 3.3.1: Precipitation fields u (background) and v (contour lines) for the synthetic case. The fictive stations
are represented by circles.
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In real cases, we would not know the true target field v , but only measurements of
it. In order to test the space warping method in a more realistic setting, we extracted
time series from the target field to simulate gauge observations. We use the same gauge
network configuration as for the Southern Ghana case (see Section 3.4.1). They are rep-
resented by circles in Figure 3.3.1. The automatic registration algorithm only takes data
defined on a regular grid as inputs. The fictive gauge measurements are kriged on the
same grid as the field u using ordinary kriging with a square root transform Soenario and
Sluiter (2010). We use an exponential variogram with a sill of 1.0 (mm2/h2), a range of
1.5◦ and a nugget of 0.01 (mm2/h2), i.e. the same kriging as used in the Southern Ghana
case. For the synthetic case, the obtained kriged fields are shown in Figure 3.3.2

Figure 3.3.2: Interpolated field (background) and the original field v for the synthetic case. The fictive stations
are represented by circles.

3.3.2. RESULTS
In this section we will show the results obtained with the three approaches (described
in 3.2.3) for two different experiments. In the first one ‘Full’, we use the field v as input
for the automatic registration. In the second one ‘Interpolated’, we use the interpolated
field from the fictive gauge network. The interpolation is adding some uncertainties in
the method. Comparing the two experiments will help to evaluate the impact of the
interpolation.

All results shown here are obtained for C1 = 0.1, C2 = C3 = 1 and ct = 0.3, and for
I = 4 except when stated otherwise. The coefficients C1, C2, C3 and ct are set empirically
in this section. The sensitivity of the results to these coefficients will be discussed in
Section 3.3.3. The number of steps, I , can also be adjusted. With I = 4, the number
of nodes on the morphing grid is much lower than on the pixel grid (mI = 17×17 < n =
nx×ny = 65×65), which is computationally advantageous. The impact of I on the results
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will also be examined in Section 3.3.3.

MAPPING COMPARISON

The automatic registration provides a mapping T based on the given inputs. The map-
ping obtained with the three different approaches are shown in Figures 3.3.3, 3.3.4 and
3.3.5 for approaches A1, A2 and A3 respectively. For the sake of clarity, we only show
the mappings at some selected time steps for approaches A1 and A3. At the other time
steps, the distortions were much smaller or zero, due to the absence of precipitation in
the target field v . The output of the automatic registration depends on the inputs. So, for
each approach, the mapping obtained with the ‘true’ field v and the one obtained with
the interpolated field as input are shown in black and red respectively.

Figure 3.3.3: Mappings T obtained with approach A1 for selected time steps for the two experiments (in black
for “Full” and in red for “Interpolated”).

In all cases, one can notice that the largest distortions occur in the center of the do-
main where the rain event is located. The relatively smaller distortion near the boundary
is due to the padding area and the first regulation term of the cost function which ensures
that the mapping is as “small” as possible. The second term ensures that the mapping
is as “smooth” as possible, avoiding abrupt distortions. It is responsible for the smooth
transformation between the larger distortions in the center and the areas with no or little
distortions. The effect of the third term is more difficult to observe. The goal of this term
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Figure 3.3.4: Mappings T obtained with approach A2 for the two experiments (in black for “Full” and in red for
“Interpolated”).

is to avoid the grid cell to shrink or expand.
There are differences between the mappings depending on which target field was

used as input, i.e. the “true” field or the interpolated one. For example, the distortion
tends to be more horizontal on the left side of the domain when using the interpolated
field. In the interpolated field, the intensity and the shape of the rainfall events can dif-
fer from the true field v depending on position of the rain and the configuration of the
network (see Figure 3.3.2). These differences influence the output of the automatic reg-
istration.

Mappings obtained by different approaches have appreciable differences. In ap-
proach A1, there are no distortion for the time steps 8, 9 and 19 (and the other time steps
not shown in Figure 3.3.3). At these time steps, there is no precipitation in the target
field, so the observation term Jo of the cost function is null, leaving only the background
term Jb . In approach A2, the same mapping is applied for all time steps, including the
ones without recorded rainfall. This mapping is less spatially uniform than the ones
obtained with approaches A1 and A3 (Figure 3.3.4). It seems that the smoothness and
the divergent-free regulation terms have less weight in this case. This is due to the fact
that this mapping has to make rainfall fields from all the time steps coincide. One can
see from the input data in Figure 3.3.1, that the position mismatch between the fields
u and v is more important at the beginning of the event than at the end. This is also
reflected in the mappings obtained with approaches A1 and A3. The mapping obtained
with approach A3 is very similar to the one from approach A1 from time steps 10 to 18.
In contrast to approach A1, there are some distortions occurring at time steps 8, 9 and
10 in approach A3 (Figure 3.3.5). This is due to the time correlation added to the cost
function, which ensures a smooth transition between the time steps.
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Figure 3.3.5: Mappings T obtained with approach A3 for selected time steps for the two experiments (in black
for “Full” and in red for “Interpolated”).

VALIDATION

The mappings obtained with the three approaches were applied to the field u. The
warped fields can be seen in Appendix 3.B. The warping does not modify the intensity of
the rainfall event, only its spatial position. Thus, the over- or under-estimation at a par-
ticular time is not corrected. However, the position of the event is corresponding more
closely to the “truth” after warping than before. This can also be seen in Figure 3.3.6a,
which shows the trajectory of the rainfall peak according to the “truth” (v), the original
field (u) and the warped fields (the position of the peak is defined as the pixel with the
maximum rainfall). For the approach A2, the events in the warped fields and in the “true”
field are less aligned than for the other approaches because of the same mapping being
used for all time steps (Figures 3.B.3 and 3.B.4). The position of the peak match perfectly
at time 14, at which the maximum rainfall occurs according to the “truth” v . At the begin-
ning of the event, the mapping does not move the rainfall peak enough, while it moves
it too far at the end of the event. For approaches A1 and A3, the position of the peaks are
fitting at all time steps when both the fields u and v have rainfall. The main differences
occurs at the beginning of the event (time steps 6 to 9). There is very little or no rainfall
in the “true” field before time step 10. Thus, the mapping obtained with approach A1 is
null at these time steps because they are treated independently from each other. This
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creates an unnatural discontinuity between time steps 9 and 10. This discontinuity does
not occur with approach A2, and is reduced by approach A3 due to the time correlation.
In the “Full” experiment, the position of the peaks are matching exactly for approaches
A1 and A3 between time 12 and time 17. The position of the peak is not matching as well
when using the interpolated field as input, but it is still greatly improved. The peak is not
located exactly at the same location in the interpolated field and in the “truth” due to the
interpolation.

Table 3.3.1: Average position error (in km) before and after spatial warping. The average is done over all time
steps at which the peak (in the target field v) is above a certain threshold of rainfall.

Threshold Sample number
Before

Full Interpolated
A1 A2 A3 A1 A2 A3

>1mm/h n=10 98.54 19.94 27.43 11.07 23.54 27.57 15.78
>10mm/h n=7 90.76 2.24 21.06 2.24 7.37 20.96 7.37
>20mm/h n=5 89.54 0.00 16.18 0.00 8.10 17.39 8.10
>40mm/h n=3 87.78 0.00 10.45 0.00 8.28 12.63 8.28

The spatial correction is evaluated more quantitatively in Table 3.3.1. We compute
the average position error over several time steps with peak above a certain threshold.
Approach A3 has the smallest position error, followed closely by approach A1. Their re-
sults are identical for the thresholds of 10 mm/h or higher. In general, the error is smaller
for the “Full” experiment than the “Interpolated” one. However, the decrease of the er-
ror remains very important, from 98.54km before correction to 27.57km for approach A2
and 15.78km for approach A3 for example (when considering all times with more than
1mm/h rainfall). The warping seems more efficient at time steps with higher rainfall
rate. The error decreases when the threshold increases. For the “full” experiment, the
error is divided by 8 (A3) or 3 (A2) over all times with some rainfall, but by more than 10
(for A1 and A3) when only considering times with more than 10mm/h precipitation (by
5 for A2). The peaks above 20mm/h are even fitting perfectly for approaches A1 and A3
with the “truth” as input. The errors are down to 8.28km when using the interpolated
fields, which is approximately the length of one grid cell.

Figure 3.3.6b shows the position error for each time step. The position error de-
creases for all the approaches and experiences, except at time 18 for approach A2. As
observed above, the best results are obtained when using the “true” field as input with
approach A1 and A3. The reduction of the error is smaller with approach A2, but still
very important. Using the interpolated field as input increases the error slightly. The
main difference between approach A1 and A3 occurs at time 9. Because of the very low
rainfall, approach A1 does not correct the position at this time, while the time correlation
helps approach A3. This is the only time when approach A2 has the best result.

The warping does not modify the intensity of the rainfall, but impacts it indirectly by
removing the double-penalty part of the error. The statistics of the warped fields from the
three approaches (A1, A2 and A3) and the two experiments (“Full” and “Interpolated”)
are shown in Table 3.3.2. For all approaches and experiences, the RMSE and MAE are
reduced compared to before the spatial correction. The MAE is divided by at least two.
The decrease in the RMSE is smaller, from 5.62mm/h to 2.68-3.38mm/h. The correla-
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(a) Path of the peak before and after spatial warping. The numbers indicated the time steps represented by the
points.

(b) Distance between the “true” peak and the estimated one before and after spatial warping as a
function of time.

Figure 3.3.6: Position error of the peak before and after warping for time steps with more than 0.1mm/h rainfall
(in both u and v). The peak is defined as the pixel with the maximal rainfall at a given time step.
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Table 3.3.2: Statistics before and after spatial warping compared to the “truth” v . The results are shown for
the two experiments (“Full” and “Interpolated”) and the three approaches (A1, A2 and A3). The statistics are
computed over all the domain and all time steps.

Before
Full Interpolated

A1 A2 A3 A1 A2 A3
RMSE (mm/h) 5.62 2.80 3.38 2.71 2.72 3.24 2.65
MAE (mm/h) 1.65 0.70 0.79 0.65 0.68 0.77 0.64
Correlation 0.12 0.78 0.69 0.79 0.78 0.72 0.79

tion is greatly improved by the warping, it goes from 0.12 before correction to 0.79 with
approach A3. Approaches A1 and A3 have similar results with A3 slightly better, while
approach A2 has a slightly more limited impact. The result was expected. Approach A2
applies the same mapping at all times, while, by construction, the spatial error is differ-
ent at every time step in this synthetic case. The statistics are similar for the “Full” and
“Interpolated” experiments. They are even slightly better for the latter.

TIMING ERROR

The synthetic case has been built with both a position and a timing error between the
two fields u and v . The spatial warping corrects the spatial position of the rainfall event
at different times. Here, we will look at the impact of this correction on the timing error.

The timing error between the fields u and v is shown in Figure 3.3.7. The field u is
in time ahead of the “truth”. This time difference increases from West to East up to 4h.
The timing error strongly decreases after the spatial warping (see Figure 3.3.8) for all ap-
proaches and experiments. The results are very similar for the “Full” and “Interpolated”
experiments. However, some differences are noticeable between approaches. Approach
A3 yields the best results in terms of timing. Approach A1 has similar results except in
the South-East corner of the domain. This is related to the fact that approach A1 is not
impacting time 9 (and earlier). The pixels in this area have two peaks (see Figures 3.B.1
and 3.B.2). The first one occurs at time 9, since the field u is not modified at that time.
The second one at time 12 or 13 is smaller, and corresponds to the peak in the “truth”
v . It has to be noted that the stronger timing differences occur at pixels with little pre-
cipitation. Approach A2 also largely corrected the timing, especially in the center of the
domain. Because of the same mapping being used for all time steps, the warped estimate
still is 1h in advance in the North-East corner, while it is now 1h late in the South-West
corner. It is interesting to note that there are little differences between the “Full” and the
“Interpolated” experiments. The main difference is observed for approach A3 near the
eastern boundary, in an area without gauges and relatively low precipitation.

Table 3.3.3 provides average absolute timing errors before and after spatial warping.
They are given for different rainfall thresholds. The average timing error is reduced by
the spatial warping for all the approaches, with approach A3 showing the largest im-
provement followed closely by approach A1. The results of the “Full” and “Interpolated”
experiments are very similar. The “Interpolated” experiment has a slightly lower aver-
age error for the low thresholds, while the “Full” experiment performs slightly better for
the higher ones. As for the average position error (Table 3.3.1), the average timing error
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Figure 3.3.7: Timing error before spatial warping at each pixel of the domain. In red, the peak in u is late
(compared to the one in the “truth” v). In blue, the peak in u is in advance. In grey, one of the time series does
not have a peak (rainfall < 0.1mm/h). It has to be noted that the timing error can only be given at the hourly
resolution due to the definition of the time steps.

Figure 3.3.8: Timing error after spatial warping at each pixel of the domain. In red, the peak in u is late (com-
pared to the one in the target field v). In blue, the peak in u is in advance. In grey, one of the time series does
not have a peak (rainfall < 0.1mm/h). It has to be noted that the timing error can only be given at the hourly
resolution due to the definition of the time steps. The results are shown for the two experiments: (top) “Full”
and (bottom) “Interpolated”, and the three approaches: (left) A1, (middle) A2 and (right) A3.

decreases when the threshold increases. The difference between the approaches is also
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smaller for the higher precipitation thresholds.

Table 3.3.3: Average absolute timing error before and after spatial warping. The average is done over all pixels
recording at least one time step with more rainfall than a certain threshold according to v (and with non-zero
rainfall according to u).

Threshold Sample number
Before

Full Interpolated
A1 A2 A3 A1 A2 A3

>1mm/h n=1128 2.21 0.91 1.90 0.71 0.70 1.73 0.50
>10mm/h n=435 2.15 0.29 0.38 0.24 0.26 0.40 0.23
>20mm/h n=218 2.17 0.23 0.30 0.22 0.23 0.34 0.22
>40mm/h n=18 2.06 0.06 0.11 0.06 0.11 0.17 0.11

3.3.3. SENSITIVITY

STEP I
In this section, we investigate the impact of the number of steps I on the mapping per-
formance. We apply the mappings obtained with different numbers of steps I to the
original field u. These warped fields are then compared to the “truth” v with respect to
rainfall position and intensity.

Table 3.3.4 presents the average position error of the peak for different numbers of
steps I . As for Table 3.3.1, the position error is defined as the distance between the peaks
in the warped field and the “truth” at each time step. The results for the cases I = 1, 2
and 3 are similar to the ones observed above for the case I = 4 (see Table 3.3.1). That is,
approach A1 and A3 give similar results, especially for the highest threshold (10mm/h),
with A3 having slightly smaller errors. The errors are smaller for the higher threshold.
The position error is already divided almost by two with I = 1 for the threshold>1mm/h
and by 2.6 or 3 for threshold>10mm/h (depending on the approach). The error decreases
further when the numbers of steps I increases, but with smaller and smaller improve-
ment. For example, the position error decreases by at least 10km between I = 1 and I = 2,
but by at most 4km between I = 2 and I = 3, when considering all time steps with pre-
cipitation (threshold>1mm/h). For approach A1, increasing the number of steps above
2 does not improve the position of the peak further. The same can be observe with ap-
proach A3 for the times with higher precipitation (threshold>10mm/h). For I ≥ 2, the
position error remains 2.61km.

We also look at the impact of the numbers of steps I on several statistics (see Ta-
ble 3.3.5). Despite the coarse resolution of the mapping at I = 1, applying it to the field u
divides the RMSE and the MAE by 1.5 and 2.2 for all approaches. Similarly, the correla-
tion coefficient goes from 0.12 before the warping to 0.69 or 0.70 after. Using additional
steps, improves further the three statistics for approaches A1 and A3. While the position
error continues to decrease when I increases, the RMSE and MAE start to increase again
for approach A2 when I > 2. Similarly, the correlation decreases slightly.
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Table 3.3.4: Average position error (in km) before and after spatial warping for different numbers of steps I .
The average position error is done over all times at which the peak is above a certain threshold.

Threshold Before
After (“Full”)

A1 A2 A3
>1mm/h I = 4 98.54 19.94 27.43 11.07

I = 3 19.94 31.46 11.59
I = 2 19.94 34.00 18.12
I = 1 42.22 50.57 40.99

>10mm/h I = 4 98.04 2.61 19.34 2.61
I = 3 2.61 21.88 2.61
I = 2 2.61 23.10 2.61
I = 1 32.57 36.45 30.42

Table 3.3.5: Statistics before and after spatial warping for different numbers of steps I . The statistics are com-
puted over the full domain and all time steps. The results are shown for the three approaches for the “Full”
experiment.

Before
Full

A1 A2 A3
RMSE I = 4 5.62 2.80 3.38 2.71

I = 3 2.91 3.60 2.88
I = 2 2.96 3.34 2.92
I = 1 3.05 3.07 3.06

MAE I = 4 1.65 0.70 0.79 0.65
I = 3 0.74 0.89 0.71
I = 2 0.76 0.83 0.73
I = 1 0.76 0.74 0.75

Correlation I = 4 0.12 0.78 0.69 0.79
I = 3 0.76 0.64 0.76
I = 2 0.75 0.68 0.76
I = 1 0.70 0.69 0.69

REGULATION COEFFICIENTS

The automatic registration is based on the minimization of the cost function J , which
is composed of an observation term and a background term. The background term Jb

consists of criteria defining the ‘optimal’ mapping T . The three approaches have the
same three criteria concerning the magnitude (Equation (3.2)), the smoothness (Equa-
tion (3.3)) and the divergence (Equation (3.4)) of the mapping T . Approach A3 has a
fourth criterion, introducing a time correlation. These four criteria can be tuned with
the regulation coefficients C1, C2, C3, and ct respectively. In this section, we look at the
influence of the first three common coefficients on the automatic registration. The im-
pact of the fourth criterion is specific to approach A3 and will be investigated separately.

In the result section above, we empirically set the coefficients to C1 = 0.1 and C2 =
C3 = 1. Here, we consider four more cases, summarized in Table 3.3.6. We first look at
the impact of the individual coefficients, setting the two others to zero. Then we examine
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the influence of their intensity by multiplying them by five. The only difference between
the results shown here and the ones in Section 3.3.2 are the regulation coefficients.

Table 3.3.6: Summary of the four cases used in the sensitivity study of the regulation coefficients.

Original Only C1 Only C2 Only C3 All coeff. x5
C1 0.1 0.1 0 0 0.5
C2 1 0 1 0 5
C3 1 0 0 1 5

ct (only for A3) 0.3 0.3 0 .3 0.3 1.5

The regulation coefficients are part of the automatic registration, and so impact di-
rectly the mapping T . The mappings obtained for the four sensitivity cases are com-
pared to the original one in Figures 3.3.9, 3.3.10 and 3.3.11 (for approaches A1, A2 and
A3 respectively). The mappings from the sensitivity cases are very similar to the original
one in the rainy areas. The main differences occur further away from the rainy events,
especially in the padding area near the boundary. The case with only the magnitude con-
straint (C1 = 0.1) shows no distortion in the padding area. The distortion in the padding
area is similar to the one near the rain event when only the smoothness constraint is used
(C2 = 1). This is especially true in the lower and left boundary. Because of the direction of
the mapping and the constraints at the boundary (i.e. no nodes can leave the domain),
the mapping is going to zero in the upper-right corner. The divergence-free constraint
(C3 = 1) leads to rotation-like patterns. These rotations appear in order to conserve the
volume of the grid cells. This third coefficient alone seems to have a weaker impact on
the mapping. Large distortions occur in the padding area in the “only C3” case, espe-
cially with approach A1 (e.g. at time 10). Multiplying the coefficients by five has a limited
impact on the mapping. It stays similar to the original one in the rainy area, and the
distortion is slightly smaller and smoother in the non-rainy area.

Table 3.3.7: Average position error (in km) after spatial warping for different regulation coefficients C1, C2 and
C3. The position error is averaged over all time steps recording at least one pixel with more rainfall than a
certain threshold.

Original Only C1 Only C2 Only C3 All coeff. x5
Threshold
>1mm/h 19.94 17.05 19.94 7.53 19.94

A1 >10mm/h 2.61 2.61 2.61 2.61 2.61
>20mm/h 0.00 0.00 0.00 0.00 0.00
Threshold
>1mm/h 27.43 27.97 27.97 27.97 28.73

A2 >10mm/h 19.34 19.34 19.34 19.34 19.34
>20mm/h 14.04 14.04 14.04 14.04 14.04
Threshold
>1mm/h 11.07 8.63 7.56 7.84 11.07

A3 >10mm/h 2.61 2.61 2.61 2.61 2.61
>20mm/h 0.00 0.00 0.00 0.00 0.00
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Figure 3.3.9: Mappings T obtained with approach A1 for the four sensitivity cases compared to the original
one. For clarity sake, the mappings are shown for selected time steps.

The impact of the coefficients on the warped fields is examined through the average
position error (Table 3.3.7) and continuous statistics (Table 3.3.8). The average posi-
tion errors of the four new cases are equal to the one of the original case for the higher
thresholds (10 and 20 mm/h). This holds for the three approaches. Some differences
in the position error can be seen for the low threshold (1mm/h). For approach A2, the
difference is less than a kilometer. The differences are larger for approaches A1 and A3.
The position error is smaller when only one of the coefficients is non-zero, and increases
slightly or is similar when all the coefficients are multiplied by 5. The impact of the co-
efficient on the statistics of the warped fields is limited. The RMSE, the MAE and the
correlation coefficient are staying similar to the ones of the original case.

The impact of the coefficients on the warped fields is examined through the average
position error (Table 3.3.7) and continuous statistics (Table 3.3.8). The average posi-
tion errors of the four new cases are equal to the one of the original case for the higher
thresholds (10 and 20 mm/h). This holds for the three approaches. Some differences
in the position error can be seen for the low threshold (1mm/h). For approach A2, the
difference is less than a kilometer. The differences are larger for approaches A1 and A3.
The position error is smaller when only one of the coefficients is non-zero, and increases
slightly or is similar when all the coefficients are multiplied by 5. The impact of the co-
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Figure 3.3.10: Mappings T obtained with approach A2 for the four sensitivity cases compared to the original
one.

Table 3.3.8: Statistics after spatial warping for different regulation coefficients C1, C2 and C3. The statistics are
computed over all the domain and all time steps.

Original Only C1 Only C2 Only C3 All coeff. x5
RMSE 2.796 2.659 2.796 2.680 2.800

A1 MAE 0.698 0.640 0.698 0.641 0.700
Correlation 0.775 0.792 0.775 0.790 0.775

RMSE 3.376 3.386 3.381 3.380 3.359
A2 MAE 0.791 0.793 0.792 0.792 0.788

Correlation 0.692 0.691 0.692 0.692 0.694
RMSE 2.712 2.686 2.670 2.650 2.726

A3 MAE 0.652 0.628 0.614 0.598 0.655
Correlation 0.786 0.790 0.792 0.795 0.785

efficient on the statistics of the warped fields is limited. The RMSE, the MAE and the
correlation coefficient are staying similar to the ones of the original case.

To summarize, the three regulation terms mainly affect the mapping in the areas with
no or little rainfall. This is reflected in the small influence they have on the statistics of
the warped fields. Similarly, only the position of the lower rainfall peaks are impacted by
the coefficient (Table 3.3.7). The regulation terms act as weak constraints and prevent
unnatural distortion (such as sharp changes or stretches).



3

100 3. SPATIAL WARPING

Figure 3.3.11: Mappings T obtained with approach A3 for the four sensitivity cases compared to the original
one. For clarity sake, the mappings are shown for selected time steps.

TEMPORAL REGULATION TERM FOR APPROACH A3

In approach A3, the cost function has an extra regulation term representing time con-
sistency (see Eq. (3.11)). This term can be tuned with the regulation coefficient ct . The
coefficient defines how strongly the mappings are linked through time. In this section,
we investigate the influence of the coefficient ct on the mappings and on the warped
fields. The coefficients of the three other regulation terms (C1, C2 and C3) have already
been examined above.

We consider two more cases, ct = 0.1 and ct = 0.5, and compare them with the pre-
vious results obtained with ct = 0.3. Figure 3.3.12 shows the mappings corresponding to
these three cases. The mappings are similar for time steps with recorded rainfall (time
steps 10 to 18), and even identical in the rainy areas. The main differences occur at the
time steps without rainfall. The coefficient ct influences how strongly the time steps are
influencing each other. The rainy event stops at time 18 (according to v), however, the
mappings of the following time steps show some distortion due to the temporal regula-
tion term. One can observe distortion at time 19 for ct = 0.1, up to time 20 for ct = 0.3
and several time-steps further for ct = 0.5.

The impact of the coefficient ct on the warped fields is examined through the average
position error (Table 3.3.9) and continuous statistics (Table 3.3.10). The impact of ct on
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Figure 3.3.12: Mappings T obtained with approach A3 for three different temporal regulation coefficients ct .
For clarity sake, the mappings are shown for selected time step.

the average position error is limited. For the higher thresholds (10mm/h and 20mm/h),
the errors are identical in the three cases. For the lowest threshold (1mm/h), the position
errors are different for the three cases, but the differences are less than three kilometres.
Similarly, the continuous statistics show little differences for the different values of ct .
The RMSE and MAE vary by less than 0.02mm/h, and the correlations are identical.

Table 3.3.9: Average position error (in km) after spatial warping for three different regulation coefficients ct .
The position errors are computed over all time steps recording at least one pixel with more rainfall than a
certain threshold.

Before After
Threshold ct = 0.1 ct = 0.3 ct = 0.5
>1mm/h 98.54 12.14 11.07 9.71

>10mm/h 98.04 2.61 2.61 2.61
>20mm/h 95.74 0.00 0.00 0.00

As the three other regulation terms, the temporal one mainly affects areas with no or
little rainfall. The mappings obtained with different values of ct have noticeable differ-
ences (Figure 3.3.12), but the corresponding warped fields show similar errors in term
of RMSE and correlation (Table 3.3.10). Similarly, the average position errors only differ
when considering the lowest threshold (Table 3.3.9).
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Table 3.3.10: Statistics after spatial warping for three different temporal regulation coefficients ct . The statistics
are computed over all the domain and all time steps.

Before After
ct = 0.1 ct = 0.3 ct = 0.5

RMSE 5.62 2.72 2.71 2.70
MAE 1.65 0.66 0.65 0.64

Correlation 0.12 0.79 0.79 0.79

3.4. SOUTHERN GHANA CASE

3.4.1. STUDY CASE

The Southern Ghana case is used to test the automatic registration and the spatial warp-
ing on real precipitation data. We will use gauge data to spatially adjust satellite-based
estimates. The gauge measurements are assumed to be more accurate than the satellite-
based estimates. On the other hand, such estimates have a higher spatial variability that
cannot be reproduced by the gauge because of their density. Our goal is to apply the
spatial warping to the satellite-based estimates to correct the position error (with re-
spect to the gauges), while keeping their higher spatial variability. In this study case, we
use the gauge measurements from the Trans-African Hydro-Meteorological Observatory
(TAHMO) network, and the satellite-based estimates from IMERG-Late.

Figure 3.4.1: Study domain (red rectangle) and the TAHMO stations available within the domain (white dots).
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The study area is a square domain over southern Ghana encompassing the Ghanaian
cocoa region. This corresponds to a 37×37 grid points area for IMERG-Late. This domain
has been chosen because of the particular high density of the TAHMO network in this
area (Figure 3.4.1).

Southern Ghana has two rainy seasons. The main one extends from March to mid-
July and the second one occurs during September and October. We selected a 25 hours
window containing a rainfall event, and used hourly accumulated precipitation data.
The window goes from 06:00 on 22 April to 06:00 on 23 April 2018 (included). Data from
65 TAHMO stations are available within the study area for this time window (we only
consider stations with a complete record for these 25 hours).

PRECIPITATION DATASETS

IMERG (Integrated Multi-satellitE Retrievals for GPM) is a high resolution global pre-
cipitation product produced by NASA as part of the Global Precipitation Measurement
(GPM) mission Huffman et al. (2018); Dezfuli et al. (2017a,b). IMERG merges several
satellite estimates from infrared, passive-microwave and satellite-radar. Three versions
are available at half-hourly and 0.1◦ lat/lon resolution: the Early, Late and Final runs.
The Final run is gauge-adjusted at monthly scale with the GPCC (Global Precipitation
Climatology Centre) gauge product. This product is not available for the Early and Late
runs, which have respectively 5 h and 15 h latency. Instead, they are climatologically
adjusted to the Final run. So, they indirectly incorporate past gauge data through this
climatological adjustment, but are independent of recent rainfall measurements.

The Trans-African Hydro-Meteorological Observatory (TAHMO van de Giesen et al.
(2014)) initiative aims to develop a dense network of 20,000 hydro-meteorological sta-
tions in sub-Saharan Africa (equivalent to one station each 30 km). These cost-efficient
stations measure the standard meteorological variables, including precipitation, at a
high temporal resolution (5 min). The current TAHMO network contains over 600 sta-
tions, mainly in West and East Africa. The gauge measurements are interpolated using
the same kriging as in the synthetic case. That is ordinary kriging with a square root
transform and an exponential variogram (with a sill of 1.0 (mm2/h2), a range of 1.5◦ and
a nugget of 0.01 (mm2/h2)).

IMERG-Late estimates and TAHMO measurements for the selected time window can
be seen in Figure 3.4.2. Both show one main rainfall event, with a peak of 53.45mm
rainfall at 18:00 according to TAHMO. In IMERG-Late, the peak has a lower intensity but
has a longer timespan. The accumulated rainfall is estimated around 19mm for both
18:00 and 19:00. There is also a spatial shift between the peaks. For example, at 18:00,
IMERG’s peak is about 55km North-East of TAHMO’s.
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Figure 3.4.2: Input data for the southern Ghana case. IMERG-Late (background), TAHMO (circle) and corre-
sponding krigged field (contour line) 1 hour accumulated rainfall from 06:00 the 22 April to 06:00 the 23 April
2018.
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3.4.2. RESULTS
For the southern Ghana case, we do not know the “truth” as we did for the synthetic
case. Thus, we will use a leave-one-out-validation (LOOV) to evaluate the accuracy of
the method. That is, we remove one of the 65 TAHMO stations from the input data. We
interpolate the 64 other stations to obtain the input field v . This is done for each of the
65 stations. The automatic registration is run 65 times, once for each of these 65 new
interpolated fields used as input (after pre-processing). We obtain 65 mappings. From
each of the 65 corresponding warped fields, we extract the timeseries at the location of
the removed station. These timeseries can then be compared to the gauge measurement
for validation since it was not used as input.

For comparison, we run a second experiment using all the stations in the interpola-
tion to obtain v . We call this second experiment “All”. The results of the “All” experiment
are not independent from the validation data. However, it will provide an insight on the
impact of the gauge network configuration on the efficiency of the method, and on what
is the “best” possible results with the current network.

As for the synthetic case, all the results shown here are obtained for C1 = 0.1, C2 =
C3 = 1 and ct = 0.3, and for I = 4 except stated otherwise.

SENSITIVITY OF THE SPATIAL TRANSFORM

From the LOOV experiment, we obtained 65 mappings T based on 65 different inter-
polated fields used as input. The output of the automatic registration depends on the
inputs. Thus, with 65 different interpolated fields v , the LOOV experiment give us an
insight into the sensitivity of the automatic registration to the input data.

Figure 3.4.3: Average mappings obtained from the LOOV with approaches A1 (blue), A2 (black) and A3 (purple).
The mappings have been averaged over the 65 realizations of the LOOV. For the sake of clarity, we only show
the mapping at some selected time steps. At the other time steps, the distortion was much smaller or null, due
to the absence of precipitation in the target field v .

For each of the three approaches, we look at the average mapping (over the 65 re-
alizations) and the corresponding standard deviation. The average mappings obtained
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with the three different approaches are shown in Figure 3.4.3. The mappings obtained
with the “All” experiment (i.e. using all the stations as input) are very similar to the av-
erage mappings from the “LOOV” experiment, and so are not shown here. For all three
approaches, the largest distortions occur in the rainy areas (see Figure 3.4.2). The dis-
tortions become smaller further away from the rainy peaks, due to the first regulation
term of the cost function which ensures a mapping as “small” as possible. The second
regulation term ensures that the mapping is as “smooth” as possible, and responsible for
the smooth transition between these areas. The third regulation term penalizes grid cell
shrinkage or expansion. Its impact is more difficult to observe.

The (average) mapping obtained with approaches A1 and A3 are similar, except at
15:00 and 17:00 on April 22. At these two times, the gauges did not record any precipi-
tation. Thus, by construction, approach A1 does not distort the grid at these times. On
the contrary, the mapping obtained with approach A3 is not zero at these times, due to
the time correlation included in the cost function. It ensures a smooth transition of the
mapping from one time to the next. Beside these two time steps, the main differences
between the mappings from A1 and A3 occur at 18:00 near -3 degree East and 6 degree
North. At that time, the mapping from A3 is closer to the one from A2 than from A1,
which suggests that these differences are due to the spatial correlation term dominat-
ing the observation term in this area at that time. While approaches A1 and A3 produce
similar mappings, the one obtained with approach A2 is significantly different at all time
steps (Figure 3.4.3). The mapping from approach A2 is the same for every time, which
also means that it is not optimal at all times. As for the synthetic case (see Section 3.3.2),
different time steps need different mappings.

(a) (b)

Figure 3.4.4: Standard deviation of the mappings in the LOOV experiment for the three approaches A1, A2 and
A3. (a) Maximum standard deviation at each grid point. (b) Mean and maximum standard deviation at each
time step.

The standard deviation of the “LOOV” experiment is shown in Figure 3.4.4. On the



3.4. SOUTHERN GHANA CASE

3

107

left, one can see the average standard deviation (over space), as well as the maximum,
for each time step. The standard deviation of the mapping from approach A2 is constant
in time, since the mapping is the same for all time steps. The standard deviations from
approaches A1 and A3 vary in time. The standard deviation is zero at all time steps with-
out recorded rainfall (gauge) for approach A1, and at time steps far away from the rainy
times for approach A3. This is due to the fact that, by construction, the mappings are zero
at these time steps for these approaches. One can see that for all the other time steps,
where the gauges recorded some precipitation, both the mean and the maximum stan-
dard deviation is higher for approach A1 than for approach A3. The standard deviation
from approach A2 is, in general, equal or lower than both approaches A1 and A3 at these
time steps. For the three approaches, the standard deviation is larger in the longitudinal
direction than in the latitudinal one. For example, the average standard deviation goes
up to 0.018 degree in the latitudinal direction, and up to 0.025 degree in the longitudinal
direction for approach A3. Its maximum standard deviation goes up to 0.10 degree in
the latitudinal direction, and up to 0.18 degree in the longitudinal direction. This can
also be seen when looking at the maximum (in time) standard deviation at each grid cell
(Figure 3.4.4a). At most grid cells, the maximum standard deviation is larger in the lon-
gitudinal direction than in the latitudinal one, especially for approach A1. The approach
A2, with its time constant mapping, has the smaller maximum standard deviation, but
the larger average one over time. The average standard deviation over time is not shown
because of its small scale. In general, approach A1 has a larger maximum standard devi-
ation than A3 and A2. However, the average standard deviation of approaches A1 and A3
are very similar.

VALIDATION

In contrast to the synthetic case, we do not know the “truth” here. It is thus more dif-
ficult to evaluate quantitatively the improvement of the position error, especially with
the “LOOV” experiment from which we obtained 65 mappings and 65 time series (one
for each station). We will use the “All” experiment to estimate the position accuracy (the
average mapping from the “LOOV” experiment is very similar to the one from the “All”
experiment). The warped fields for the three approaches can be seen in Appendix 3.C.
After spatial warping, the position of the event corresponds better to the gauge data. This
can also be seen more quantitatively in Figure 3.4.5, which shows the position error of
the peak for each time step (with more than 1mm/h). The position error is the distance
between the rainfall peaks in the interpolated field v and in the warped field uwarp, the
peak being defined as the pixel with the maximum rainfall intensity. The position error is
lower after the spatial warping than before, except at 15:00 with approach A1 and at 19:00
with approach A2. As seen previously, there is no distortion at time 15:00 and 17:00 with
approach A1, so the error is the same before and after warping. Approaches A1 and A3
have similar position error at most time steps, except at 15:00, 16:00 and 20:00. In gen-
eral, the position error is higher for approach A2. The lowest position error is achieved at
18:00 for the three approaches. This time step has the highest recorded rainfall according
to the gauges.

Table 3.4.1 gives the position error averaged over time for different rainfall thresh-
olds. For all the thresholds, the average position error is smaller after the warping for the
three approaches. When considering all time steps with at least 0.1mm/h, the decrease
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of the error is very small. The low rainfall has more spatial variability than the higher
ones, the peaks are less obvious. Moreover, the low rainfall is not taken into account in
the automatic registration, since it is removed during the preprocessing step. The time
steps with the higher rainfall seem to benefit more from the warping. For example, with
approach A3, the average position error is divided by 3 for a threshold of 1mm/h, and by
4.6 for a threshold of 5mm/h. The average position error is always higher with approach
A2, and approach A3 has the lowest error. At the time step at which the peak of the event
occurs, the three methods have the same position error of 11.04km, which corresponds
to the length of one grid cell.

Figure 3.4.5: Distance between the “true” peak (gauge) and the estimated ones before and after spatial warping,
for the “All” experiment, at each time step with more than 1mm/h recorded rainfall (in v).

Table 3.4.1: Average position error (km) before and after spatial warping for the “All” experiment. The average
is done over all time steps at which the peak (in v) is above a certain threshold.

Threshold (peak) Sample number Before A1 A2 A3
>0.1mm/h n=15 173.79 149.45 146.26 145.81
>1mm/h n=7 93.15 40.98 60.25 31.39
>5mm/h n=3 93.45 27.58 46.17 20.03

>10mm/h n=1 47.01 11.04 11.04 11.04

The results of the “All” experiment are not independent from the validation data. The
TAHMO stations are used both as input to the automatic registration (after interpolation)
and for the validation. However, this experiment provides an insight on the “best” possi-
ble results. We use the “LOOV” experiment to have a more independent validation. The
statistics for both experiments are shown in Table 3.4.2. For the “LOOV” experiment, all
three approaches are improving the RMSE, the MAE and the correlation coefficient. The
RMSE goes from 1.89mm/h before warping to 1.50mm/h with approach A3. The MAE
also decreases, from 0.20mm/h to 0.14mm/h with approaches A1 and A3. The decrease
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is less significant with approach A2. The correlation coefficient before warping is low
(0.18), and is significantly increased by the warping (to 0.55 with A2 and 0.63 with A1).
Approaches A1 and A3 have very similar statistics, with A1 sligthly better. The statistics of
approach A2 show less improvement. For approaches A1 and A3, the statistics are better
for the “All” experiment than for the “LOOV” one. The RMSEs are 0.1mm/h smaller, and
the correlation are increasing to 0.70 (versus 0.6 for the ”LOOV”). The better statistics
of the “All” experiment was to be expected since the validation data was not indepen-
dent of the input data. Surprisingly, the statistics for approach A2 are similar for the two
experiments, and even slightly better for the “LOOV” one.

Table 3.4.2: Statistics before and after the spatial warping compared to the station measurements. The results
are shown for the two experiments (“LOOV” and “All”) and the three approaches (A1, A2 and A3). The statistics
are computed over all stations and all time steps.

Before
All LOOV

A1 A2 A3 A1 A2 A3
RMSE (mm/h) 1.89 1.39 1.57 1.39 1.48 1.56 1.49
MAE (mm/h) 0.20 0.13 0.19 0.13 0.14 0.18 0.14
Correlation 0.18 0.70 0.53 0.70 0.63 0.55 0.62

TIMING ERROR

Figure 3.4.6 shows the timing error between the stations and the satellite estimate. At
most station locations, the rainfall peak is late compared to the gauges. Often, position
and timing errors are related, and a timing error can be translated as a position error
from the point of view of a station. Thus, we examine the impact of spatial warping on
the timing error. In Figure 3.4.7, one can see the improvement of the (absolute) timing
error after warping. With approaches A1 and A3, the timing error has decreased by one
or two hours at most stations. The improvement is more limited when using approach
A2, with more stations showing a neutral improvement. The results of the “LOOV” ex-
periment are very similar to the “All” experiment.

Table 3.4.3: Average absolute timing error before and after spatial warping. The average is done over all stations
recording at least one time step with more rainfall than a certain threshold.

Threshold Sample number
Before

All LOOV
A1 A2 A3 A1 A2 A3

>0.1mm/h n=15 2.07 1.33 2.13 1.40 1.40 2.07 1.40
>1mm/h n=10 1.10 0.30 1.30 0.40 0.40 1.30 0.40
>5mm/h n=7 1.00 0.14 1.43 0.29 0.14 1.29 0.14

>10mm/h n=5 1.20 0.20 1.00 0.40 0.20 1.00 0.20

For easier comparison, Table 3.4.3 gives the absolute timing error averaged over the
stations recording more than a certain threshold. As seen in Figure 3.4.7, the average er-
ror decreases after spatial warping for approaches A1 and A3. These two approaches
have identical average error for the “LOOV” experiment, while approach A1 leads to
smaller timing error for the “All” experiment. The average timing error decreases when
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Figure 3.4.6: Timing error before spatial warping at each station (only at stations which recorded >0.1mm/h).
In red, the peak in u is late (compared to the one in the station measurement). In blue, the peak in u is in
advance. It has to be noted that the timing error can only be given at the hourly resolution due to the definition
of the time steps.

Figure 3.4.7: Improvement in timing error after spatial warping (only at stations which recorded >0.1mm/h). In
blue, the absolute timing error decreased after the warping. In red, the timing error increased. The results are
shown for the two experiments: (top)“All” and (bottom)“LOOV”, and the three approaches: (left) A1, (middle)
A2 and (right) A3.

the threshold increases. It is divided by 3.75 for the threshold of 1mm/h and by 6 when
considering only stations with more than 10mm/h rainfall (for the “LOOV” experiment).
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The spatial warping with approach A2 does not improve positively the timing error. In
contrast, the average error increases after warping, except for the higher threshold of
10mm/h. Since approach A2 applies the same mapping at all time steps, it has less in-
fluence on the timing error. It seems to correct better the time steps with higher precip-
itation, forcing the other ones to move along.

3.5. DISCUSSION
The spatial warping has been evaluated in terms of the position and the timing of the
rainfall peak, and of the intensity of the event. The position error is explicitly corrected
by the spatial warping. It was shown that this error was significantly reduced for both the
synthetic and the real data case. The timing error also decreased after the spatial warp-
ing. The distinction between a time delay or a spatial shift can be ambiguous. Part of the
timing error can be due to a position error, and vice versa. So, by correcting the position,
the warping also reduced the timing error. The continuous statistics on the intensity are
improved by the spatial warping too. The warping does not modify the rainfall inten-
sity (there is no bias adjustment). However, by removing the double-penalty part of the
error, it improves the intensity. This can be seen by the increase of the correlation after
warping.

One shortcoming observed in the results is that the spatial warping seems to priori-
tize correcting the higher rainfall values, sometimes to the detriment of the lower rainfall
values. For example, the average position error is smaller for the higher threshold (Ta-
bles 3.3.1 and 3.4.1). This can be explained by the method used to derive the mappings.
The automatic registration is based on the minimization of a cost function. The higher
rainfall values have more weight than the lower ones in the observation term, and so are
corrected first. This shortcoming points to a limitation of the metrics used to evaluate
the position and timing errors. They are defined with respect to the rainfall peak, so they
do not reflect the spatial and temporal variation of the lower rainfall. Thus, they might
be biased, since the method favours the higher rainfall values.

The improvement of position, and its positive impact on the continuous statistics
were observed for the three approaches. However, there were some differences among
them. Approach A2 leads to a more limited improvement. This approach is built on
the assumption that the spatial distortion is the same at all time steps. The further the
data are from this assumption, the less efficient approach A2 is. On the other side, this
assumption makes approach A2 the least computationally expensive. Approaches A1
and A3 have similar results in terms of position, timing and intensity. Most differences
between these two approaches occur in low or non rainy areas/time steps. In both ap-
proaches, each time step has a different mapping. The mappings are derived indepen-
dently in approach A1, while they are linked in approach A3. Thus, in approach A1,
mappings of two adjacent time steps can be very different. This can cause some non-
physical discontinuities, such as the one between times 9 and 10 in the synthetic case
(Figure 3.B.1). This discontinuity does not appear with approaches A2 and A3. Approach
A1 is more computationally expensive than approach A2 and less than approach A3. On
a personal computer, the automatic registration needed less than two minutes with ap-
proach A2, 10 minutes for approach A1 and approximately 70 minutes for approach A3 to
run for the synthetic case and I = 4. Since the time steps are independent of each other
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in approach A1, it could easily be adapted to run in parallel to reduce the computational
time. Approach A3 is the most computationally expensive of the three approaches due
to the higher number of variables to be optimized. A solution to reduce the cost of ap-
proach A3 would be to reduce the time window. If it is not possible due to the length of
the rainfall event, an alternative would be to use a moving time window. We would then
run several smaller minimization problems instead of one large one.

The mappings are derived from the automatic registration that can be tuned by sev-
eral parameters, such as the number of steps I and the regulation coefficients C1, C2,
C3 and ct (for approach A3). These parameters are affecting the mappings. We looked
at the impact of the regulation coefficients on the mapping for the synthetic case (Sec-
tions 3.3.3 and 3.3.3). The regulation terms represent properties one wants for the map-
pings. The coefficients permit to give more or less weight to these properties. The reg-
ulation terms mainly affect the area (or time steps) with no or low rainfall. Thus, their
impact on the RMSE and correlation are limited, but their effects are still valuable. For
example, the fourth term in approach A3 prevents non-physical discontinuities in time
like the one seen with approach A1 (e.g. between time 9 and 10). Similarly, the “smooth-
ness” properties (C2) avoid non-physical discontinuity in space. Since the low precipi-
tation is removed in the pre-processing step, this property ensures that it is still moved
along the higher rainfall values.

The number of steps I defines the resolution of the mapping T . A higher number of
steps I means that more details are taken into account (less smoothing), and that map-
ping itself has more details, because of the higher resolution of the warping grid D I . On
the other hand, the computational time increases exponentially with I . The minimiza-
tion problem is solved for all the grid points at the same time, yet the number of grid
points increases exponentially with I . For example, the first step (i.e. i = 1) takes 20 sec-
onds, the second one more than 2 minutes, the third one 17 minutes and the fourth step
47 minutes with approach A3. The impact of I on the warped fields differs depending
on the approach. For approaches A1 and A3, increasing I improves the errors in terms
of position, RMSE and correlation. However, the improvement becomes smaller when
I increases. Thus, it would be possible to decrease the number of steps I in order to
reduce the computational time without loosing too much accuracy. For approach A2,
increasing I improves the average position error but worsens the continuous statistics.
It seems that this approach prioritizes the high rainfall, such as the peak, to the detri-
ment of the lower rainfall in the other time steps, which would have needed a different
spatial correction.

In this chapter, we use spatial warping to correct the position in satellite-based es-
timates using gauges. The automatic registration method used was similar to the one
described in Beezley and Mandel (2008); Mandel et al. (2010). There are four main dif-
ferences between our method and the morphing described in Beezley and Mandel (2008)
and Mandel et al. (2010). First, we modified the cost function by adding a third regula-
tion term based on divergence. Second, they solved the minimization problem for one
grid point at a time, while we solve it for all the grid points together (i.e., we have one
multi-variable minimization problem instead of several 1D ones). Thirdly, we use irreg-
ularly spaced (i.e. non-gridded) gauge measurements as observations instead of (grid-
ded) radar data. Finally, we extended the method to take into account several time steps
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at the same time (e.g. approaches A2 and A3).
In order to use non-gridded data (i.e. gauges), we added a pre-processing step be-

fore the automatic registration. In this step, the gauge measurements are kriged onto
the same grid as the satellite estimate. The kriging introduces some interpolation errors,
especially in the areas far from the gauges. In the synthetic case, we compare two ex-
periments: the first one uses the “truth” v as input (i.e. no kriging), while in the second
one the target field v is obtained by kriging. The mappings from the two experiments ex-
hibit similar patterns but there are also differences. The kriging experiment has higher
average position errors and slightly better RMSE and MAE than the one using the “truth”.
Depending on the position of the event, the rainfall event is more or less well captured
by the gauges and so represented by the kriged field. Due to the interpolation method
(kriging), the peak of the event is necessarily near a gauge in the kriged field. This ex-
plains the larger position error in the second experiment. In the southern Ghana case,
the LOOV experiment allows us to look at the sensitivity of the mapping to the gauge net-
work configuration. The standard deviation of the mappings is very low, however, some
members do show a large deviation from the mean. Some stations have a bigger impact
than others on the accuracy of the kriging and, thereby, on the automatic registration.
In these two study cases, the rainfall event is relatively well captured by the gauges. In
practice that would not always be the case, depending on the position of the event and
on the network configuration.

The main limitation of the automatic registration, and, thereby, of the spatial warp-
ing, is the need for the input fields u and v to be similar enough. We did not derive cri-
teria to determine beforehand if the fields are similar enough. However, there are some
minimum conditions, such as having the same number of events and the proximity of
the events. The smoothing in the automatic registration can be increased or decreased
to allow the events to move further or not. In this chapter, we explored the potential
of spatial warping for position correction of precipitation data. The next step will be to
apply this method to other cases, involving different rainfall regimes. More study cases,
including extreme ones, are needed to determine the boundaries within which the au-
tomatic registration succeeds, and to determine “feasibility” thresholds.

3.6. CONCLUSION
We have investigated the use of a warping approach for the gauge-adjustment of satellite-
based rainfall estimates with respect to position error. The warping method, adapted
from Beezley and Mandel (2008), has been applied to two cases. Synthetic rainfall events,
represented by ellipses, have been used to test the warping method and its sensitivity
to several parameters. The second case, a convective rainfall event in southern Ghana,
showed the potential of the method when applied to real, noisy precipitation data. We
applied the position correction such that the gauge data were down-scaled while keep-
ing the high spatial variability of the satellite-based product. The rain events estimated
by IMERG-Late were spatially shifted to match the gauge data.

The automatic registration was extended to take (3D) space-time data as input, that
is, 2D rainfall fields at several times. We tried three different approaches with different
assumptions regarding the behaviour along the time dimension. The first one assumes
that all the time steps are independent. In contrast, the second one assumes that all
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time steps have the same mapping. The third approach allows each time step to have a
different mapping but assumes that they are linked through time. All three approaches
improve the position and intensity errors. However, they have different performances in
terms of accuracy and computational cost. All three approaches only modified the spa-
tial coordinates. The first approach completely ignores the temporal dimension, while
the second and third ones are taking it into account by adding some constraints (i.e. all
time steps have the same mapping, or that their mappings are linked). The two latter ap-
proaches are an alternative to a fully space-time warping, or at least a first step. Such 3D
warping would warp the rainfall field both in space and time, and so would fully consider
the relationship between the spatial and temporal dimensions. However, it would also
be more computationally expensive due to the larger number of variables to optimize
during the automatic registration.

3.7. FUTURE WORK
This chapter explores the use of an image warping method to correct location errors in
precipitation estimates. The next step will be to extend the study to other case studies,
including different rainfall regimes. It should also be pushed to more extreme cases to
determine the method’s limitations more precisely. More cases would permit to derive
feasibility criteria to quantify beforehand if the input are too dissimilar for the automatic
registration to work. It would also allow us to have a better idea of the sensitivity with
respect to the regulation coefficients, and so to better tune the automatic registration. A
more robust way of selecting the regulation coefficients could be developed, for example
by defining adaptive coefficients, as opposed to the empirical choices made here.

Another step would be to combine spatial adjustment and bias adjustment. In this
chapter, we only looked at the warping part of the morphing method described in Man-
del et al. (2010) and Beezley and Mandel (2008), that is the spatial correction. Morphing
is based on warping, which modifies the spatial coordinate, and cross-dissolving, which
modifies the amplitude or intensity. Thus, morphing impacts both the position and the
intensity. The morphing formula is similar to the warping one, but an extra term is added
to correct the intensity:

umor ph = (u + r )◦ (I +T ) = uw ar p + r ◦ (I +T )

where r = v ◦ (I +T )−1 −u is the residual. However, the morphing cannot be applied
directly in the case of point measurements (such as gauge observations). We do not know
the true rainfall at all grid points, so the kriged field is assumed to be the “truth” v . The
morphing would “correct” the intensity everywhere to make it correspond to the kriged
field, including in areas far from the stations. We would need to take into account the
kriging error into the morphing. A possibility would be to add a coefficient depending
on the kriging variance (σkr i g i ng ) in front of the residual:

umor ph = (u +α · r )◦ (I +T )

with the coefficient α being a function of the kriging variance σkr i g i ng . Another possi-
bility is to apply an existing bias adjustment method after the warping as a second step,
for example the additive or multiplicative adjustment or the PDF matching method.
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In this chapter, we assumed that the gauge measurements correspond to the true
rainfall values at these points. However, gauges also have uncertainties. Similarly, we do
not take into account the kriging error in the automatic registration. That is, the kriged
field is assumed to be the “truth”. These two errors could be taken into account in the
automatic registration by adding an observational error covariance R in the observation
term of the cost function Jo = (v −u ◦ (I +T ))T R−1 (v −u ◦ (I +T )).





APPENDIX

3.A. OPTIMIZATION STEP OF THE AUTOMATIC REGISTRATION

ALGORITHM
The automatic registration is based on the minimization of the cost function J given
in Equation (3.6). This is done in the third step of the algorithm (Figure 3.2.1). In this
appendix, we give more information about this important step of the algorithm, with a
focus on the constraints (Section 3.A.1) and on the minimization method (Section 3.A.2).

3.A.1. CONSTRAINTS
This minimization problem includes a certain number of constraints. These constraints
come from two requirements. First, we require that the nodes stay within the domain D
(i.e., (I +T ) (xk , y j ) ∈ D ∀(xk , y j ) ∈ Di . That is, the nodes on the boundary of the domain
are allowed to move inside the domain but no nodes are allowed to leave it. These con-
straints can be seen as inequality constraints or as bounds. Second, the mapping I +T
has to be invertible. Each node (xk , y j ) of the grid Di is constrained to the domain be-
tween the points (xk+1, y j ), (xk , y j−1), (xk−1, y j ) and (xk , y j+1), in order to insure that the
inverse mapping (I +T )−1 exists (see Beezley and Mandel (2008)). This second require-
ment translates as inequality constraints.

Since nodes on the boundary are allowed to move inside the domain, some com-
putations will need the value of an image outside the domain D (e.g., u ◦ (I +T )−1 on
D or the smoothing of u and v). To allow these computations, all the images are ex-
tended on R2 by assuming that there is no precipitation outside the domain, that is,
∀(x, y) 6∈ D, u(x, y) = v(x, y) = 0.

3.A.2. MINIMIZATION METHOD
In Beezley and Mandel (2008), the minimization problem was solved by optimizing Ti

one node after each other (for all nodes of the grid Di ). For each node, the coordinates x
and y were updated alternatively using a 1-D constrained non-linear optimization func-
tion. We use a different approach and optimize all the nodes at the same time. The so-
lution does not depend on the order in which the nodes are optimized. However, the
number of variables to optimize (2 · (2i +1)2 for grid Di ) increases exponentially with i .
Constrained optimization algorithms become computationally expensive for such large
numbers of independent variables. Thus, for computation efficiency, we used an itera-
tive barrier approach (Jon (2004); Noc (2006)).

In the barrier approach, the inequality constraints are added to the cost function J
as penalization terms:

Jp (Ti ) = J (Ti )+β
∑
h

Ch(Ti ) (3.12)
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where Ch are constraint functions and β is the barrier coefficient. The constraints that
cannot be written as bounds are converted into constraint functions Ch , such that Ch(Ti ) >
0 if the constraint is violated and Ch(Ti ) = 0 if it is respected.

This new minimization problem does not have inequality constraints, only bounds
from our first requirement. Here, we minimized the penalized cost function Jp using
the limited-memory quasi-Newton method for bound-constrained problems (L-BFGS-
B) method (with the Python function scipy.optimize.minimize).

As mentioned above, the barrier approach is iterative. First, the cost function Jp is
minimized using the L-BFGS-B method with β = 1. If all the constraints are respected,
the procedure stops. Otherwise, the iterations continue with β = 10 ·β. The iterations
continue until all the constraints are respected or until one of the stopping criteria is
reached. We set two stopping criteria: 1) the decrease of the cost function P is smaller
than < 10−5 and 2) the root mean square difference of the grids Di before and after is
smaller < 10−5.

3.B. EXTRA RESULTS FROM THE SYNTHETIC CASE

Figure 3.B.1: Warped precipitation field uwarp obtained with the approach A1 and the “Full” experiment (back-
ground), and the “true” precipitation field v (contour lines) for the synthetic case. The fictive stations are rep-
resented by circles.
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Figure 3.B.2: Warped precipitation field uwarp obtained with the approach A1 and the “Interpolated” exper-
iment (background), and the “true” precipitation field v (contour lines) for the synthetic case. The fictive
stations are represented by circles.

Figure 3.B.3: Warped precipitation field uwarp obtained with the approach A2 and the “Full” experiment (back-
ground), and the “true” precipitation field v (contour lines) for the synthetic case. The fictive stations are rep-
resented by circles.
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Figure 3.B.4: Warped precipitation field uwarp obtained with the approach A2 and the “Interpolated” exper-
iment (background), and the “true” precipitation field v (contour lines) for the synthetic case. The fictive
stations are represented by circles.

Figure 3.B.5: Warped precipitation field uwarp obtained with the approach A3 and the “Full” experiment (back-
ground), and the “true” precipitation field v (contour lines) for the synthetic case. The fictive stations are rep-
resented by circles.
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Figure 3.B.6: Warped precipitation field uwarp obtained with the approach A3 and the “Interpolated” exper-
iment (background), and the “true” precipitation field v (contour lines) for the synthetic case. The fictive
stations are represented by circles.
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3.C. EXTRA RESULTS FROM THE SOUTHERN GHANA CASE

Figure 3.C.1: Mappings obtained from the LOOV with approach A1. The mean mapping is represented by the
black arrows. The maximum deviation from the average in both the latitude and the longitude directions are
shown in red. For the sake of clarity, we only show the mapping at some selected time steps. At the other time
steps, the distortion was much smaller or null, due to the absence of precipitation in the target field v .

Figure 3.C.2: Mappings obtained from the LOOV with approach A2. The mean mapping is represented by the
black arrows. The maximum deviation from the average in both the latitude and the longitude directions are
shown in red.
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Figure 3.C.3: Mappings obtained from the LOOV with approach A3. The mean mapping is represented by the
black arrows. The maximum deviation from the average in both the latitude and the longitude directions are
shown in red. For the sake of clarity, we only show the mapping at some selected time steps. At the other time
steps, the distortion was much smaller or null, due to the absence of precipitation in the target field v .
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Figure 3.C.4: Warped precipitation field uwarp obtained with the approach A1 and the “All” experiment (back-
ground) for the Southern Ghana case. The station measurements are represented by circles, and the corre-
sponding interpolated field v by contour lines.
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Figure 3.C.5: Warped precipitation field uwarp obtained with the approach A2 and the “All” experiment (back-
ground) for the Southern Ghana case. The station measurements are represented by circles, and the corre-
sponding interpolated field v by contour lines.
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Figure 3.C.6: Warped precipitation field uwarp obtained with the approach A3 and the “All” experiment (back-
ground) for the Southern Ghana case. The station measurements are represented by circles, and the corre-
sponding interpolated field v by contour lines.
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4
CORRECTING TIMING ERROR IN

PRECIPITATION ESTIMATES USING

IMAGE WARPING

De regen die vandaag valt, valt morgen niet .

Dutch proverb

A rainfall event is a coherent moving system, and as such can be described by its intensity,
its position and timing. Bias correction method are generally focusing on the intensity.
In the previous chapter, we investigated the possibility to gauge-adjust a rainfall estimate
with respect to the position using a warping method. In this chapter, we focus on the
possible timing errors. The warping method is adapted to work on time-series instead of
rainfall fields. It is then applied to gauge-adjust a satellite-based estimate with respect to
the timing of the rain event.
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4.1. INTRODUCTION
Timing errors have been studied in the field of hydrological modelling because of the
large impact temporal patterns of rainfall can have on the models’ outputs (Ball, 1994;
Singh, 1997; Máca and Torfs, 2009). However, timing errors have not been studied much
in terms of validation or comparison of rainfall estimates. There are some exceptions.
For example, Pfeifroth et al. (2016) evaluated the capacity of several satellite-based es-
timates in reproducing the daily cycle at two sites in West Africa. They showed that the
rainfall peaks (of the diurnal cycle) can be delayed by up to 2h.

There are several techniques to study timing differences between time series such as
cross-correlation and dynamic time warping (DTW). Cross-correlation only allows for
fixed time lags between time series. DTW is more flexible. It was developed for speech
recognition (Velichko and Zagoruyko, 1970; Sakoe and Chiba, 1978), and is now used in
many fields such as data mining, robotics, manufacturing or medicine (see Keogh and
Pazzani for references). It also has been applied to precipitation in several studies. McIn-
tosh and Yuan (2005) used DTW (with a combination of six indices) to compare rainfall
events and select events that were similar. Lu et al. (2020) and Mantas et al. (2015) ap-
plied DTW in combination with a clustering method to classify time series into rainfall
regimes. Mantas et al. (2015) used it in the framework of rainfall estimate validation,
while the goal of Lu et al. (2020) was to derive precipitation estimates from cloud top
temperature. Dilmi et al. (2020) developed a multi-scale DTW and used it as a dissimi-
larity measure. They applied it to yearly time series in Paris to study the impact of climate
change on rainfall variability (Dilmi et al., 2019).

The goal of this chapter is to investigate the use of time warping to correct temporal
error. We apply warping to gauge-adjust a satellite-based estimate with respect to the
timing. We use a different warping method than the above mentioned DTW. Instead, we
adapt the spatial warping method from the previous chapter to operate with (1D) time
series instead of (2D) rainfall fields. Using this method will allow us to compare more
fairly the space and time warping. It also enables the possibility to combine them at a
later stage in order to take both the position and timing error into account at the same
time. Such space-time approach would permit to fully take into account the relation-
ship between time and space. However, it would also be very computationally expen-
sive. Thus, we first consider the time warping independently from the spatial warping as
an intermediate step. We examine three alternative approaches with different assump-
tions on the spatial dimension. These approaches are warping in time only but take into
account (or not) the spatial component.

Section 4.2 described the warping and automatic registration for time series. It in-
cludes three approaches with different assumption on the spatial relationship of the time
series. The time warping is applied to two cases. The first case uses synthetic rainfall
events represented by ellipses (Section 4.3). This case is also used to test the sensitiv-
ity of the method to several parameters (Section 4.3.3). The second case is a real rainfall
event occurring in southern Ghana during the monsoon season (Section 4.4). The results
of both cases are evaluated with respect to the intensity, the timing and the position of
the event. Section 4.5 compares and discussed the two cases, before the conclusion in
Section 4.6. In Section 4.7, we discuss some possible improvements and future works.
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4.2.1. DEFINITIONS
In the case of temporal warping, the signals u and v are representing time series on a do-
main D = [tmi n , tmax ] ⊂ R. The warped signal is obtained by applying a mapping func-
tion Tt on the time coordinates:

uwarp(t ) = u (t +Tt (t )) (4.1)

In the remainder of this chapter, we adopt a more compact expression u ◦ (I +T ) for the
application of a mapping T to a signal u, where ◦ is the composition operator.

The mapping T is derived by a (1D-)registration method. The goal of the registration
is to determine the temporal mapping T : t ∈R 7→ Tt (t ) ∈R such that, ∀(t ) ∈ D ,

v(t ) ≈ u ◦ (I +T ) (t ) (4.2)

≈ u [t +Tt (t )]

where I is the identity function.
There can be several mappings T that meet the requirement v ≈ u◦(I+T ). Especially

in time periods without rainfall, the mapping T is not unique. We define two criteria to
characterize one optimal mapping :

T ≈ 0 (4.3)

∇T ≈ 0 (4.4)

That is, the optimal mapping has to be as small, and as smooth as possible. These two
criteria are similar to the first two criteria used for the spatial registration in Chapter 3.
For the temporal cases, we do not have a divergent-free constraint as we had in the spa-
tial one.

4.2.2. AUTOMATIC REGISTRATION
We are using a similar automatic registration method than the one used for the spatial
warping in the previous chapter (see 3.2.2). We adapted it to the 1D data (i.e. time series)
and the new constraints. The automatic registration procedure only needs the signals u
and v as input. It does not require any manual selection of matching points or features.
A downside of such method is that the input signals need to be similar enough for it to
work.

The registration is based on the minimization of a cost function J with respect to the
mapping T . The cost function can be divided in two terms. The first one (Jo) represents
the error between the displaced signal u◦(I +T ) and the target signal v . The second one
(Jb) is a background term that consists of the two criteria for “optimal” mapping given
in Equations (4.3) and (4.4).

J (T ) = Jo(T )+ Jb(T ) (4.5)

Jo(T ) = ‖v −u ◦ (I +T )‖ (4.6)

Jb(T ) = C1‖T ‖+C2‖∇T ‖ (4.7)
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where C1 and C2 are two coefficients determined empirically, and ‖.‖ is the L2−norm.
As for the spatial 2D-case, the minimization problem is solved iteratively, for T de-

fined on increasingly fine grid. In the temporal 1D-case, the domain D is a segment
[tmi n , tmax ], and is represented by different regular grids. The regular n(= nt ) grid on
which u and v are given is called the pixel grid Dn . The mapping T is defined on a set of
coarser grids Di (i = 1, ..., I ), called warping grids. The grids Di are uniform 2i +1 = mi

grids (for i = 1, ..., I ) covering the domain D . For i = 1, ..., I , the mapping T discretized on
Di is noted Ti . Thus, the observation term Jo of the cost function is discretized on the
pixel grid Dn , while the background term Jb is discretized on the warping grid Di .

Algorithm The algorithm iterates over the warping grids Di (i = 1, ..., I ), from the coars-
est 3-point grid D1, until the finest one D I . For each iteration, the three main steps are
the same as for the spatial regulation algorithm (described in Section 3.2.2):

1. Smoothing of the images u and v : the images are smoothed by convolution with
a 1D-Gaussian

G1D (t ) = 1

2πσ2 exp

(
− t 22

2σ2

)
,

where σ = 0.1/
(
22i +1

)
. The finer the grid Di is, the narrower the Gaussian is.

Thus, for small i , the fine features are ignored and the focus is given to the large-
scale ones. When i increases, more ever finer features are taken into account. This
way, Ti for small i will make the larger features match. Then, for increasing i , more
and more detailed images are matched.

After the smoothing, the two time series are normalized such that their maximum
is the same. The time series obtained after smoothing and normalization are noted
as ũi and ṽi .

2. Initialization: solving the minimization problem on grid Di requires a first guess

T fg
i . For i = 1, T fg

1 is set to zeros, i.e. no deformation. For i = 2, ..., I , the mapping
T ∗

i−1 obtained by solving the minimization problem on grid Di−1 is interpolated

onto the grid Di , and used as the first guess T f g
i .

3. Optimization: The actual minimization problem to be solved is based on the smoothed
fields, i.e. Jo(T ) = ‖ṽi − ũi ◦ (I +T )‖. As for the spatial algorithm, it is solved for
all the nodes at the same time. The minimization problem has some inequali-
ties constraints. First, we want the mapping to be invertible, so we require that
tk +T (tk ) ≤ tk+1 +T (tk+1). Second, we require that all nodes stay in the domain
D . We use the Sequential Least SQuares Programming algorithm (SLSQP, from
scipy.optimize package) to solve this constrained minimization problem.

The algorithm is illustrated in Figure 4.2.1. It is very similar to the one for the au-
tomatic spatial registration. The main difference is the method used to solve the mini-
mization problem. Here, the number of nodes is much smaller than in the spatial case,
so the constrained minimization problem is solved directly. In the spatial case, it was
transformed to the unconstrained minimization of a penalized cost function.
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Figure 4.2.1: Algorithm for the automatic registration.

The python scripts for the automatic registration and the warping are available at
https://github.com/clecoz/time-warping_thesis. The scripts permit to repro-
duce the results and some of the plots for the two case studies presented in this chapter.

4.2.3. EXTENSION TO SPACE-TIME DATA
In practice, we have two time series u j and v j for each station j ( j = 1, . . . , J ). We investi-
gate three different approaches to take into account (or not) this spatial dimension.

APPROACH 1 (A1): DIFFERENT TIME MAPPINGS FOR EACH STATION INDEPENDENTLY

This approach only considers the temporal dimension, it does not take into account the
spatial dimensions. A different mapping T j is determined for each station j indepen-
dently. That is, in the automatic registration, the minimization problem minT j J j (T j ) is

https://github.com/clecoz/time-warping_thesis
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solved for each station j separately, with

J j (T j ) = ‖ṽ j − ũ j ◦ (I +T j )‖+C1‖T j ‖+C2‖∇T j ‖ (4.8)

APPROACH 2 (A2): ONE UNIQUE TIME MAPPING FOR ALL STATIONS

In this approach, the mapping T is the same for all the stations. The observation term
Jo in the cost function compares the time series of all the stations j at once, while the
background term Jb is unchanged. The minimization problem only has to be solved
once to find the unique mapping T .

The cost function can be written as

J (T ) = ‖V −UT ‖+C1‖T ‖+C2‖∇T ‖ (4.9)

where V and UT are (nt ×K ) vectors containing the signals of the K stations

V =


ṽ1

ṽ2

...
ṽK

 UT =


ũ1 ◦ (I +T )
ũ2 ◦ (I +T )

...
ũK ◦ (I +T )

 (4.10)

This approach is computationally the least expensive one. The number of variables
to be optimized is the same as for one minimization problem for approach A1, but it only
has to be solved once (while approach A1 needs to solve J problems).

APPROACH 3 (A3): DIFFERENT TIME MAPPINGS CORRELATED IN SPACE

This approach is a mix of the first two. We assume that each station j has a different
mapping T j , and that the mappings T j are linked through space. Unlike approach A1,
the mappings T j are not independent, but have more degrees of freedom than in ap-
proach A2. All the mappings are found at once by solving one minimization problem.
They are linked through a correlation matrix based on distance (derived from a vari-
ogram). This is done by adding an extra background term. The cost function is modified
as follows:

J (


T1

T2

...
TK

) = ‖


ṽ1 − ũ1 ◦ (I +T1)
ṽ2 − ũ2 ◦ (I +T2)

...
ṽK − ũK ◦ (I +TK )

‖+C1‖


T1

T2

...
TK

‖+C2‖


∇T1

∇T2

...
∇TK

‖

+cs
∑

j1, j2∈J | j1 6= j2

c(d j1, j2 )‖T j1 −T j2‖ (4.11)

where d j1, j2 is the distance between the stations j1 and j2. The influence function c de-
termines the strength of the connection between the stations based on their distance.
This strength is given on a scale of 0 to 1. The function is based on an exponential vari-
ogram with a range of 150km and no nugget. The spatial regulation coefficient cs defines
the weight of the spatial background term in the cost function.

The minimization problem is solved for all T j at the same time, bringing to J × i the
number of variables to be optimized at step i (with i = 1, · · · , I ). Thus, this approach is
the most computationally expensive one of the three approaches described here.
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4.2.4. WORK-FLOW
In practice, we want to adjust satellite based estimates using gauge measurements. The
satellite estimates are given on a 2D-grid, and do not correspond to gauge locations.
Thus, the first step is to extract the time series at the gauge locations from the series of
rainfall fields given on this grid. Once we have the two time series for each station (one
v from the gauge and one u from the satellite estimates), they are going through a pre-
processing step which consists in resampling. The time series have a low resolution of 1
hour, they are resampled at a higher resolution of 6 minutes using linear interpolation.
This has two advantages. First, by increasing the number of grid points, we are prevent-
ing extreme shrinking of the time interval (i.e. of the grid cells). Second, it prevents the
warping to decrease the peak intensity artificially by sampling away from it. The resam-
pled time series are used as input for the automatic registration.

The automatic registration provides the temporal mappings at the station locations.
Our goal is to warp the full satellite estimates. That is, we want the temporal mapping for
each node of the 2D-grid. They are obtained by kriging the mappings. We use the same
exponential variogram as the one used for approach A3 (i.e. with a range of 150 km and
no nugget). Then, the mappings are used to warp the (resampled) time series of each
node. The kriging is not needed for approach A2, since it is assumed that the mapping is
the same everywhere. The unique mapping obtained with this approach can directly be
applied to all the time series.

The complete workflow of the method, from the time series extraction to warping, is
summarized in Figure 4.2.2.

TAHMO

IMERG

Automatic
registration

Warping
(for each time step)

Temporally
warped
estimates

extract
timeseries

Interpolation
(from stations to grid)

pre-
proces
sing

Tt
for each station Tt

for each grid point

Figure 4.2.2: Flowchart of the temporal warping method.

4.3. SYNTHETIC CASE

4.3.1. STUDY CASE
The synthetic case was used to investigate the accuracy of the three automatic registra-
tion approaches. The synthetic case used in this chapter is the same as the one used for
the spatial warping in the previous chapter (in Section 3.3). Here, we repeat the descrip-
tion of this case for the sake of readability and consistency.

The synthetic case was generated by 3D ellipses on a regular grid. The two input
fields (the first guess and the target) both have one rainfall event moving toward the
South-West, as can be seen in Figure 4.3.1. They have the same maximum of 50mm/h
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for the rainfall peak, but different position, timing and path. This is done by giving the
ellipses different positions and orientations. The peak of the rainfall events differ by
∼50km and by 2 hours. They also differ by the propagation direction and speed. The
event is moving at ∼40km/h in the first guest and at ∼47km/h in the target field.

Figure 4.3.1: First guess ug r i d (background) and true precipitation field vg r i d (contour lines) for the synthetic
case. The fictive station measurements v are represented by circles.

In a real case, the first guess would be a satellite-based estimate and the target field
would be observations from radar or gauges, for example. When using gauge measure-
ments, the “true” rainfall is only known at the station’s locations. We simulate this case
by extracting time series from the “true” rainfall field. The locations of the fictive sta-
tions follow the configuration of the gauge network used in the Southern Ghana case
(described in Section 4.4.1), and are represented by circles in Figure 4.3.1. These time
series are used as input v in the automatic registration. We use linear interpolation to
derive the rainfall values at the gauge locations. The same method is used to extract
the time series u from the first guess before the pre-processing step (see Figure 4.2.2).
We denote ug r i d and vg r i d the two input fields from which the time series u and v are
extracted.

4.3.2. RESULTS

In this section, we will show the results obtained with the three approaches (described
in 4.2.3). All the results are obtained with C1 = 0.1, C2 = 1 and cs = 1, and with I = 3 except
when stated otherwise. The coefficients C1, C2 and cs are set empirically in this section.
The sensitivity of the results to these coefficients will be discussed in Section 4.3.3. The
number of steps I can also be adjusted, its impact will also be examined in Section 4.3.3.



4.3. SYNTHETIC CASE

4

139

MAPPING COMPARISON

The automatic registration provides a mapping T for each of the stations. Figure 4.3.2
shows the mappings for three of these stations, as well as the corresponding warped
fields. The mappings for the other stations can be seen in Appendix 4.B. The mappings
for the whole domain are obtained by kriging, and are displayed in Figure 4.3.3.

For all three approaches, the distortion is null at the last time step (Figure 4.3.2). This
is due to the constraint that no node can leave the domain. The distortion T cannot be
strictly negative at this time step without violating this constraint. Similarly the distor-
tion cannot be strictly positive at time step 0 (see the southern Ghana case in 4.4.2). The
distortion is smaller at the beginning of the time series, before the rainfall occurs. This
is due to the first regulation term that ensures that the mapping is as “small” as possi-
ble. The distortion is the smallest with approach A1 and the largest with approach A2.
This regulation term has the most impact with approach A1, since it is taking only one
station at a time. The second regulation term ensures that the mappings are as smooth
as possible. The mappings obtained with approaches A1 and A3 are almost identical at
time steps with rainfall, which leads to similar warped fields (Figure 4.3.2). Approach A2
can differ significantly from approaches A1 and A3. This is due to its assumption that the
mappings are constant in space. It cannot accommodate exactly the specificity of each
station, but has to find a compromise.

(a) TA00006 (b) TA00308 (c) TA00278

(d) TA00006 (e) TA00308 (f) TA00278

Figure 4.3.2: Mappings T (top) and corresponding warped signals (bottom) for the three approaches at three
stations: (left) TA00006, (center) TA00308, and (right) TA00278.

The mappings provided by the automatic registration are kriged onto the 2D-grid.
Figure 4.3.3 allows us to examine their spatial variation. Approach A2 gives a fully homo-
geneous mapping in space, while approach A1 is the most heterogeneous one. Approach
A3 authorized variation in space (each station has its own mapping), while keeping some
spatial consistency due to the spatial regulation term. This extra regulation term pre-
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vents two stations next to each other to have too different mappings, as it happens with
approach A1 (e.g. at time 9 in the lower right corner). This spatial variability has some
impacts on the warped fields (shown in Appendix 4.C). The shape of the rainfall event
is preserved with approach A2, since the same mapping is applied at all grid points. On
the other hand, the shape of the event is modified with approach A1, especially at the
beginning (time steps 8 to 11) and at its edge. This is due to the fact that the time series
are not moved uniformly. The alteration of the event’s shape still occurs with approach
A3, but it is more limited.

Figure 4.3.3: Mapping T for each node of the pixel grid (background) and at the station locations (circles) at
the 9 times of the warping grid for the three approaches: (top) A1, (center) A2 and (bottom) A3. In red, the
mapping is pushing the time series forward in time. In blue, the time series is pushed backward.

VALIDATION

The goal of the temporal warping is to correct timing error between the first guess (ug r i d )
and the true rainfall (vg r i d ). The timing error for the synthetic case is shown in Fig-
ure 4.3.4. The timing error is defined as the time difference between the peaks in ug r i d

and vg r i d , the peak being defined as the time step with the maximum rainfall. The peak
in the field ug r i d is early with respect to the truth vg r i d . The delay between the two fields
increases from none in the West to 4 hours in the East. All three methods improve sig-
nificantly the timing error (Figure 4.3.5). Approach A3 yields the largest improvement,
closely followed by A1. The results for approaches A1 and A3 are very similar, except
in the East where the peak still occurs too early with approach A1. The timing at the
two most eastern stations is not corrected with approach A1, the mapping is very small
at these locations (see Fig. 4.3.3). This could be due to the very low rainfall intensity
recorded at these stations (less than 1mm/h), and the regulation terms. When the rain-
fall intensity is very low, the observation term is small too, and the background term
dominates the cost function. The timing correction with approach A2 is still important
but more limited. The rainfall is still early in the East, and is now slightly late on the West.
By construction, the timing error is not the same over the whole domain (Fig.4.3.4), while
the mapping is with approach A2. Thus, the mapping moves the time series too much in
the West and not enough in the East.
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Figure 4.3.4: Time delay before time warping at each pixel of the domain. In red, the peak in ug r i d is late
(compared to the one in the “truth” vg r i d ). In blue, the peak in ug r i d is in advance. In grey, one of the time
series does not have a peak (rainfall < 0.1mm/h).

Figure 4.3.5: Time delay after time warping at each pixel of the domain. In red, the peak in u is late (compared
to the one in the target field v). In blue, the peak in u is in advance. In grey, one of the time series does not
have a peak (rainfall < 0.1mm/h).

The time correction is evaluated more quantitatively in Table 4.3.1, which provides
the average absolute timing error before and after warping. The average error is given
for different rainfall thresholds. All three approaches decrease significantly the average
error. The decrease is more important for the higher thresholds. When considering all
pixels with at least 0.1mm/h rain, the timing error is divided by at least four. The error
is divided by 5 or 6 for a threshold of 20mm/h, and by almost 10 for the threshold of
40mm/h. Approaches A1 and A3 gives similar results, except for the lowest threshold
(1mm/h) for which the error is smaller for A3. This is linked to the remaining delay in the
East observed in Figure 4.3.5. The error is larger for approach A2. However, the difference
between the approaches decreases when the threshold increases. The error is the same
for all approaches for the higher threshold (40km/h). The larger errors for approach A2
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was to be expected since the same mapping is applied at all pixels, while the timing error
varies in space.

Table 4.3.1: Average absolute timing error before and after time warping. The average is done over all pixels
recording at least one time step with more rainfall than a certain threshold according to v (and with non-zero
rainfall according to u).

Threshold (peak) Sample number
Before

After
A1 A2 A3

>1mm/h 1128 2.21 0.48 0.52 0.35
>10mm/h 565 2.07 0.33 0.42 0.32
>20mm/h 315 2.07 0.33 0.37 0.33
>40mm/h 55 2.05 0.21 0.20 0.21

The warping does not modify the intensity of the rainfall but impacts it indirectly by
removing the double-penalty part of the error. Table 4.3.2 gives quantitative measures of
the error before and after the warping. For all approaches, both the RMSE and the MAE
are reduced by the warping. The MAE is divided by 3, while the RMSE is divided by at
least 2.5. The correlation is also greatly improved by the warping, it goes from 0.18 before
to 0.86 (A2) or 0.89 (A1 and A3). Approaches A1 and A3 have similar statistics, with A3
being slightly better in terms of RMSE and MAE. Approach A2 has slightly higher RMSE
and MAE and a lower correlation. However, the differences between the approaches
remain very small.

Table 4.3.2: Statistics before and after temporal warping compared to the “truth” v , for the three approaches
(A1, A2 and A3). The statistics are computed over the whole domain and all time steps.

Before
After

A1 A2 A3
RMSE (mm/h) 5.21 1.86 2.03 1.82
MAE (mm/h) 1.62 0.52 0.54 0.50
Correlation 0.18 0.89 0.86 0.89

POSITION ERROR

The synthetic case has been built with both a timing and a position error between the
fields ug r i d and vg r i d . Part of the position error can be interpreted as timing error and
vice-versa. Thus, we also examine the impact of the temporal warping on the position
error.

Figure 4.3.6 shows the position error at each time step (with non-zero rainfall). The
position error is defined as the distance between the rainfall peaks in the first guess and
the truth, the peak being the pixel with the maximum rainfall at a given time. All three
approaches decrease the position error, with the exception of approach A1 between time
9 and 10. Very few stations are detecting rainfall at these times. The mapping obtained
with approach A1 is thus spatially heterogeneous at these time distorting unnaturally
the fields (see Fig. 4.C.1). After time 11, approach A1 and A3 have similar position er-
ror which is slightly lower than the one of A2 between times 11 and 13, and larger after



4.3. SYNTHETIC CASE

4

143

time 15. At the beginning of the rainfall event (times 9 and 10) very few stations are
detecting rainfall in v , and at its end (times 17 and 18) very few stations has rainfall in
u. The assumptions of approaches A2 and A3 are enforcing spatial consistency, which
prevents unnatural distortions as observed with approach A1.

Figure 4.3.6: Distance between the “true” peak (v) and the estimated ones before and after time warping at
each time step with more than 0.1mm/h recorded rainfall.

Table 4.3.3 gives the average position error for different thresholds. All approaches
improve the position error by at least 30km. Approaches A2 and A3 have similar errors
for all thresholds, while approach A1 has slightly higher errors. The error differences
between the approaches is more important for the lowest threshold (1mm/h), and then
decrease when the threshold increases. All three approaches have similar position errors
for the highest threshold (40mm/h). As for the timing error, but in a lesser way, the posi-
tion error decreases when the threshold increases. The position error goes from 62.9km
for threshold 1mm/h to 46.9km for threshold 40mm/h with approach A1.

Table 4.3.3: Average position error (in km) before and after time warping. The average is done over all time
steps at which the rainfall peak (in the target field v) is above a certain threshold.

Threshold Sample number
Before

After
A1 A2 A3

>1mm/h 109 95.26 62.91 53.23 54.49
>10mm/h 65 89.65 55.56 51.72 51.62
>20mm/h 47 89.53 52.96 51.56 50.36
>40mm/h 11 89.57 46.86 49.52 46.08

4.3.3. SENSITIVITY
In this section, we examine the sensitivity of the automatic registration to several param-
eters, such as the number of steps I and the regulation coefficients C1 and C2. For ap-
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proach A3, we also investigated two other parameters that are specific to this approach:
the regulation coefficient cs and the variogram’s range. After the automatic registration,
the time mappings at the station locations are kriged into the regular 2D-grid. The im-
pact of this step on the warped field is also evaluated below by modifying the range of
the variogram used for the kriging.

NUMBER OF STEPS I
In this section, we investigate the impact of the number of steps I on the mapping per-
formance. The mappings obtained with the different I are kriged in order to warp the
estimate over the entire domain. The warped fields were then compared to the gridded
“truth” (vg r i d ) with respect to the rainfall timing and intensity.

Table 4.3.5 gives the average timing error of the rainfall peak for different numbers
of steps I . Observations made for I = 3 (see Table 4.3.1) are holding for I = 1 and I = 2.
That is, approaches A1 and A3 have similar timing error, except for the lowest threshold.
Approach A2 has larger errors than A1 and A3, for all thresholds but the highest one. As
observed previously, the timing error decreases when the threshold increases. The tim-
ing error is already greatly reduced with I = 1. Increasing I does not necessarily improve
the timing error. For approach A2, the timing error is slightly lower with I = 1, except for
the highest threshold. For approach A3, the smallest timing error is reached with I = 3
for the lowest and highest threshold, while the error is the same for all I for the two other
thresholds. In general, the error differences with respect to the number of steps are very
small and not really significant. The largest impact of I is observed for the lowest thresh-
old, for which the error differences are still under 0.1h (i.e. 6min which is the temporal
resolution of the resampled time series).

Table 4.3.4: Average timing error (in h) after temporal warping for different numbers of steps I . The timing
error is averaged over all pixels with more rainfall than a certain threshold.

Threshold Before A1 A2 A3

>1mm/h
I=3 2.21 0.48 0.52 0.35
I=2 2.21 0.51 0.60 0.37
I=1 2.21 0.47 0.59 0.40

>10mm/h
I=3 2.07 0.33 0.42 0.32
I=2 2.07 0.34 0.45 0.33
I=1 2.07 0.31 0.43 0.32

>20mm/h
I=3 2.07 0.33 0.37 0.33
I=2 2.07 0.34 0.37 0.33
I=1 2.07 0.31 0.37 0.33

>40mm/h
I=3 2.05 0.21 0.20 0.21
I=2 2.05 0.21 0.17 0.22
I=1 2.05 0.24 0.19 0.25

Table 4.3.5 shows the impact of the numbers of steps I on several statistics. As for
the timing error, there are more differences between the approaches than with respect
to I . The RMSE and the MAE are the largest with I = 2, and the lowest with I = 1 for
approaches A1 and A3. The smallest RMSE and MAE are reached with I = 2 for approach
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A2. The correlation is not sensitive to I , and remains the same for all I for the three
approaches. The resolution of the mapping seems to have little impact on the warped
fields.

Table 4.3.5: Statistics before and after time warping for different numbers of steps I. The statistics are computed
over all the domain and all time steps.

Threshold Before A1 A2 A3

RMSE (mm/h)
I=3 5.21 1.86 2.03 1.82
I=2 5.21 1.94 2.18 1.90
I=1 5.21 1.78 2.06 1.80

MAE (mm/h)
I=3 1.62 0.52 0.54 0.50
I=2 1.62 0.56 0.61 0.54
I=1 1.62 0.49 0.57 0.48

Correlation
I=3 0.18 0.89 0.86 0.89
I=2 0.18 0.89 0.85 0.89
I=1 0.18 0.89 0.86 0.89

REGULATION COEFFICIENTS

The automatic registration is based on the minimization of the cost function J , which
is composed of an observation term and a background term. The background term Jb

consists of criteria defining the ‘optimal’ mapping T . The three approaches have the
same two criteria concerning the magnitude (Equation (4.3)) and the smoothness (Equa-
tion (4.4)) of T . Approach A3 has a third criterion introducing spatial consistency. These
three criteria can be tuned with the regulation coefficients C1, C2 and cs respectively. In
this section, we look at the influence of the two common coefficients (C1 and C2) on the
automatic registration. The impact of the third criterion is specific to approach A3 and
will be investigate separately.

In the result section above, we empirically set the coefficients to C1 = 0.1 and C2 = 1.
Here, we consider three more cases, summarized in Table 4.3.6. We first look at the im-
pact of the individual coefficients, setting the other one to zero. Then, we examine the
influence of their intensity by multiplying them by five. The only difference between the
results shown here and the ones in Section 4.3.2 are the regulation coefficients.

Table 4.3.6: Summary of the four cases used in the sensitivity study of the regulation coefficients.

Original Only C1 Only C2 All coeff. x5
C1 0.1 0.1 0 0.5
C2 1 0 1 5

cs (only for A3) 1 1 1 5

The mappings obtained for the three sensitivity cases are compared to the original
one in Figures 4.3.7, 4.3.8 and 4.3.9 for approaches A1, A2 and A3 respectively. For ap-
proaches A1 and A2, each station has a different mapping. For brevity, we are only
showing the mappings for two stations. The station TA00282 has very low rainfall val-
ues (3mm/h according to IMERG and less than 1mm/h recorded by TAHMO), while the
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(a) TA00006 (b) TA00282

Figure 4.3.7: Mappings T obtained with approach A1 for the four sensitivity cases compared to the original one
at two stations.

Figure 4.3.8: Mappings T obtained with approach A2 for the four sensitivity cases compared to the original.

(a) TA00006 (b) TA00282

Figure 4.3.9: Mappings T obtained with approach A3 for the four sensitivity cases compared to the original one
at two stations.

station TA00006 records a rainfall peak at 10mm/h. The second one is representative of
most of the stations (in this specific case), the first one is used to illustrate the case of
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stations with little rainfall. The mappings from the sensitivity cases are very similar to
the original one at the rainy times. Noticeable differences during the rainy events occur
only at stations with low rainfall such as station TA00282 (Figures 4.3.7b and 4.3.9b). For
these stations, the background term starts dominating the cost function when all regu-
lation coefficients are multiplied by five. For approach A3, the distortion is smaller and
the time series is not moved as far as it should be. For approach A1, the distortion is
already very small in the original case. Increasing the coefficients makes the distortion
even smaller. The distortion is more important when only one of the coefficients is non-
null. In these cases where C1 = 0 or C2 = 0, the background term is smaller, and so the
observation term has relatively more weight in the cost function. For stations recording
higher rainfall values, the mappings are similar during the rainy times (Figures 4.3.7a,
4.3.8 and 4.3.9a). The main differences occur before the rainfall event. Multiplying all
the coefficients by five has a very limited impact on the mappings. In the sensitivity
case with only the magnitude constraint, the distortion is going to zero away from rain-
fall times. On the contrary, the distortion is larger at the beginning of the time series
in the case with only the smoothness constraint than in the original one. Without the
magnitude constraint to compensate, the distortion before the rainfall event is similar
to the one during the event in order to make the mapping as “smooth” as possible. This
is not observed after the event because of the constraint on the boundary that no nodes
can leave the time window. That is, this constraint ensures that the mapping cannot be
strictly negative at the end of the time period or strictly positive at the beginning.

Table 4.3.7: Average timing error (in h) after time warping for different regulation coefficients C1 and C2. The
timing error is averaged over all pixels with more rainfall than a certain threshold.

Original Only C1 Only C2 All coeff. x5
Threshold

A1

>1mm/h 0.53 0.44 0.44 0.56
>10mm/h 0.37 0.36 0.36 0.37
>20mm/h 0.34 0.34 0.34 0.34
>40mm/h 0.19 0.19 0.19 0.20
Threshold

A2

>1mm/h 0.52 0.52 0.52 0.52
>10mm/h 0.42 0.42 0.42 0.43
>20mm/h 0.37 0.37 0.37 0.37
>40mm/h 0.20 0.20 0.20 0.20
Threshold

A3

>1mm/h 0.41 0.40 0.41 0.41
>10mm/h 0.36 0.36 0.36 0.36
>20mm/h 0.34 0.35 0.35 0.34
>40mm/h 0.21 0.21 0.21 0.20

We also examine the impact of the regulation coefficients on the warped fields through
the average timing error (Table 4.3.7) and the continuous statistics (Table 4.3.8). The
timing errors are similar in the four cases for all thresholds. An exception is observed
for the lowest threshold with approach A1. The timing error is lower when only one of
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Table 4.3.8: Statistics after time warping for different regulation coefficients C1 and C2. The statistics are com-
puted over all the domain and all time steps.

Original Only C1 Only C2 All coeff. x5

A1
RMSE 1.94 1.89 1.88 1.96
MAE 0.56 0.53 0.53 0.56

Correlation 0.88 0.89 0.89 0.88

A2
RMSE 2.03 2.03 2.03 2.04
MAE 0.54 0.54 0.54 0.54

Correlation 0.86 0.86 0.86 0.86

A3
RMSE 1.88 1.88 1.88 1.88
MAE 0.52 0.52 0.52 0.53

Correlation 0.89 0.89 0.89 0.89

the regulation coefficient is non-zero, and is slightly larger when all the coefficients are
multiplied by five. The impact of the coefficients on the continuous statistics is also lim-
ited. The RMSE, MAE and correlation remain the same in the four cases for approaches
A2 and A3. Small variations can be observed for approach A1. The three statistics are
slightly better for the cases with only one regulation term.

To summarize, the two regulation terms mainly affect the mapping at the times with
no or little rainfall. This is reflected in the small influence they have on the warped fields
both in terms of timing error and in terms of continuous statistics. Approach A1 is more
sensitive to the coefficients than the two other approaches, especially for the lower rain-
fall values (see the timing error for the lowest threshold).

SPATIAL REGULATION TERM FOR APPROACH A3
Approach A3 assumes that each station has a different mapping and that the mappings
are linked through space. This is implemented through an extra regulation term in the
cost function (see Eq.(4.11)). This spatial regulation term can be tuned with the coef-
ficient cs or with the range of the variogram. The coefficient cs determines weight of
the spatial regulation term in the cost function with respect to the others. The range
determine the distance at which stations can influence each other. The strength of the
influence decays with the distance (according to a decay function c, see 4.2.3).

Spatial regulation coefficient cs : In the results above, the coefficient has been set em-
pirically to cs = 1. We now consider three more cases cs = 0.1, cs = 10 and cs = 100.

We first investigate the influence of the coefficient cs on the mappings. Figure 4.3.10
shows the mapping corresponding to these four cases at four stations. The first two
stations (TA00004 and TA00047) are located near other stations, while the two others
(TA00266 and TA00015) are more isolated and located toward the edge of the domain.
The positions of all the stations mentioned in this chapter including these four are indi-
cated in Figure 4.A.1. Except for the highest coefficient cs = 100, the mappings are almost
identical during the rain. Most differences are observed before. The mapping obtained
for cs = 0.1 is the one closest to the mapping from approach A1. The difference between
approaches A1 and A3 increases when the coefficient increases. The exception is station
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(a) TA00004 (b) TA00047

(c) TA00266 (d) TA00015

Figure 4.3.10: Mappings T obtained with Approach A3 for four different spatial regulation coefficients cs at
four stations. For comparison the mappings obtained with approaches A1 and A2 are displayed too.

TA00047. At this station, the mappings obtained with the three lowest coefficients are
close to each other. That can be explained by the high amount of rainfall recorded at
this station (with a maximum of ∼30mm/h), making the observation term dominating
the cost function. The mappings obtained with cs = 100 are different than the ones ob-
tained with the other coefficients and the one of approach A1. They are similar at the
four stations during the non-rainy time, but differ during the event (more strongly at
station TA00015). These mappings are also different from the one of approach A2. The
mappings are not converging to this “unique” mapping because of the limited radius of
influence controlled by the range. Still, because of the large range (150km), most stations
are linked even if only by a small coefficient.

Table 4.3.9: Average timing error (in h) after time warping for three different spatial regulation coefficients cS .
The timing errors are computed over all pixels with rainfall above a certain threshold at least one time step.

threshold before cs =0.1 cs =1 cs =10 cs =100
>1mm/h 2.21 0.35 0.35 0.35 0.44
>10mm/h 2.07 0.32 0.32 0.32 0.35
>20mm/h 2.07 0.33 0.33 0.33 0.34
>40mm/h 2.05 0.21 0.21 0.21 0.21
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Table 4.3.10: Statistics before and after time warping for four different spatial regulation coefficients cs . The
statistics are computed over the full the domain and all time steps

before cs =0.1 cs =1 cs =10 cs =100
RMSE 5.21 1.82 1.82 1.83 1.88
MAE 1.62 0.50 0.50 0.50 0.51

Correlation 0.18 0.89 0.89 0.89 0.89

The impact of the coefficient cs on the warped field is limited. We saw above that
the mappings are almost identical during the rain, except for cs = 100. The impact of the
spatial regulation coefficient cs on the warped fields is examined through the average
timing error (Table 4.3.9) and continuous statistics (Table 4.3.10). The impact of cs on
the peak timing is limited. The results are similar for the three lower values of cs for
all thresholds. Some differences can be observed for the highest coefficient cs = 100,
mostly for the lower thresholds. For cs = 100, the average timing error is 0.09h larger for
the lowest threshold of 1mm/h, and 0.03h larger for the 10mm/h threshold. The average
timing errors are the same for all cs for the highest threshold (40mm/h). Thus, for any
threshold, the timing error varies by less than 0.1h, which is the temporal resolution
after resampling, even for the lowest threshold. Similarly, the continuous statistics show
little sensitivity to cs . The correlations are the same for all cs . The MAE only varies by
0.01mm/h for cs = 100. The RMSE is equal to 1.82mm/h for both cs = 0.1 and cs = 1, and
increases by 0.01mm/h and 0.06mm/h for cs = 10 and cs = 100 respectively.

As for the two other regulation terms, the spatial one mainly affects times with no or
little rainfall. A very high value of cs is needed in order to influence period with rain (e.g.
cs = 100). Thus, the impact on the warped signal is limited. Only the lower precipitation
values are impacted, and only for the higher coefficients cs .

Range All the previous results have been obtained with a range of 150km. We now
consider three other possible ranges: 10km, 50km and 300km. The four corresponding
influence functions are shown in Figure 4.3.11.

Figure 4.3.11: Influence function c for four different ranges: 10km, 50km, 150km and 300km.
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Figure 4.3.12 shows the mapping obtained with these four range at four stations (the
same as in Fig. 4.3.10). The mappings are similar during periods with rain. This can be
explained by the choice of the coefficient cs . We saw above that a very large coefficient is
needed in order to impact the rainy times. However, differences are observed before and
after the rain event. The mappings obtained with the 10km range are the one closer to
the mappings from approach A1, at most stations. The mappings are moving away from
the ones of approach A1 when the range increases. When the range increases, the links
between the stations are becoming stronger (i.e. the influence coefficient increases), and
new links appear with stations that were too far before. This is not observed at station
TA00047, at which the four mappings are close to each other and to the one of approach
A1. The small impact of the range on the mappings can be explained by the high rainfall
values recorded by this station. The observation term is then dominating the cost func-
tion, and the background term has a comparatively small influence. At stations TA00266
and TA00015, there is little difference between the 10km and the 50km range. This is due
to the isolated location of these stations (see Fig. 4.A.1). For the two lower ranges, no
stations are close enough to influence them. On the contrary, station TA00004 is located
near several other stations. The mappings obtained with the 10km and 50km are clearly
distinguishable.

(a) TA00004 (b) TA00047

(c) TA00266 (d) TA00015

Figure 4.3.12: Mappings T , at four stations, obtained with Approach 3 for four different range. For comparison
the mappings obtained with approaches A1 and A2 are displayed too.

The mappings at the station locations are kriged to obtained the mappings for the
2D-grid. Previously, for consistency, the kriging used the same variogram as the influ-
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ence function in approach A3. The variogram depends on the range. In Figure 4.3.13,
one can see the kriged mappings of the 2D-grid when a range of 150km is used for the
kriging of the four cases. Figure 4.3.14 shows the kriged mappings of the same four cases
when the range used in the warping is the same as the range of the influence function.
When the range of 150km is used for the kriging, the kriged mappings of the four cases
are similar. The kriging tends to smooth the differences. The case with the 10km range
is the one showing most variation. The most noticeable one is due to a station near the
eastern boundary which has a null mapping only for this case. The kriged mappings for
the 150km and 300km ranges are very similar. On the other hand, there are more spatial
variations between the four cases when the range is the same both in the spatial reg-
ulation term and in the kriging (see Fig. 4.3.14). One can see that the influence of the
stations spread further when the range increases. For the 10km range, the influence ra-
dius of the stations is very limited; the mappings are the same at most grid nodes. For
the 50km range, the individual stations starts to influence their surrounding, even if this
influence remains very localized. The kriged mappings seem very similar for the 150km
and 300km ranges, probably due to the large dimension of these ranges compared to the
length/width of the domain (that is 3.7◦ ∼ 370km).

Figure 4.3.13: Mapping T for each node of the 2D-grid (background) and at the station locations (circles) at the
9 times of the warping grid. The mappings are shown for approach A3 using four different ranges: 10km, 50km,
150km and 300km from (top) to (bottom). In red, the mapping is pushing the time series forward in time. In
blue, the time series is pushed backward.

We also examine the impact of the range on the warped fields. When the range of
150km is kept for the kriging of the four cases, the range of the influence function has a
very limited impact on the warped fields. The average timing errors and the continuous
statistics are the same in the four cases (up to the second decimal), and so are not shown
here. The only exception is the correlation which is 0.01 higher for the 10km range. The
range has more impact when the same one is used for the influence function and the
kriging. This is seen in the average timing errors (Table 4.3.11) and in the continuous
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Figure 4.3.14: Mapping T for each node of the 2D-grid (background) and at the station locations (circles) at the
9 times of the warping grid. The mappings are shown for approach A3 using four different ranges in both the
cost function and the kriging: 10km, 50km, 150km and 300km from (top) to (bottom). In red, the mapping is
pushing the time series forward in time. In blue, the time series is pushed backward.

statistics (Table 4.3.12). As observed in Figure 4.3.14, the 150km and 300km ranges give
similar results: the average timing errors vary by 0.03h or less, and the RMSE and MAE
differ by 0.01mm/h (the correlation by 0.01). Both the timing errors and the statistics
improve when the range increases. For all thresholds, the 10km range has the largest
error, while the 300km range has the lowest ones (except for the 40mm/h threshold).
The error variation between the four cases decreases when the threshold increases. For
the lowest threshold (1mm/h), there is a 0.30h error difference between the 10km and
the 300km cases, and a 0.16h difference between the 50km and the 300km cases. The
difference is reduced to 0.11h and 0.02h for the highest threshold (40mm/h) for the 10km
and 50km cases respectively. Similarly, the RMSE and the MAE are the largest and the
correlation the lowest for the range of 10km, while the ranges of 150km and 300km have
the best statistics.

Table 4.3.11: Average timing error (in h) before and after time warping for approach A3 with four different
ranges (in both the influence function and the kriging). The timing error is averaged over all pixels with more
rainfall than a certain threshold.

Threshold Before 10km 50km 150km 300km
>1mm/h 2.21 0.62 0.48 0.35 0.32
>10mm/h 2.07 0.50 0.41 0.32 0.30
>20mm/h 2.07 0.45 0.37 0.33 0.32
>40mm/h 2.05 0.33 0.24 0.21 0.22

To summarize, the range impacts the outputs of the automatic registration, that is
the mappings at the locations of the stations. It only influences the times with no or little
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Table 4.3.12: Statistics before and after time warping for approach A3 with four different ranges (in both the
influence function and the kriging). The statistics are computed over all the domain and all time steps.

Before 10km 50km 150km 300km
RMSE (mm/h) 5.21 2.16 1.97 1.82 1.81
MAE (mm/h) 1.62 0.61 0.56 0.50 0.49
Correlation 0.18 0.85 0.88 0.89 0.90

rainfall, due to the choice of spatial regulation coefficient cs = 1 (see above). However,
the range has a very limited impact on the kriged mappings of the 2D-grid and on the
warped fields, if the range used for the kriging is not modified accordingly. The range
seems to have a bigger impact on the kriging than in the automatic registration, with
respect to the results on the 2D-grid. The sensitivity of of the results to the kriging is
investigated further below.

KRIGING OF THE MAPPINGS

The automatic registration derives the mappings at the positions of the stations used as
input. These mappings need to be interpolated onto the 2D-grid in order to warp the
time series at all grid points. This interpolation has an impact on the mappings and,
thereby, on the warped fields. We use the ordinary kriging method for the interpolation
with an exponential variogram. We previously saw that the range of the variogram influ-
ences the results. In this section, we are investigating this influence. We consider four
ranges: 50km, 100km, 150km and 300km. We used these different ranges for the kriging
of the mappings for approaches A1 and A3. Since approach A2 assumes the mappings
are constant in space, it does not need kriging. In these four cases, only the range used
in the kriging changes, the mappings at the station locations are the same than the one
shown in the results section above (4.3.2).

We first examined the impact of the kriging on the mappings. Figures 4.3.15 and
4.3.16 show the mappings on the 2D-grid obtained with the four different ranges for
approaches A1 and A3 respectively. For the shortest range of 50km, the stations influence
only very local areas. In the rest of the domain, the mappings seem constant in time.
The influence radius of the stations increases with the range. The spatial variation of the
mappings becomes more smooth with increasing range. Some sharp spatial variations
can be observed for all ranges with approach A1, due to the large differences between
neighboring stations. Most of these differences are caused by stations recording zero
precipitation located next to stations with precipitation. By construction, the mapping
is null at station without rainfall (in v , i.e. according to the gauge) for approach A1.

The impact of the kriging range on the warped fields can be seen in terms of average
timing error in Table 4.3.13. We have already observed that, for the 150km kriging range,
the average timing errors are similar for approaches A1 and A3 (they vary by 0.01h or
less), except for the lowest threshold of 1mm/h (see Table 4.3.1 in Section 4.3.2). This
is also the case for the 100km and 300km ranges. For the shortest kriging range (50km),
the average timing errors of the two approaches also differ for the highest threshold of
40mm/h (by 0.07h). The timing errors are in general larger for shorter kriging ranges, an
exception is error for the 40mm/h threshold with the 50km range. There are also larger
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Figure 4.3.15: Mapping T for each node of the 2D-grid (background) and at the station locations (circles) at
the 9 times of the warping grid. The mappings are shown for approach A1 using four different ranges for the
kriging: 50km, 100km, 150km and 300km from (top) to (bottom). In red, the mapping is pushing the time series
forward in time. In blue, the time series is pushed backward.

Figure 4.3.16: Mapping T for each node of the 2D-grid (background) and at the station locations (circles) at
the 9 times of the warping grid. The mappings are shown for approach A3 using four different ranges for the
kriging: 10km, 50km, 150km and 300km from (top) to (bottom). In red, the mapping is pushing the time series
forward in time. In blue, the time series is pushed backward.

variations in the timing errors for the lower thresholds. For the 1mm/h threshold, the
average timing error goes from 0.32h with the 30km range to 0.38h and 0.47h with the
100km and 50km ranges respectively for approach A3. That is a 0.04h and 0.15h decrease.
For the 20mm/h threshold, the error goes from 0.32h with the 300km to 0.37h with the
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Table 4.3.13: Average timing error (in h) after time warping using four different ranges for the kriging. The
timing error is averaged over all pixels with more rainfall than a certain threshold.

50km 100km 150km 300km
Threshold A1 A3 A1 A3 A1 A3 A1 A3
>1mm/h 0.57 0.47 0.51 0.38 0.48 0.35 0.45 0.32
>10mm/h 0.40 0.41 0.35 0.35 0.33 0.32 0.31 0.30
>20mm/h 0.35 0.37 0.34 0.34 0.33 0.33 0.32 0.32
>40mm/h 0.18 0.25 0.20 0.21 0.21 0.21 0.22 0.22

50km range. The error decreases by 0.05h, that is three times less than for the 1mm/h
threshold. The timing errors varies by 0.02h or less for the 40mm/h threshold, with the
exception of the 50km range. The timing errors are similar for the 150km and 300km
ranges, more differences are observed among the lower ranges. The error variations due
to the range (e.g. 50km compared to 150km or 300km ranges) can be as large as the one
due to the approach (e.g. A1 versus A3).

Table 4.3.14: Statistics after time warping using four different ranges for the kriging. The statistics are com-
puted over the full domain and all time steps.

50km 100km 150km 300km
A1 A3 A1 A3 A1 A3 A1 A3

RMSE 2.02 1.97 1.91 1.85 1.86 1.82 1.83 1.81
MAE 0.58 0.55 0.54 0.51 0.52 0.50 0.51 0.49

Correlation 0.87 0.88 0.89 0.89 0.89 0.89 0.89 0.90

We also looked at the continuous statistics of the warped fields in Table 4.3.14. Both
the RMSE and MAE increase when the kriging range decreases. The RMSE goes from
1.81mm/h with the 300km range to 1.97mm/h with the 50km range for approach A3. The
largest increase occurs between the 50km and the 100km ranges, while there are little dif-
ferences between the 150km and 300km ranges. The impact of the kriging range on the
correlation is more limited. The correlation after warping is equal to 0.89 for the 100km,
150km and 300km ranges. It goes to 0.87 and 0.88 for the 50km range for approaches
A1 and A3 respectively. The largest RMSE variation due to the range is 0.19mm/h and
0.16mm/h for approaches A1 and A3 respectively, while the largest variation between
the two approaches is 0.06mm/h for the 100km range.

To summarize, the kriging of the mappings has an impact on the warped field for
approaches A1 and A3. This impact can be as large as the variation between the ap-
proaches. Larger kriging ranges lead to smoother spatial variation of the mappings.
Both the average timing errors and the continuous statistics improves when the range
increases. However, in this synthetic case, the event is well-defined and smooth, and so
might favour a smoother solution (i.e. larger range). Rainfall events from real data will
not be as smooth, and larger spatial variations can be expected.
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4.4. SOUTHERN GHANA CASE

4.4.1. STUDY CASE

The Southern Ghana case is used to test the automatic registration and the time warping
on real precipitation data. This case is the same as the one used for the spatial warping
in the previous chapter (in Section 3.4). Here, we repeat its description for the sake of
readability and consistency. For the datasets, we refer to the description given in the
previous chapter in Section 3.4.1.

In this study case, the first guess is the satellite-based estimate IMERG-Late and the
target is gauge data from the TAHMO network. We assume that the gauge measurements
are more accurate, but that the spatial variability of the rainfall is better represented
by the IMERG estimate because of his higher resolution and the relative low density of
the gauge network in the area. Our goal is to use the gauge data to correct the IMERG-
estimate with respect to time while preserving its higher spatial variability.

Figure 4.4.1: Study domain (red rectangle) and the TAHMO stations available within the domain (white dots).

The study area is located in southern Ghana and covers the Ghanaian cocoa region.
This area has been selected because of the important number of TAHMO stations located
in it. The domain corresponds to a square of 0.37◦ latitude by 0.37◦ longitude, that is to
37× 37 grid points for IMERG estimate. We selected a 25 hour time period during the
main rainy season of 2018 with a resolution of one hour (of accumulated rainfall). The
period extends from 06:00 the 22 April to 06:00 the 23 April 2018 (included), and contains
one rainfall event. We use the data from 65 TAHMO stations that were located in the
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domain and have a complete record for this time window (Figure 4.4.1).
Figure 4.4.2 shows the one-hour accumulated rainfall according to the IMERG-Late

estimates and the TAHMO measurements for the selected domain and time window. In
both datasets, we can observe one main rainfall event, but with different characteristics.
The rainfall peak is higher in TAHMO measurements (53.45mm/h) than in IMERG-Late
(19mm/h). The position and the timing of the peak differ too. The peak occurs at 18:00
according to TAHMO, while it has a larger time span in the IMERG estimates (18:00 and
19:00). In the latter, the peak is located more North-East than in TAHMO. There is a
spatial shift of about 55km in the peak’s position at 18:00.
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Figure 4.4.2: Input data for the southern Ghana case. IMERG-Late (background) and TAHMO (circle) 1 hour
accumulated rainfall from 06:00 the 22 April to 06:00 the 23 April 2018.
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4.4.2. RESULTS
For the southern Ghana case, we do not know the “truth” as we did for the synthetic
case. Thus, we will use a leave-one-out-validation (LOOV) to evaluate the accuracy of the
method. That is, we remove one of the 65 TAHMO stations from the input data to use for
validation, and we use the time series of the 64 other stations as input v . The automatic
registration provides the time mapping for these 64 stations. They are kriged to obtain
the mapping at the location of the removed station. We can then warp the corresponding
IMERG time series, and compare it to the gauge measurement for validation since it was
not used as input. We repeat this 65 times, once for each station, and obtain 65 warped
time series that we use for validation.

For comparison, we run a second experiment using the time series of all the stations
as input v . We call this second experiment “All”. The results of the “All” experiment are
not independent from the validation data. However, it provides an insight on the impact
of the gauge network configuration on the efficiency of the method, and on what is the
“best” possible results with the current network.

As for the synthetic case, all the results shown here are obtained for C1 = 0.1, C2 = 1
and cs = 1, and for I = 3 except stated otherwise.

SENSITIVITY OF THE MAPPING TO THE GAUGE NETWORK

We examine the impact of the individual station on the mapping T by comparing the
“All” and the “LOOV” experiments at the station locations in Figure 4.4.3. The corre-
sponding warped time series can be seen in the appendix in Figure 4.D.1. For all ap-
proaches, the distortions are larger in the center of the time series, and become smaller
at the beginning and at the end, away from the rainfall event. This is due to the first
regulation term ensuring that the mapping is as “small” as possible and to the boundary
condition requiring that no node leaves the domain (thus the mapping cannot be strictly
positive at time 0). The second regulation term ensures a smooth transition between the
time steps. In general, the differences between the two experiments are more impor-
tant for approach A1, while approach A2 seems the most stable. With approach A2, the
mappings from the two experiences are similar at most stations. The most noticeable
differences for approach A2 are observed for stations TA00393, TA00276 and TA00143.
Stations TA00393 and TA00143 are the stations recording the highest amounts of rain-
fall with peaks above 40mm/h. Station TA00276 recorded a much lower peak (8mm/h),
but is the only station recording a significant amount of rainfall at time 14 (20:00). On
the contrary, there are large differences between the two experiments for approach A1.
They are particularly important at some stations. For example, at station TA00312, after
time 15, the time series is moved backward in the “All” experiment and forward in the
“LOOV” experiment. At stations TA00276 and TA00046, the distortions are much lower
in the “LOOV” experiment (less than 1h) than in the “All” one (more than 3h). In ap-
proach A3, the results of the two experiments are more dissimilar than in approach A2,
but less than in approach A1.

In practice, in order to warp the entire domain (and not just the stations), we kriged
the mappings from the stations to the 2D grid on which IMERG is defined. Theses map-
pings are then applied to the time series of the grid points. The warped fields are shown
in the appendix in Figures 4.D.2, 4.D.3 and 4.D.4 for approaches A1, A2 and A3 respec-
tively. For the “LOOV” experiment, we repeated the kriging for the 65 realizations, and
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Figure 4.4.3: Mappings at the station locations obtained from the “All” (continuous line) and “LOOV” (dashed
line) experiments with the three approaches A1 (blue), A2 (black) and A3 (purple). Only the stations with more
than 0.1mm/h rainfall accoring to both TAHMO and IMERG are shown.

obtain 65 sets of mappings. The average mappings (over the 65 realizations) obtained
with the three approaches are shown in Figure 4.4.4. The mappings obtained with the
“All” experiment are very similar to these average mappings, and so are not shown here.
The areas and times with the most important deviations do not necessarily correspond
to the ones with the highest rainfall amount. As for the synthetic case, there is more
spatial variation with approach A1 than with A3, while the mappings are spatially homo-
geneous with approach A2 (by construction). For approaches A1 and A3, the distortions
are becoming smaller away from the stations due to the kriging. This decrease is more
marked for approach A1 than for A3. For approach A1, the distortions are more localized
and less consistent in space. Far away from the stations, the kriged mapping tends to
the mean, which is lower for approach A1 than A3. In approach A1, the mapping is null
when a station records no rainfall. This is not the case in approach A3 if a station is close
enough to stations recording rainfall.

The standard deviation of the “LOOV” experiment (Figure 4.4.5) gives us an insight
into the sensitivity of the mappings with respect to the gauge network. The standard de-
viation varies in both space and time, except for approach A2 which is constant in space
by construction. For approaches A1 and A2, the higher standard deviations are local-
ized around specific stations and decrease away from them. The area and times with the
highest standard deviations generally correspond to the ones with the largest distortions
(Figure 4.4.4). The highest standard deviation is reached at time 00:00 for approaches
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A2 and A3, and at time 03:00 for approach A1 (with 0.45h, 0.5h and 0.8h respectively).
The standard deviation is thus smaller than the original temporal resolution of the data
(1h), but larger than the resolution of the resampled time series (0.1h). The maximum
standard deviation is reached by A1, but approach A2 has the largest mean standard de-
viation due to its spatial uniformity (the average being computed over space and time).

Figure 4.4.4: Mean of the mappings in the LOOV experiment for the three approaches. The positions of the
stations are marked by black dots.

Figure 4.4.5: Standard deviation of the mappings in the LOOV experiment for the three approaches. The posi-
tions of the stations are marked by black dots.

VALIDATION

In contrast to the synthetic case, we do not know the “truth”. It is thus more difficult to
evaluate quantitatively the impact of the time warping on the rainfall estimates. For the
purpose of the validation, we assume that the gauge measurements have no error and
are giving the true rainfall values.

The timing error of the rainfall peak for the southern Ghana case is shown in Fig-
ure 4.4.6 (only for the stations with a peak above 0.1mm/h). At most stations, the peak
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Figure 4.4.6: Time delay before spatial warping at each pixel of the domain. In red, the peak in u is late (com-
pared to the one in the “truth” v). In blue, the peak in u is in advance.

in IMERG is late compared to the gauges. After warping, some stations are now in ad-
vance while others are still late with respect to the gauges. However, the absolute timing
error decreased for most stations (Figure 4.4.7). Among the 15 stations with more the
0.1mm/h (in both IMERG and TAHMO time series), only two show deterioration after
warping for approaches A1 and A3, and three for approach A2. At station TA00276 (at
6.5◦ N, 2.3◦ W), the shape of the TAHMO and IMERG time series are slightly different
(see Figure 4.D.1). The peak is near the beginning of the event in IMERG, while it is to-
ward the end in TAHMO. Thus, with approach A1 (“All”) and A3, the span of the event
in TAHMO and IMERG are matching better after warping, but the peaks are less aligned.
With approach A1 in the “LOOV” experiment, the warped field is very close to the initial
guess IMERG because of the small amplitude of the mapping (due to the kriging and the
isolation of this station). Approach A2 leads to a stronger degradation at this station. The
unique mapping is more adapted to the stations West of TA00276. The second station
showing deterioration is TA00047 (at 6.3◦ N, 1.4◦ W). This deterioration can be explained
by the low rainfall peak (0.1mm/h and 0.4mm/h according to TAHMO and IMERG re-
spectively) compared to the surrounding stations, and the difference of the time series
shapes (see Figure 4.D.1). In approaches A2 and A3, the mapping is influenced by the
(surrounding) stations which recorded higher rainfall values and, therefore, have more
weight in the cost function. In the “LOOV” experiment, the mapping depends of the
surrounding stations’ mappings sine it is found by kriging them. Station TA00047 needs
a different mapping than its neighbouring stations. Moreover, the shape difference be-
tween the time series makes it more difficult to find an adapted mapping. The absence
of improvement or deterioration in the “All” experiment with approach A1 is explained
by a null mapping (see Figure 4.4.3), probably because of the very low rainfall and the
complex shape of the time series. With approach A3, a third station (TA00015) shows a
light deterioration of the peak timing. Since this station is isolated from the other ones
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(see Figure 4.A.1), the mapping of approach A3 is closer to the mapping of A1 than that
of A2.

Figure 4.4.7: Improvement of the timing error after time warping (only at stations which more than 0.1mm/h
rainfall). In blue, the timing error decreased after time warping. In red, the timing error decreased. The results
are shown for the two experiments: (top) “All” and (bottom) “LOOV”, and for the three approaches: (left) A1,
(center) A2 and (right) A3.

The improvement of the timing error is similar in both experiments for approaches
A2 and A3. More differences can be observed between the two experiments for approach
A1. This is shown more quantitatively in Table 4.4.1 which gives the average absolute
timing error for several thresholds. The average timing error decreases after time warp-
ing for the three approaches. The error is the same for the “All” and “LOOV” experiments
with approach A2. There are some small differences with approach A3, with the “LOOV”
experiment leading to slightly smaller timing error for the higher threshold (0.20h in-
stead of 0.26h). As observed in Figure 4.4.7, approach A1 is the most impacted by the
LOOV. For most thresholds, the average timing error is higher for the “LOOV” experi-
ment than the “All” one, which was expected since the “All” experiment is not indepen-
dent from the validation data. Approaches A1 and A3 have similar timing errors in the
“All” experiment, while A3 is slightly better for the “LOOV” one. When considering all
stations recording rainfall peaks above 0.1mm/h, the average timing error is largest with
approach A1. For the other threshold, the error is larger with approach A2, except for
the highest threshold in the “LOOV”. The error differences between the approaches de-
crease when the threshold increases. In general, the average timing error decreases for
increasing threshold.

Table 4.4.2 provides statistics of the warped fields from the three approaches. The
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RMSE, the MAE and the correlation are very similar for both experiments and for the
three approaches. The RMSE decreased by 0.33mm/h after time warping, and the MAE
by 0.06mm/h. The correlation goes from 0.28 before warping to 0.69-0.71 depending
on the experiment/approach. Approach A2 leads to similar statistics as approaches A1
and A3, while it has larger timing errors (Table 4.4.1). The time series with larger rainfall
values have more impact on the RMSE and the MAE than the ones with low rainfall, and
we saw that approach A2 had similar average timing error for the highest threshold. For
the correlation, all time series with rainfall contributes.

Table 4.4.1: Average absolute timing error before and after spatial warping. The average is done over all stations
recording at least one time step with more rainfall than a certain threshold according to the gauges v (and with
non-zero rainfall according to u).

Threshold Sample number All LOOV
Before A1 A2 A3 A1 A2 A3

>0.1mm/h 15 2.07 1.55 1.37 1.33 1.63 1.37 1.37
>1mm/h 10 1.10 0.33 0.64 0.34 0.47 0.64 0.35
>5mm/h 7 1.00 0.29 0.56 0.30 0.27 0.56 0.30
>10mm/h 5 1.20 0.26 0.30 0.26 0.34 0.30 0.20

Table 4.4.2: Statistics before and after temporal warping compared to the station measurement. The statistics
are computed over all stations and all time steps. They are shown for the two experiments (“All” and “LOOV”)
and the tree approaches (A1, A2 and A3).

Before
All LOOV

A1 A2 A3 A1 A2 A3
RMSE 1.56 1.22 1.23 1.22 1.22 1.23 1.21
MAE 0.19 0.12 0.13 0.12 0.13 0.13 0.12

Correlation 0.28 0.69 0.70 0.70 0.69 0.70 0.71

POSITION ERROR

In contrast to the synthetic case, we do not know the “truth” at all grid points, only at the
station locations (we assume that the gauge measurements were the “true” rainfall rates
at these locations). It is thus more difficult to compute the position error. The gauge
measurements are kriged onto the grid, and this kriged field will be used as reference
for the position error. Thus, the position error has to be considered with caution, since
the kriging is adding uncertainty. From the “LOOV” experiment, we obtained 65 set of
mappings, one for each realization, which makes the computation of the peak position
ambiguous. Moreover, the average mapping from the “LOOV” experiment is very similar
to the one from the “All” experiment. Thus, we will only estimate the position error for
the “All” experiment.

Figure 4.4.8 shows the position errors before and after warping at each time step
(with more than 1mm/h rainfall). At most time steps, the time warping has a limited,
and sometimes negative, impact on the position error. Between 16:00 and 17:00, the po-
sition error increased after warping, especially with approach A3. At 17:00, the gauges
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detected light and scattered precipitation (Figure 4.4.2). Our definition of the peak is not
adapted to such rainfall pattern with several (low) peaks. For approaches A2 and A3, the
position error is larger after warping toward the end of the event, starting at 20:00 for A2
and 22:00 for A3. The large position error at the end of the event is due to a second event
in the southern part of the domain that is detected by IMERG but not by TAHMO (see
warped fields in Figures 4.D.3 and 4.D.4). In the warped fields, this second event is iden-
tified as the peak, while the kriged field still identifies the central event as the peak. In
approaches A2 and A3, the second event is moved forward in time due to the spatial con-
sistency, while the same event is only marginally impacted by the warping in approach
A1. Between 18:00 and 21:00, the position error decreases after warping for approach A1
and A3. At these time steps, the event is well defined (i.e. the peak is easily identifiable),
and gauges record significant amount of rainfall. The results for approach A2 are more
mixed between 18:00 and 20:00.

Figure 4.4.8: Distance between the “true” peak (gauge) and the estimated ones before and after time warping,
for the “All” experiment, at each time step with more than 1mm/h recorded rainfall (in vg r i d (for the “All”
experiment).

The spatial correction is evaluated more quantitatively in Table 4.4.3, which gives the
position errors averaged over time for different thresholds. As seen in Figure 4.4.8, the
time warping has a small and mixed impact on the position error. The largest decrease in
the position error (-22km) is observed with approach A1 for the 5mm/h threshold. For
approaches A2 and A3, the position error increases for the two lowest thresholds, but
decreases for the two highest ones. The bad performance of approaches A2 and A3 for
the lowest threshold can be explained by their large position error at the end of the event
due to the second event present in IMERG.
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Table 4.4.3: Average position error (in km) before and after time warping for the “All” experiment. The average
is taken over all time steps at which the rainfall peak (in v) is above a certain threshold.

Threshold Sample number Before A1 A2 A3
>0.1mm/h 116 140.74 133.47 165.85 145.91
>1mm/h 83 104.53 94.34 132.99 110.95
>5mm/h 48 88.80 66.67 81.48 72.70
>10mm/h 18 66.07 58.33 52.18 56.71

4.5. DISCUSSION
The time warping has been evaluated in terms of the timing and the position of the rain-
fall peak, and of the intensity of the event. The correction of the timing error is the goal
of the time warping, and is explicitly corrected. The timing error was significantly de-
creased in both cases. It was reduced by at least a factor of two for the synthetic case,
and even more for the time series with large precipitation values. The improvement is
more limited, especially for the time series with little precipitation and for approach A2.
However, the average timing error is still considerably reduced for the higher rainfall
thresholds. The continuous statistics are showing a clear improvement after the time
warping in both the synthetic and real case data. The time warping does not modify di-
rectly the rainfall intensity, but helps by removing the double-penalty part of the error.
We also looked at the position error since it can partially be interpreted as a timing er-
ror, and vice versa. In the synthetic case, the position error decreases after warping but
remains significant. The remaining average position error is around 50km, which is by
definition the position error of the event’s center (see description of the synthetic case
in 4.3.1). The time warping has removed the part of the position error due to the timing
difference. The position error is more difficult to estimate for the southern Ghana case,
especially at times with lower precipitation rates. At these times, the peak is not well de-
fined (there are several local maxima), causing an artificial increase of the position error.
The rainfall event is better defined for the times with higher rainfall rates. A decrease of
the average position errors is observed for the higher rainfall thresholds. This decrease
stays however limited, the maximum decrease being about 20km for A1 (that is around
two grid cells).

The time warping seems to benefit the large rainfall values. We observed, in both
cases, that the average timing error decreases more for the higher thresholds than the
lower ones. This is not due directly to the warping but to the registration method. The
automatic registration method is based on the minimization of a cost function. The
higher rainfall values have more weight than the low ones in the cost function, and so
are corrected in priority during the minimization. The correction of the high rainfall val-
ues can be at the detriment of the lower ones, especially for approach A2 and its “unique”
mapping. This can be seen in spatial variation of the timing error (Figure 4.3.5). The peak
is in advance in the East and late in the West so that it is on time in the center, where the
higher rainfall values are recorded. This characteristic can be seen as a drawback, es-
pecially for applications for which lower rainfall amounts are important. It also raises a
limitation about our validation method, since the timing and position errors are defined
with respect to the peak (i.e. the maximum rainfall). They are not taking into account
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the spatial or temporal variation of the surrounding stations or time. Thus, they can be
biased and have to be considered with caution.

For all three approaches, we observed an improvement of the timing and of the con-
tinuous statistics. However, there were some differences in their performance. In gen-
eral, approach A2 leads to a more limited improvement in terms of timing and statistics.
Approach A2 assumes that the time mapping is the same everywhere. It can thus not
accommodate all stations/grid points if they have different timing errors. In that case, it
corrects the time series with the higher rainfall values in priority. The spatial rigidity of
approach A2 is limiting its impact on the timing error, but not necessarily on the position
error. In the synthetic case, approach A2 yields the lowest average position error for all
thresholds except for the highest one. The shape of the event is not modified because of
its spatial homogeneity assumption. This prevents unnatural distortion of the event, and
mostly benefits low rainfall rates (despite limiting the improvement of their timing). Ap-
proaches A1 and A3 have similar results in terms of timing for the synthetic case and the
“All” experiment of the southern Ghana case. They mainly differ for the zero or low rain-
fall values (see the average timing error for the lowest threshold). In both approaches,
each station has a different time mapping. The mappings are completely independent
in approach A1, while they are linked through space in approach A3. This link is written
as regulation term in the cost function, and mostly affects low rainfall values (because
of the relative weight of this term compared to the observation term). Because of the
independence of the mappings in approach A1, two stations next to each other can have
different mappings. That can lead to unnatural distortion of the shape of the event, such
as in Figure 4.C.1. Large differences between the mappings of neighbouring stations are
in general due to the fact that one is recording rainfall and not the other (in the second
case the mapping is null by construction). The impact of the approaches on the position
error is more difficult to compare, especially for the southern Ghana case for which the
rainfall “peak” is not always well defined. The influence of the choice of the approach on
the continuous statistics stays limited. Approaches A1 and A3 have slightly better statis-
tics for the synthetic case, but there are no significant difference between the approaches
for the southern Ghana case.

The three approaches also differ with respect to their computational cost. The as-
sumption of a “unique” mapping for all stations makes approach A2 the least computa-
tionally expensive approach. Approach A3 is the most computationally expensive one
because of the larger number of variables to be optimized at once. The cost of approach
A1 is in-between. In approach A1, we solve 65 minimization problems, each of them
having the same number of variables as the minimization problem in approach A2. It
is thus more expensive than approach A2, but cheaper than approach A3. Moreover,
the 65 minimization problems could be run in parallel since they are independent. The
computational time will also depend on the input data since they have a direct impact
on the cost function through the observation term. The cost will also vary depending
on the size of the input data, i.e. on the number of stations. In this chapter, we used
65 stations, and the automatic registration ran in about 6s with approach A2, 15s with
approach A1, and 86s with approach A3 for the synthetic case (6s, 10s and 39s for the
southern Ghana case) on a personal computer. The computational time will increase
with the number of stations, especially for approach A3. For approach A1, the compu-
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tations can be decreased by removing the stations that do not record precipitation (by
construction their mapping will be null), or by parallelizing the minimization problems.
The chosen minimization method is not adapted to problems with a large number of
variables, as would be needed for approach A3. A possibility would be to transform the
constrained minimization problem into an unconstrained one by using a penalized cost
function. It would then be possible to use a cheaper minimization method. This was
done for the automatic registration for the spatial warping in the previous chapter (see
description in Appendix 3.A.2).

The mappings are derived by the automatic registration that can be tuned by sev-
eral parameters. These parameters are thus impacting the mappings. The background
term of the cost function consists of several regulation terms corresponding to proper-
ties characterizing the “optimal” mapping. These terms are weighted by the regulation
coefficients C1, C2 and cs (for approach A3 only). We examined the impact of these co-
efficients on the mappings and the warped fields in Sections 4.3.3 and 4.3.3. They are
mainly influencing the times with little or no rainfall, and so have a limited impact on
the warped fields in terms of timing error and continuous statistics. Very large regulation
coefficients are needed for them to have an effect on periods with more rain (e.g. with
more than 5mm/h). Nevertheless, they have a visible and valuable effect on the map-
pings. The second regulation term (C2) prevents sharp discontinuities in the mapping ,
the first one tries to keep it as “small” as possible. The third term in approach A3 prevents
unphysical discontinuity in space as was observed for approach A1. This term links the
mappings of neighbouring stations together in order to avoid differences between them
that are too large.

It is possible to modify the resolution of the mappings by changing the number of
steps I in the automatic registration. The number I controls two things: the smoothing
of the input data and the resolution of the mapping (i.e. the number of nodes of the
warping grid). We examined the sensitivity of the warped field with respect to I in Sec-
tion 4.3.3. It actually has a small impact on the warped field both in terms of timing error
and continuous statistics. This could be partially due to the construction of the synthetic
case in which all time series have a clearly defined rainfall peak. The number of steps I
also has an impact on the computational time since the number of variables of the min-
imization problem increases with I . For example, with approach A3, the first step runs
in less than 6s while the third one needs almost a minute. In our cases, with 65 stations,
the computational aspect is not a problem, but could become one for larger cases with
more stations.

For approaches A1 and A3, there is another step that has an important impact on
the warping: the kriging of the mappings provided by the automatic registration. This
step is necessary to be able to warp the entire domain. We chose ordinary kriging to
interpolate the mappings onto the 2D-grid, however other interpolation method could
have been used. The choice of the method has an influence on the warped field. We
chose kriging because it can be used for interpolation and extrapolation, and could be
linked to the assumption we made in approach A3. The same variogram is used to define
the influence function in A3 and for the kriging. In section 4.3.3, we modified the range
of the variogram for the kriging step. We observed that the kriging range could influence
the warped field as much as the choice between approach A1 and A3 in terms of timing
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error and statistics. The impact of the interpolation step might even be larger if we would
use a completely different interpolation method.

The automatic registration has the advantage of not needing any manual selection,
however this means that the inputs have to be similar enough for it to perform correctly.
In both cases we studied here, the rainfall events are relatively well-defined in time, with
a single rainfall peak in each time series. Approach A1 is the most sensitive to the in-
put data. For example, in the southern Ghana case, at station TA00312, it stretches the
event unnaturally because of the difference in intensity and timespan of the rain be-
tween TAHMO and IMERG time series (Figure 4.D.1). This problem is less apparent for
approaches A2 and A3 because the mapping is constrained by the ones of the other sta-
tions. Similarly, the normalization step before the registration is mostly beneficial for
approach A1. Without the normalization, the automatic registration with approach A1
gives illogical mappings at stations where IMERG’s peak is much higher than TAHMO’s.
Another important point when using point measurements, especially when your mea-
surement network is sparse, is that they need to cover the event. That is, if the rain-
fall event is not detected by enough stations, the mappings will not be representative or
adapted enough to warp the time series on the whole IMERG’s grid.

4.6. CONCLUSION

In this chapter, we investigated the use of a warping method for the gauge-adjustment of
a satellite-based rainfall estimate with respect to the timing error. The warping method
has been applied to two cases. We used a synthetic rainfall event, represented by an
ellipse, to test the feasibility and accuracy of the method. This case also allowed us to
study the sensitivity of the method to several parameters. We investigated the impact
of the number of steps I and of the regulation coefficients in the automatic registration,
as well as the impact of the kriging of the mappings after the registration. The second
case was a convective rainfall event in southern Ghana. The time warping was applied
in such a way that the rainfall estimates from IMERG-Late were shifted in time to match
the gauge data from TAHMO. This case showed the potential of the method when applied
to real and noisy precipitation data.

The automatic registration can process time series from several stations at the same
time. Three approaches with different assumptions regarding the spatial dimensions
were tested. The first approach assumes that all the mappings are independent, while
the second one assumes that all stations have the same mapping. In the third approach,
the mappings could vary from one station to the other but were linked through space
based on their distance. All three approaches improves the continuous statistics and the
timing error of the peak, but have a more limited and mixed impact on the position error.
In general, the second approach shows a more limited improvement, but is more stable
and spatially consistent than the two others. The results of the first and third approaches
are similar, most of the differences are observed for the lower precipitation values. The
independence of the mappings in the first approach can lead to unnatural distortions.
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4.7. FUTURE WORK
This chapter investigated the use of time warping method to correct timing errors in pre-
cipitation estimates. Although the time warping would need to be tested on more rain-
fall events, it shows a good potential for gauge-adjusting rainfall estimates with respect
to the timing errors. Extending the study to other events with different rainfall regimes
would allow us to determine more precisely the limitations of the method. More cases
would also allow us to investigate further the sensitivity of the method to the different
parameters, and so to better tune the automatic registration.

Another possible next step would be to combine the time correction with a bias ad-
justment method. In this chapter, we focus on the timing error. The warping method is
used to adjust the rainfall estimate with respect to the time, it does not act directly on the
intensity. The easier option would be to apply an existing bias adjustment method after
the warping, e.g. an additive or multiplicative adjustment or a PDF matching method.
The warping and the bias adjustment would be two separate steps. The second option
would be to adapt the morphing method described in Mandel et al. (2010) and Beezley
and Mandel (2008) for the spatial warping. Morphing modifies both the spatial coordi-
nates (or in the present case, the time coordinates) and the intensity by combining warp-
ing with cross-dissolving. However, the morphing cannot be used directly in the case of
irregularly spaced measurements such as gauge observations. The morphing and the
warping formulas are similar, but an extra term r is present for the morphing :

umor ph = (u + r )◦ (I +T ) = uw ar p + r ◦ (I +T )

where r = v ◦ (I +T )−1 −u is the residual. This term permits to correct the intensity, but
requires knowledge of the target or truth v . Thus, we can compute the residual only at
the gauge locations where v is known. At the other grid points, v and the residual are
unknown. A solution could be to interpolate the gauge measurements or the residuals
at the corresponding locations. However, the interpolation would also add some uncer-
tainty.

As for the spatial warping (in Chapter 3), the time warping method described in
this chapter assumes that the gauge measurements have no error. They are used as the
“truth” by the automatic registration. The uncertainty on the gauge measurements could
be taken into account by modifying the cost function, and more specifically the obser-
vation term as follow: Jo = (v −u ◦ (I +T ))T R−1 (v −u ◦ (I +T )), where R is covariance
matrix of the observation error.





APPENDIX

4.A. TAHMO STATIONS

Figure 4.A.1: Position of all the TAHMO stations mentioned in this chapter.
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4.C. WARPED FIELDS FROM THE SYNTHETIC CASE

Figure 4.C.1: Warped precipitation field obtained with approach A1 (background), and the “true” precipitation
field (contour lines) for the synthetic case. The fictive stations are represented by circles.

Figure 4.C.2: Warped precipitation field obtained with approach A2 (background), and the “true” precipitation
field (contour lines) for the synthetic case. The fictive stations are represented by circles.
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Figure 4.C.3: Warped precipitation field obtained with approach A3 (background), and the “true” precipitation
field (contour lines) for the synthetic case. The fictive stations are represented by circles.
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4.D. WARPED FIELDS FROM THE SOUTHERN GHANA CASE

Figure 4.D.1: Warped time series compared to IMERG’s first guess and TAHMO. Only the stations with more
than 0.1mm/h rainfall according to both TAHMO and IMERG are shown.
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Figure 4.D.2: Warped precipitation field obtained with approach A1 (background), and gauge measurements
(circles) for the southern Ghana case.

Figure 4.D.3: Warped precipitation field obtained with approach A2 (background), and gauge measurements
(circles) for the southern Ghana case.
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Figure 4.D.4: Warped precipitation field obtained with approach A3 (background), and gauge measurements
(circles) for the southern Ghana case.
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5.1. CONCLUSIONS
There are many rainfall products available over sub-Saharan Africa, but also meaningful
differences between them. Part of these discrepancies can be due to position and timing
mismatches. In this thesis, we investigated a method to gauge-adjust rainfall estimates
with respect to the position and timing of the rainfall events, instead of the usual bias
correction. This is done by answering the following research questions:

1. What is the state of the art of rainfall estimates over Africa?

2. What is the best way to use warping to correct position errors in rainfall estimates?

3. What is the best way to use warping to correct timing errors in rainfall estimates?

The first part of this thesis (Chapter 2) answered the first research question by review-
ing the different types of rainfall estimates: numerical models and reanalyses, satellite-
based products and gauges-only products. The main conclusions of this review are sum-
marized in Section 5.1.1. From the review, we noticed that the validations or compar-
isons of the rainfall estimates were in general focused on the occurrence or intensity of
the rainfall. Less attention is given to the possible position and timing errors in the rain-
fall estimates, even though they can cause or increase the intensity error (e.g. double-
penalty) and are of crucial importance for some applications.

The second part of this thesis focused on the second and third research questions
(Chapters 3 and 4). It examined the use of warping to correct the position or the timing
error. This is investigated by gauge-adjusting a satellite based estimate with respect to
the position or the time (instead of the usual bias-adjustment). Section 5.1.4 summarizes
the main observations and compares spatial and time warping.

5.1.1. STATE OF THE ART OF RAINFALL ESTIMATES OVER SUB-SAHARAN AFRICA

We started this thesis by reviewing the rainfall estimates available over Africa, our region
of interest. Choosing which one to use for a specific application can be difficult because
of their large number and their diversity. There are some common factors that influ-
ence the performance of the rainfall estimates. We examined five such factors and their
impact on the estimates, namely the rainfall regime, the orography, the gauge density
and the temporal and spatial resolutions. Since the method/algorithm used to derive
an estimate also helps to understand its strengths and limitations, we also give a uni-
fied description for the most well-known satellite-based estimates. However, in the end,
the choice of the “best” rainfall estimate depends mostly on the intended application.
The requirements of the application on the resolution or coverage can reduce the num-
ber of choices. Moreover, depending on the application, some characteristics are more
important than others. The rainfall estimates should be evaluated with respect to the
characteristics meaningful for their intended use.

5.1.2. SPACE WARPING AS A WAY TO GAUGE-ADJUST SATELLITE-BASED ES-
TIMATES WITH RESPECT TO POSITION

From the review on rainfall products, we noticed that most studies focussed on inten-
sity and occurrence and rarely on possible position and timing errors. Position errors
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are more studied in the field of forecast verification. One particularly interesting type of
spatial verifications are the field deformation methods. They are based on a spatial map-
ping that can be applied to the first guess field to correct it. We investigate the use of one
of these methods, referred as warping in this thesis, to correct position errors in satellite-
based rainfall estimates. The spatial warping method was tested on two case studies. The
first one was a synthetic rainfall event represented by ellipses. It was used to evaluate the
warping in a case for which the “truth” was known, and to explore its sensitivity to several
parameters. The second case was a convective rainfall event over southern Ghana, with
a rainfall peak of 53.45mm/h according to the gauge measurements. This case allowed
us to test the warping method on real datasets, namely the IMERG-Late satellite-based
estimate (with a 0.1◦lat/lon resolution) and the TAHMO gauge-network. In both cases,
we considered a time-window of 25 hours and the same network of 65 stations.

We examined three different approaches for the spatial warping method. All three
approaches only modify the spatial coordinates, but they make different assumptions
about the temporal dimension. The first one assumes that all time steps are indepen-
dent. In the second approach we assume the opposite: all time steps have the same
mapping. The third approach is a compromise between the first two approaches. The
time steps can have different mappings, as in the first approach, but they are assumed
to be linked through time.

The three approaches significantly decreased the position error of the rainfall peak in
both case studies. They also improved the peak’s timing error and the continuous statis-
tics on the intensity. In general, the second approach led to a more limited improvement
due to the rigidity of its assumption of a unique mapping that is applied to all time steps.
The first and second approach have similar effects on the position, timing and intensity
error. They mainly differ in areas or time steps with no or low rainfall. With the first ap-
proach, the mappings can be very different from one time step to the other and cause
some discontinuity in time. The third approach is the most computationally expensive
but combines the advantages of both approaches.

5.1.3. TIME WARPING AS A WAY TO GAUGE-ADJUST SATELLITE-BASED ESTI-
MATES WITH RESPECT TO TIMING

The time warping method was adapted from the spatial one. As opposed to the spa-
tial warping, here only the time coordinates were modified. We investigated three alter-
native approaches with different assumptions on the spatial relationship between time
series. The first approach neglects the spatial dimension and treats the time series at
each station independently. The second one assumes that the timing error is constant in
space and so that all stations have the same mapping. In the third approach, the stations
can have different mappings but they are linked through space. That is, two stations next
to each others should have similar mappings. The time warping is applied to the same
two case studies as the spatial warping.

In both case studies, the three approaches significantly decreased the timing error
of the rainfall peak. The time warping also improved the continuous statistics but has
a more mixed impact on the position error. The first and third approaches had similar
results in terms of timing and intensity, they mostly differ for low rainfall values. In gen-
eral, the second approach led to a more modest improvement, but was spatially more
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consistent. In contrast, the independence of the mappings in the first approach led to
some spatial discontinuity. The third approach turned out to be a good compromise. Its
spatial consistency assumption reduced the risk of discontinuity, observed with the first
approach. At the same time, it is less rigid than the unique mapping assumption of the
second approach and so permits a more adapted correction of the rainfall estimates.

5.1.4. GENERAL CONCLUSIONS ON WARPING

Both the spatial and the time warping have a positive impact on the rainfall estimates.
The continuous statistics were significantly improved after the warping either in time or
in space. The timing error was considerably decreased by both types of warping, some-
times more by the spatial one than by the time one. The same does not hold for the
position error. As expected, it is decreased significantly by the spatial warping, how-
ever the time warping only has a limited impact on it. For the southern Ghana case, the
time warping even increases the position error when considering the time steps with low
amounts of rainfall. Hence, if both spatial and time warping are able to improve the rain-
fall estimates (in term of statistics), the spatial warping is more interesting because of its
positive impact on both the position and timing errors.

The computational cost of applying the mapping (the warping itself) is negligible
compared to the cost of finding the mapping (the automatic registration). The param-
eters that influence the latter cost are different for spatial and time warping. For the
two cases studied here (with 65 stations and 25 hours), the time registration is faster
than the spatial one, especially for the approach with the spatial or temporal consis-
tency (A3). The cost increases with the number of time steps for the spatial registration.
The number of stations does not influence it since the registration uses the interpolated
field as input (and not directly the gauge measurements). On the other hand, the cost
of the time registration increases with the number of stations, but does not depend on
the number of time steps. The time registration is fast for the cases with 65 stations we
studied, however it could encounter a bottleneck if this number increases. Then, the
use of a penalized cost function would become necessary (as we did for the spatial reg-
istration). The temporal resolution of the time registration is governed by the number
of steps I . Similarly, this number of steps I defines the spatial resolution for the spatial
registration. That is, it determines the amount of details taken into account by the reg-
istration. It also impacts the computational time, and so can be tuned to decrease it if
necessary. The choice of the number of steps is a trade-off between the resolution and
the computational cost.

The main drawback of the warping method comes from the automatic registration
method. The first guess and the target (or truth) have to be similar enough for the au-
tomatic registration to produce meaningful mappings. In the two cases we studied, the
rainfall events were clearly defined and have a unique peak, which make them very suit-
able for the automatic registration. However, the registration can fail if the rainfall event
from the satellite-based estimate and the one from the measurements are too dissimi-
lar. For example, this happens if they have a different number of peaks. Moreover, the
events have to be well captured by the gauge networks. This is particularly important
for the spatial warping which relies on the interpolated field. If the peak of the event is
not captured by the gauges, the interpolated field will not be able to represent the event
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accurately (e.g. the center not at the correct position). In turn, the registration assumes
that the interpolated field is the truth, which can lead to error.

The warping methods used in this thesis are based on the spatial morphing described
in Mandel et al. (2010) and Beezley and Mandel (2008). Mandel et al. (2010) described a
data assimilation method based on morphing in order to do that use both the intensity
and position information from the radar precipitation data. However they did not im-
plement it or apply to actual rainfall data. Grassotti et al. (1999) actually applied a field
deformation method to rainfall data. They used ground-based radar observations to ad-
just satellite-based rainfall estimates with respect to the intensity and position of the
rainfall. They showed that the adjusted satellite-based estimates were closer to the radar
observations, and that it was beneficial to applied such position correction before blend-
ing the two types of rainfall estimates. One noticeable difference between these previous
work and this thesis is the nature of the observation data. We used gauge measurements
which are irregularly spaced, while they used gridded radar data. Using non-gridded
data is introducing additional uncertainties since we have to interpolate. We modified
the method accordingly so that it is not too influenced by areas without gauges. In Gras-
sotti et al. (1999) and Mandel et al. (2010), the field deformation method is used to correct
both the intensity and the position. The spatial warping method used in Chapter 3 only
corrects the position. Another difference between their methods and ours is the way we
deal with consecutive time steps. They processed each time step individually, while we
processed all the time steps in the time window at once. This allowed us to take into
account the temporal relationship between the displacement fields of the different time
steps. In Chapter 4, we focussed on time distortions and modified the warping method
to correct the timing of the rainfall event instead of the position.

5.2. RECOMMENDATIONS
Space and time warping have shown a promising potential. They succeeded in using the
gauge data to improve the satellite-based estimate in the two cases we studied. How-
ever, some improvements are possible. They will be discussed in Section 5.2.1, as well as
possible next steps.

In addition, before the end of this chapter and of the thesis, I would like to discuss
briefly the the African Rainfall Project of the World Community Grid. Due to a delay in
the launch of this project, I have not been able to include it in this thesis. I am thus
seizing the opportunity to discuss it briefly in this chapter (see Section 5.2.2).

5.2.1. SPATIAL AND TIME WARPING

POSSIBLE IMPROVEMENTS FOR THE SPATIAL AND TIME WARPINGS

The space and time warping have been tested for two rainfall events. The synthetic event
was used to investigate the accuracy of the methods when the “true” rainfall field was
known. The second event was selected during the monsoon season of 2018 in south-
ern Ghana. This case shows the applicability of warping to real noisy data. In both
cases, space and time warping improved the rainfall estimates. However, more cases
are needed to better assess the performance of space and time warping, and their lim-
its. Warping should be tested for more cases with different rainfall regimes. This will
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allow us to better determine the limits of the method and to derive feasibility criteria. As
mentioned above, the main limitation of the warping is that the first guess and the obser-
vation fields have to be similar enough. The goal of the feasibility criteria is to quantify
this similarity in order to know beforehand if the automatic registration would succeed
or not. Studying more cases will also allow us to investigate further the sensitivity of the
automatic registration (with respect to the regulation coefficient or the number of steps
I ).

The space and time warping methods presented in this thesis are not taking into ac-
count the gauge measurements uncertainties. They consider the measurements as the
“truth”. In the space warping, the automatic registration also assumes the kriged field
(used as input) to be the “truth”. A possible way to take into account both the gauge
uncertainties and the kriging error is to modify the cost function of the automatic regis-
tration. An observation error covariance matrix can be added in the observation term in
a similar way as in variational data assimilation.

Space and time warping focus respectively on the position and timing error. They
do not act directly on the intensity of the rainfall event. A possible next step is to com-
bine the warping methods with a bias adjustment method. An existing bias adjustment
method can be applied after the warping as second step, for example the additive or
multiplicative adjustment or the PDF matching method. Another possibility is to use
morphing. The space warping used in Chapter 3 is based on the morphing method de-
scribed in Mandel et al. (2010) and Beezley and Mandel (2008). Morphing is based on
warping, which modifies the spatial coordinates, and cross-dissolving, which modifies
the amplitude or intensity. Thus, morphing impacts both the position and the intensity.
However, the morphing cannot be applied directly in the case of point measurements,
such as gauge observations. We will first need to adapt it to work with irregularly spaced
observations.

COMBINING TIME AND SPACE WARPING TO CORRECT BOTH THE POSITION AND THE TIMING

ERRORS

In this thesis, we investigate separately space and time warping. The time and position
errors were considered independently, while they are in fact linked. A position error
can be interpreted as a timing error and vice versa. The spatial warping approach with
the time consistency permits to take into account the time dimension even if it does not
allow movement in it. Similarly, the time warping with the spatial consistency only warps
in the time dimension but takes into account the spatial dimensions. They are thus a
good first step towards a 3D space-time warping. They can be applied one after the other
in an iterative way to obtain a quasi-3D warping. This can easily be implemented from
the existing algorithms. An interesting direction for future research will be to develop a
fully 3D warping. This will permit to warp in space and time simultaneously, and so to
fully take into account the relationship between the time and space dimensions. When
the timing and position errors are treated separately, there is a risk of over correction. For
example, the spatial warping can interpret part of the timing error as a position error and
try to correct for it. In such a case, applying iteratively the time and the spatial warping
would not lead to an optimal correction.

Developing such 3D warping method will have some challenges. The first one will be
the computational cost. There are more variables to optimize over during the automatic
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registration (three at each grid point compared to two for the spatial warping and one
for the time warping), and so the computational cost will be more important than for
the spatial or time warping methods. Besides the computational cost, another potential
concern is that adding a dimension might make the automatic registration more sensi-
tive to the issue of the similarity of the inputs. As mentioned earlier, the main drawback
of the automatic registration is that the inputs need to be similar enough. In the case of
the spatial warping with a unique mapping for all time steps (approach A2 in Chapter 3)
or with the time consistency (approach A3), the time steps with too dissimilar rain fields
were compensated by the others allowing the registration to succeed. Similarly, for the
time warping (approaches A2 and A3 in Chapter 4), stations with very different time se-
ries were compensated by other stations. This compensation is not possible in the 3D
case since the 3D rainfall data is considered as a whole. Thus, a fully 3D warping will be
an interesting but challenging next step.

WARPING AND DATA ASSIMILATION

In this thesis, we only used the warping to gauge-adjust satellite estimate with respect to
the position or to the timing. However, warping can be used on different types of data.
For example, it can be used for data assimilation into a numerical model. In fact, Man-
del et al. (2010), on which our spatial warping is based, derived a framework to assim-
ilate radar rainfall into a numerical model by combining morphing with an Ensemble
Kalman Filter. Other field deformation methods have been used in combination with
data assimilation methods for weather models. They were applied for various obser-
vation data, such as integrated water vapour (Hoffman and Grassotti (1996), Alexander
et al. (1998), Nehrkorn et al. (2015)), satellite brightness temperature (Aonashi and Eito
(2011), Nehrkorn et al. (2014)) or radar observation (Brewster (2003), Nehrkorn et al.
(2014)). Mandel et al. (2010) developed a framework for the data assimilation of rain-
fall observation (from radar) into a numerical model, but do not apply it. In Grassotti
et al. (1999), a field deformation method is applied to rainfall data, but not in the context
of data assimilation. It is used to correct satellite-based estimates using ground-based
radar data. Thus, field deformation methods have already been applied in combination
with data assimilation, and they already have been applied to rainfall data. However,
never at the same time. This will be an interesting subject to investigate. A challenge of
such approach is the dynamical imbalance that can result from spatially displacing the
forecast fields. This is a known problem and some methods to reduce such imbalance
have been developed (Nehrkorn et al., 2014; Hsiao et al., 2010).

The data assimilation of rainfall rate has been studied in the past decades and is now
operational in several weather services (Jones and Macpherson (1997), Lopez (2011),
Tsuyuki et al. (2003)). A challenge of the assimilation of rainfall data is the “zero-rain”
problem. This problem arises when the model has no rainfall but the observation does
or vice-versa (Lopez (2011)). Position mismatches can lead to such situation. Moreover,
for any assimilated variable, position mismatches between the first guess and the ob-
servations can lead to important non-Gaussian background errors. Both variational and
ensemble-based data assimilation methods are based on the assumption that the back-
ground errors are Gaussian. Deviating from that assumption leads to suboptimal results.
Thus, correcting position mismatches before hand or assimilating the rainfall position at
the same time as the rainfall rate can reduce these two problems.
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5.2.2. HIGH-RESOLUTION WEATHER SIMULATION FOR SUB-SAHARAN AFRICA

ON THE WORLD COMMUNITY GRID

In the second part of this thesis, we worked with gauges from TAHMO and a satellite-
based product (IMERG). However, as mentioned above, there is a third type of estimate:
NWP models and reanalyses. There is no regional reanalysis available for Africa. The
global reanalyses are able to represent the main features of the monsoon, but they have
a limited performance for more local scales. Moreover, they are too coarse for many
applications. A possibility is to dynamically downscale a global reanalysis using a re-
gional numerical model. There are several projects investigating and comparing numer-
ical reanalysis over (parts of) Africa. However, they are generally using a relatively coarse
resolution (≥10km). Convection-permitting resolution (≤4km) allows for a better rep-
resentation of the rainfall, and in particular of convective rainstorms (Prein et al., 2015;
Fosser et al., 2015). In most cases, dynamic downscaling at convection-permitting res-
olution is done over a limited area and/or for short periods (for example Pearson et al.
(2010), Chamberlain et al. (2014), Zhang et al. (2016), Crook et al. (2019), Maurer et al.
(2017), and Reinares Martínez and Chaboureau (2018)). An exception, is the CP4-Africa
model (Pan-African Convection-Permitting Regional Climate Simulation with the Met
Office UM) which will be run for 10 years for the whole continent at 4.5km resolution
as part of the Future Climate for Africa (FCFA) Improving Model Processes for African
Climate (IMPALA) project (Stratton et al., 2018).

A special project in which the author was strongly involved, is the African Rainfall
Project. The goal of the African Rainfall Project is to run the Weather Research and Fore-
casting (WRF) model for the whole sub-Saharan Africa at the high resolution of 1km for
a year. However, running WRF (or another numerical model) at such resolution for such
a large area is computationally expensive. It was made possible by IBM’s World Com-
munity Grid. The World Community Grid (WCG) is part of the Social Corporate Respon-
sibility program of IBM that crowdsources unused computing power from volunteers’
devices and donates it to scientific projects. The author participated in the writing of the
WCG grant proposal. Within this project, her role was the preparation of the inputs that
were sent to the WCG, and the analyse of the outputs for the alpha and beta testing.

The simulation was adapted to the WCG by dividing the one year simulation over
sub-Saharan Africa in many smaller ones of 48h over 52 km by 52 km domains. These
simulations are small enough to be calculated on a single computer of a volunteer at the
required resolution. In total, 35609 overlapping domains are covering the whole sub-
Saharan Africa. The WRF model calculated all the atmospheric variables, but only about
15 variables of direct interest are stored. They are stored every 15 of simulation minutes,
and represent 0.5PB data.

Future work includes the post-processing and the validation of the model outputs.
During the post-processing phase, the smaller simulations will be merged back together
to obtain one consistent simulation over the whole sub-Saharan Africa. The validation
will consist of two parts: the validation of the settings (i.e. division in smaller domains)
and the validation of the variables. Dividing a large domain in several smaller ones and
running them independently was necessary to adapt to the WCG setting, but it is new.
The first part of the validation will compare the simulation of the small domains to a
simulation on a larger domain (e.g. 1000km by 500km). This simulation will be identical



REFERENCES

5

191

to the smaller ones in terms of input data and parameterization, and will only differ by
the dimension of the domain. It will be run on Cartesius, the Dutch national supercom-
puter. In the second part of the validation, the variables will be compared to satellite
data and in-situ measurements from the TAHMO network. After the post-processing
and validation are complete, the data will be made publicly available.

Final remark: Rainfall is an important component of the water cycle. It is at the same
time vital for agriculture and ecology, and a potential danger. Too much or too little
rainfall can lead to floods and droughts, which have large socio-economic impacts. That
makes accurate rainfall estimates essential. With this thesis, we hope to have contributed
to this vast topic.
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