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SUMMARY 
 

 

 

The ongoing energy transition results on the one hand in a proliferation of power electronics 

interfaced devices and on the other hand in a decreasing availability of conventional 

synchronous generation. These developments pose important challenges for transmission 

system operators to operate a low inertia power system. As part of my research I have created 

a list of 28 related challenges, validated by industry, that are grouped into three categories: 

(i) Reduced Voltage and Frequency Support, (ii) New Operation of the Power System and (iii) 

New Behaviour of the Power System. The focus of this research is on category (iii) and 

addresses the sub synchronous resonance (SSR) phenomenon between a doubly fed induction 

generator (DFIG) and a series compensated transmission line. This phenomenon is denoted as 

DFIG-SSR in this thesis. Failing to adequately address resonances results in among others 

degradation of the power quality, protection tripping, physical damage to power system 

equipment and ultimately instability in the power system. 

 

The main objective of this research is to investigate and validate the degree of effectiveness of 

the existing phase imbalance compensation concept, as well as to design and validate a new 

prediction gain scheduling control concept for mitigating DFIG-SSR. For these investigation, 

design and validation activities, electromagnetic transient (EMT) simulation models of the 

DFIG wind turbine are developed using Power System Computer Aided Design (PSCAD). In 

line with common practice, the topology of the IEEE First Benchmark Model is used as a small-

size study model, whereas the larger IEEE 39-Bus Model is used for validation of the obtained 

results. The impedance based stability method is used to quantify the impact of potential 

mitigation solutions on DFIG-SSR. 

 

This dissertation has three main contributions. 

First, recommendations are developed to obtain the frequency-dependent impedance of 

power electronics interfaced devices through numerical EMT simulations of black box, 

non-linear simulation models. These recommendations are crucial to perform interaction 

studies. The influence of the impedance calculation time, model granularity and composition 

of the perturbation signal on the obtained impedance is presented and guidelines are given on 

how to select the correct model and parameters for the numerical simulations. 

Second, a methodology is developed that enables the systematic assessment and design of 

the phase imbalance compensation concept for mitigating DFIG-SSR. The phase imbalance 

compensation concept is an alternative way of fixed series compensation, where the imbalance 

is implemented as a series or as a parallel resonance scheme in either one or two phases of the 

transmission line. The influence of the series and parallel schemes as well as the influence of 

their different degrees of asymmetry on the stability of the system are rigorously investigated. 

The series scheme introduces one series resonance in the power system, where the resonance 

frequency increases as a function of the degree of asymmetry. The increase is more pronounced 
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when the series scheme is implemented in two phases. The parallel scheme on the other hand 

decreases the series resonance frequency and this decrease is more pronounced when the 

scheme is implemented in two phases. However, the parallel scheme introduces an additional 

parallel resonance with a frequency between 20 and 30 Hz, the stability of which depends on 

the degree of asymmetry. 

Third, a predictive gain scheduling control is developed, which addresses three main 

drawbacks of existing adaptive control solutions, i.e. (i) a priori knowledge of operating 

conditions, (ii) the need for a wide area measurement system and (iii) the validation of the 

developed control against fault ride through and small-signal stability requirements. The 

developed solution utilises the forecasted wind speed to schedule two parameters in the 

rectifier’s double loop control. For these two parameters, which are identified through 

monothetic sensitivity analysis, a control rule is developed to determine their optimum values. 

Furthermore, a forecasting algorithm is developed to predict the wind speed. Using actual wind 

speeds and transmission line failure data, it is found that the developed predictive gain 

scheduling control reduces the DFIG-SSR risk with a factor up to 16.95, compared to classical 

compensation. Detailed analysis also shows that the developed control is able to successfully 

mitigate DFIG-SSR in a multi-DFIG representation of a wind power plant, while accounting 

for non-identical operating conditions of the individual DFIGs. To achieve this, a decentralised 

control deployed in each DFIG is required. 

 

The main conclusion of this dissertation is that DFIG-SSR can be mitigated using a hardware 

solution such as phase imbalance compensation, or through system level coordination such as 

the developed prediction gain scheduling control. In this context, grid forming control concepts 

are increasingly being investigated in academia and industry as a potential solution for some of 

the 28 challenges identified in this thesis. A recommendation for future research is to investigate 

the impact of the various grid forming control concepts on DFIG-SSR and their capability to 

mitigate it. 
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SAMENVATTING 
 

 

 

Als gevolg van de huidige energietransitie ervaren hoogspanningsnetbeheerders enerzijds een 

grote toename van aan vermogenselektronica gekoppelde productie-eenheden en 

interconnectoren, en anderzijds een afnemende beschikbaarheid van conventionele synchrone 

productie-eenheden. Deze ontwikkelingen brengen belangrijke technische uitdagingen voor de 

bedrijfsvoering van het hoogspanningsnet met zich mee. Deze uitdagingen zijn als onderdeel 

van dit onderzoek geïnventariseerd. Er is een overzicht van 28 gerelateerde en door de industrie 

gevalideerde uitdagingen opgesteld, waarbij de uitdagingen worden gegroepeerd in de 

categorieën (i) onvoldoende ondersteuning van de spanning en frequentie, (ii) noodzaak voor 

nieuwe bedrijfsvoering concepten en (iii) het nieuwe gedrag van het elektriciteitssysteem. Dit 

proefschrift betreft categorie (iii) en onderzoekt de sub-synchrone resonantie (SSR) tussen een 

dubbel gevoede inductiegenerator (DFIG) en een serie gecompenseerde transmissielijn. Dit 

fenomeen wordt in dit proefschrift aangeduid als DFIG-SSR. Indien resonanties niet adequaat 

worden aangepakt, leidt dit onder andere tot een verslechtering van de spanningskwaliteit, 

uitschakeling door de beveiliging, fysieke schade aan componenten in het elektriciteitssysteem 

en uiteindelijk instabiliteit in het hoogspanningsnet. 

 

Het hoofddoel van dit proefschrift is het onderzoeken en valideren van de mate van effectiviteit 

van het bestaande fase-onbalansconcept, en het ontwerpen en valideren van een adaptief 

regelalgoritme voor het elimineren van DFIG-SSR. Voor deze onderzoeken, ontwerpen en 

validaties zijn elektromagnetische transiënte (EMT) simulatiemodellen van de DFIG-

windturbine ontwikkeld met Power System Computer Aided Design (PSCAD). In 

overeenstemming met de gangbare praktijk wordt de topologie van het IEEE First Benchmark 

Model gebruikt als studiemodel. Het grotere IEEE 39-Bus Model wordt gebruikt voor validatie 

van de verkregen resultaten. De impedance based stability-methode wordt gebruikt voor het 

kwantificeren van de invloed van de oplossingen ter eliminatie van DFIG-SSR. 

 

De bijdrage van dit proefschrift is drieledig. 

Ten eerste worden aanbevelingen ontwikkeld om de frequentie-afhankelijke impedantie 

van aan vermogenselektronica gekoppelde componenten te verkrijgen via EMT-simulaties van 

black box en niet-lineaire simulatiemodellen. Deze aanbevelingen zijn cruciaal om 

interactiestudies uit te voeren. Daarbij worden er richtlijnen gegeven voor het selecteren van de 

juiste modellen en parameters voor deze simulaties. 

Ten tweede is er een methodologie ontwikkeld die voorziet in de systematische analyse en 

ontwerp van het fase-onbalansconcept ten einde DFIG-SSR te elimineren Hierbij worden 

enkele fundamentele openstaande vragen beantwoord en wordt er aangetoond dat de 

effectiviteit van het fase-onbalansconcept mede wordt bepaald door de vereiste 

compensatiegraad. Het concept van fase-onbalanscompensatie is een alternatieve manier voor 

seriecompensatie, waarbij de onbalans wordt geïmplementeerd als een serie- of 
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parallelresonantiecircuit in één of twee fasen van de gecompenseerde transmissielijn. De 

invloeden van de serie- en parallelcircuits en de verschillende mate van asymmetrie op de 

stabiliteit van het systeem worden uitvoerig onderzocht. Het seriecircuit introduceert één 

serie-resonantie in het elektriciteitsnet, waarbij de resonantiefrequentie toeneemt afhankelijk 

van de mate van asymmetrie. De toename in de resonantiefrequentie is groter wanneer het 

seriecircuit in twee fasen wordt geïmplementeerd. Het parallel circuit daarentegen verlaagt de 

serieresonantiefrequentie. Daarbij is deze afname groter wanneer het circuit in twee fasen wordt 

geïmplementeerd. Het parallelcircuit introduceert echter een additionele resonantie met een 

frequentie tussen 20 en 30 Hz, waarbij de demping van deze resonantie afhankelijk is van de 

mate van asymmetrie. 

Ten derde is een adaptief regelalgoritme ontwikkeld, die drie cruciale tekortkomingen in 

bestaande, soortgelijke algoritmes oplost. De ontwikkelde oplossing maakt gebruik van de 

voorspelde windsnelheden om twee parameters in de regeling van de gelijkrichter op een 

dynamische manier aan te passen. Voor deze twee parameters, die geïdentificeerd worden door 

middel van een gevoeligheidsanalyse, is een formule ontwikkeld die hun optimale waarden 

bepaalt. De voorspelde windsnelheden worden verkregen met behulp van een eigen ontwikkelt 

algoritme. Met actuele windsnelheden en storingsgegevens is vastgesteld dat het ontwikkelde 

adaptieve regelalgoritme het risico op DFIG-SSR met een factor 16.95 verkleint. Nadere 

analyses tonen aan dat het ontwikkelde algoritme ook in staat is om DFIG-SSR met succes te 

elimineren wanneer een DFIG-windpark niet alleen als een geaggregeerde DFIG-turbine, maar 

ook met behulp van individuele DFIG-turbines wordt gesimuleerd. Hierbij wordt rekening 

gehouden met de niet-identieke werkpunten van individuele DFIGs. Om dit te bereiken, moet 

het adaptieve regelalgoritme in elke DFIG worden geïmplementeerd. 

 

De belangrijkste conclusie van dit proefschrift is dat DFIG-SSR kan worden geëlimineerd door 

middel van een hardware-oplossing zoals het fase-onbalansconcept of op basis van 

systeemcoördinatie, zoals het ontworpen adaptieve regelalgoritme. Voor enkele van de 28 

technische uitdagingen is het grid forming regelalgoritme in dit proefschrift als een van de 

mogelijke oplossingen geïdentificeerd. Het wordt dan ook aanbevolen om de invloed van grid 

forming op DFIG-SSR alsmede het vermogen van grid forming om DFIG-SSR te elimineren 

nader te onderzoeken. 
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1.1. SYSTEM OPERATIONAL CHALLENGES 

The worldwide energy landscape is undergoing a transition towards a more sustainable 

energy provision, characterised among others by a proliferation of power electronics interfaced 

devices (PEID) such as high voltage direct current (HVDC) transmission lines and wind and 

solar generation. From system operation perspective, the main contributing factors identified 

with regards to this ongoing energy transition are threefold. 

Firstly, the transmission system connected conventional synchronous generator is rapidly 

being replaced by transmission and distribution connected variable renewable energy sources 

(RES) such as wind and solar generation. These are predominantly connected to the grid 

through power electronics (PE) converters. Depending on the defined scenarios, the 

International Energy Agency expects the global installed capacity of solar photovoltaic (PV) to 

increase from around 750 GW in 2020 to anywhere between 2,000 and 4,000 GW in 2030 [1]. 

On the other hand, the ambition in Europe for 2050 is to have around 450 GW of offshore wind, 

which will mostly be connected to the onshore transmission system through HVDC converters 

[2]. Figure 1.1 [3] illustrates the evolution of the annual electrical energy production from coal, 

wind and solar PV for Ireland, United Kingdom (UK), Denmark and Australia. Due to restricted 

access to the database, other generation sources could not be included in the graphs. In this 

figure, 100% indicates the sum of the electrical energy generation from coal, wind and solar PV. 

It illustrates the relative development of the annual electrical energy generation from these 

sources across different jurisdictions. It is observed that the combined annual electrical energy 

production from wind and solar PV already surpassed that of coal in Ireland, UK and Denmark. 

 
Parts of this Chapter are published in V. N. Sewdien, R. Chatterjee, M. Val Escudero, and J. van Putten, “System 

Operational Challenges from the Energy Transition,” CIGRE Sci. Eng., vol. 17, pp. 5–20, 2020. 
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Figure 1.1 Annual electrical energy production from coal, wind and solar PV. Values are normalized using the sum of these 

three sources. Other fossil fuel and renewable energy sources are not considered in the figure (data retrieved from [3]). 

 

Due to their intermittent nature and priority dispatch, these RES introduce a variability 

(additional to the load variability and stochastic outages) in the generation mix, resulting in a 

wide variety of operating conditions. These conditions range from almost no conventional 

synchronous generation due to high RES production, to conditions with low or no RES 

generation. High instantaneous levels of wind and solar generation relative to the demand are 

already being observed in Denmark (157%), South Australia (142%), Tasmania (70%) and UK 

(67%) [4], showing that the day-to-day observed share of RES can be significantly larger than 

their share in the annual electrical energy generation. Additionally, electricity markets with 

large penetration of RES tend to have more volatile day ahead electricity prices and fewer 

periods in which conventional power plants can compete (and, consequently, fewer running 

hours). This decreases the competitiveness of such conventional power plants in wholesale 

electricity markets. In the absence of other markets such as balancing and capacity markets, the 

decreased competitiveness can lead to decommissioning of the conventional power plants. The 

volatility in prices is also reflected as a result of system strength constraints (e.g. 15,000 

AUD/MWh in Australia) or a major surplus of priority dispatch RES generation. The latter can 

lead to negative electricity prices, which is increasingly being observed by several system 

operators throughout the world. For example, Germany observed negative day ahead prices up 

to -/- 54.97 EUR/MWh for seven consecutive hours on 4 October 2020, while negative day 

ahead prices (< -/-11 EUR/MWh) were observed for more than three consecutive hours in whole 

Central Western Europe on 2 November 2020 [5]. 

Secondly, the regulatory framework influences the design, planning and operation of the 

power system. Network codes and other regulatory requirements need to continuously provide 

an adequate and up-to-date framework to facilitate the ongoing energy transition. A harmonised 

regulatory framework is imperative not only on transmission, but also on distribution level. The 
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development of such regulatory frameworks evolves at a slower pace than the evolution of the 

generation. An example in Europe is the requirements and degrees of freedom from the System 

Operation Guideline [6] and Requirement for Generators [7] network codes. 

Lastly, taking into account the stakeholder involvement which takes time in the process, 

the commissioning of new transmission assets lags behind the expansion of generation assets. 

Increasing public opposition for new overhead lines and challenges associated with long 

underground cables add delays in realising new transmission assets. Such cables introduce new 

technical challenges for the design and operation of the circuits, such as harmonic resonances, 

temporary overvoltages and amplification of harmonic distortion, which cannot be solely 

solved by expansion of transmission capacity. These challenges require expensive and complex 

mitigation solutions that affect the reliability of the circuit [8]. The very long times required to 

build additional transmission capacity increase the instances at which the power system is 

operated closer to its security limits and with congestion management schemes. In [9] it is 

shown that the congestion management costs in Germany are proportional to the wind 

penetration levels. This proportionality is also valid for the curtailment rate of wind generation 

in Britain and Germany†, as is illustrated in Figure 1.2 [9]. 

 

 

Figure 1.2 Curtailment rates against wind generation penetration levels in Britain and Germany [9]. 

 

Taking these observations into account, the energy transition poses important operational 

challenges for system operators, where the holistic question to be answered is: 

 

Given today’s level of operational reliability and affordability of the electricity supply, 

how should the future, power electronics dominated power system be operated? 

 

One of the fundamental issues that first need to be addressed, is gaining insights in the 

operational challenges associated with the future power system. Based on extensive literature 

review, complemented by surveys and discussions with system operators, an overview of actual 

 
† The reason for the reduced curtailment rate in 2016 for Germany is the implementation of a new concept of 

cost-optimised dispatch of power plants by the German TSOs. 
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and expected operational challenges was created and is shown in Figure 1.3 [10]. In total, 28 

unique operational challenges were identified and validated by the industry. A detailed 

description of each phenomenon is provided in [10]–[13]. These challenges are grouped into 

the following three main categories. 

 

Category 1: Reduced Voltage and Frequency Support 

Small-signal as well as large disturbance stability will remain crucial, i.e. frequency, 

synchronising torque and voltage support requirements of the system will need to be 

maintained. The time constants associated with the phenomena in this category range from 

seconds (e.g. large disturbance frequency stability) up to hours (e.g. ramps management). This 

category deals with issues that result from insufficient availability or inability to meet the 

ancillary services demand, in terms of both type and volume. Practical examples of challenges 

in this category include the increasing rate of change of frequency (RoCoF) in Ireland [14], 

excessive frequency deviations in Continental Europe [15], static reactive power balance in 

Britain [16] and management of ramps in California [17]. 

 

 

Figure 1.3 Overview of system operational challenges due to the energy transition [10]. The challenges in blue were addressed 

in the MIGRATE project. The dashed box is the focus of this thesis. 

 

Category 2: New Operation of the Power System 

The second category of issues identifies those areas where how we operate the power 

system needs to change. This includes the people, processes and tools in system operation that 

observe the bulk electric system and take necessary actions to maintain operational reliability. 
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A practical example is the increased congestion in Britain and Germany as reported in [9]. Other 

phenomena are expected to be too fast for a manual operational response. Therefore, the new 

operation of the power system will require increased automatic control actions in order to cope 

with the expected faster and more frequent dynamic behaviour of the power system. 

 

Category 3: New Behaviour of the Power System 

With increasing penetration of PEID, the power system’s behaviour and response are bound 

to change. This category of identified issues focuses on the power system’s new behaviour, 

which results from e.g. reduced damping, altered impedance response of the grid and reduced 

system strength. Practical examples include resonance instability in the TenneT transmission 

system [18], sub synchronous oscillations (SSO) in the Electricity Reliability Council of Texas 

(ERCOT) [19] and voltage dip induced frequency dip in the Irish power system [12]. 

 

It should be mentioned that although the identified issues are observed in operational time 

frames, their mitigation spans across a much wider time frame and ranges from long term 

planning to intraday operations. A summary of the capabilities of existing PEID in mitigating 

some of the identified challenges is given in [20]. 

 

 

1.2. PROBLEM DEFINITION 

In the Horizon 2020 project MIGRATE (Massive InteGRATion of power Electronic 

devices, see Section 1.6), European transmission system operators (TSO) ranked the identified 

power system stability related operational challenges of Figure 1.3 based on their severity, 

probability and expected time to materialise in practice [21]. The challenges in blue topped this 

ranking and were further investigated in the project. From the top ranked challenges the 

increasing RoCoF, deceasing frequency nadir, dynamic reactive power balance and the 

reduction in transient stability margin challenges including their developed mitigation solutions 

are described in [22]. This thesis addresses the last challenge of the top ranking and relates to 

sub synchronous resonance (SSR), more specifically the adverse interaction between a doubly-

fed induction generator (DFIG) and a series capacitor compensated transmission line. This 

interaction phenomenon is electromagnetic in nature and is defined in this thesis as DFIG-SSR. 

Besides DFIG-SSR, there are two other emerging electromagnetic sub synchronous interaction 

phenomena, which occur as interactions either between a PEID and a grid or among PEIDs. 

As was mentioned earlier, the energy transition goes hand in hand with the proliferation of 

RES, often interfaced with PE. From these RES, wind generation has been showing the largest 

increase over time [3] and many new near- and offshore wind power plants are planned. The 

geographical location of these wind power plants require long distance transmission of the 

generated electrical energy. Combined with the increasing public opposition for new overhead 

lines on the one hand and technical challenges for utilising long distance underground cables 

on the other hand, system operators and transmission owners have to make the best use of 

existing transmission infrastructure. As such, series compensation is an effective way to 

increase the available transfer capability of existing transmission lines. 
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One of the major challenges of using series compensation in combination with DFIG wind 

power plants is the potential for DFIG-SSR. In a system with a series capacitor, a grid 

disturbance produces sub synchronous currents and voltages. At the sub synchronous 

frequency, the slip and consequently the damping of the DFIG become negative. When the net 

damping, which is the sum of the DFIG damping and the damping provided by the transmission 

system, is negative, the power system will experience rapidly growing oscillations. The first 

DFIG-SSR in a real power system was observed on 22 October 2009 in the power system of 

ERCOT [23], which resulted in rapidly growing current oscillations up to 3 per unit. The wind 

power plant suffered major damage resulting from this phenomenon. Between August and 

October 2017, three new DFIG-SSR events occurred in Texas [24], whereas between December 

2012 and December 2013 58 events occurred in the Guyuan power system (China), sometimes 

tripping more than 1,000 wind turbine generators (WTG) at a time. Considering the uptake in 

wind generation, combined with the difficulties in building new transmission corridors, existing 

transmission lines may be upgraded more frequently using series compensation. Consequently, 

the likelihood of DFIG-SSR will increase. Failing to adequately address such undamped 

oscillations can lead to physical damage of power system equipment and potentially jeopardise 

system security, whereas sustained oscillations could lead to degradation of power quality and 

protection tripping. 

 

 

1.3. RESEARCH OBJECTIVE AND QUESTIONS 

The main objective of this research relates to addressing the challenge of DFIG-SSR and is 

formulated as: 

 

Investigation and simulation validation of the degree of effectiveness of existing methods 

and the design and simulation validation of new principles to mitigate DFIG-SSR. 

 

Solutions for mitigating DFIG-SSR can generally be categorised in (i) hardware solutions, 

(ii) principles based on system level coordination and (iii) control solutions [25]. Hardware 

concepts for addressing DFIG-SSR include flexible AC transmission system (FACTS) 

controllers and non-FACTS devices. Solutions that fall in this category mitigate DFIG-SSR by 

the commissioning of additional hardware (e.g. a thyristor controlled series capacitor, TCSC) 

in the power system or by modifying the control loops of new or existing hardware (e.g. adding 

a damping controller in a static compensator, STATCOM). The phase imbalance compensation 

concept is another way to achieve fixed series compensation and was initially designed to 

mitigate classical SSR problems [26], [27]. However, its applicability in mitigating DFIG-SSR 

as a potential hardware solution is rarely investigated and is thoroughly assessed in this thesis. 

System level coordination can help to mitigate SSO in a rather unconventional way. In this 

concept, control actions are adjusted based on system parameters. Examples of such solutions 

are gain scheduling and protection. However, from the system operation perspective, protection 

solutions are the most intrusive, as they abruptly disconnect generation and transform a 

small-signal stability problem to a more severe large disturbance. In this thesis, a gain 

scheduling solution based on system level coordination is designed. 
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Finally, control solutions encompass those control/software solutions that are implemented 

within the control structure of the DFIG. It includes tuning of controller parameters, deploying 

new control concepts such as the feedback linearising control, and modifying existing control 

structures e.g. by adding digital filters and damping controllers. 

To achieve the research objective, four research questions are defined and are introduced 

next. The first research question relates to the positioning of DFIG-SSR and other emerging 

electromagnetic SSO phenomena within the wider scope of SSO. The current SSO definition 

explicitly only considers electromechanical oscillations, thereby excluding DFIG-SSR. There 

is also a lack of consensus in academia and industry regarding the terminology of the emerging 

phenomena (i.e. controller interactions, controller instability and sub synchronous resonance), 

leading to addressing fundamentally different phenomena with the same terminology. These 

reasons underline the need for, on the one hand, a new definition of SSO, and on the other hand, 

a reclassification of SSO to include the new phenomena. The first research question addresses 

this scientific gap and is defined as: 

 

RQ 1. How can emerging SSO phenomena be positioned in the existing classification of 

sub synchronous oscillations? 

 

After the introduction of the new SSO classification, existing measures to mitigate the 

emerging SSO phenomena, with a focus on DFIG-SSR, should be reviewed. The second 

research question aims at evaluating these solutions (categorised in hardware solutions, 

solutions based on system level coordination and control solutions) and is formulated as: 

 

RQ 2. What are the limitations and recognised application boundaries of existing 

approaches for mitigating DFIG-SSR? 

 

The final two research questions aim to address outstanding gaps in scientific literature and 

to design a new DFIG-SSR mitigation measure. The phase imbalance compensation concept 

was originally designed in the 1990s to mitigate classical SSR. Research that methodically 

investigates the influence of this concept on the impedance behaviour of the grid as well its 

capability to address DFIG-SSR is lacking. The goal of the third research question is to 

systematically and thoroughly investigate to which extent phase imbalance compensation is 

able to mitigate DFIG-SSR. It is defined as: 

 

RQ 3. To what extent is the phase imbalance compensation concept as a potential 

hardware solution able to mitigate DFIG-SSR? 

 

Automated system level coordination is a novel concept for addressing adverse interactions. 

The main drawbacks of existing system level coordination based solutions include (i) the 

necessity to have in advance knowledge of the wind speed and grid damping for correct 

operation of adaptive controllers, (ii) the need for a wide area measurement system and (iii) 

lacking validation that the adaptive characteristic of adaptive controllers does not result in 

small-signal instability. The final research question aims at developing a system level 

coordination based measure that addresses these drawbacks and is formulated as: 
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RQ 4. How can gain scheduling control based on system level coordination be used to 

mitigate DFIG-SSR? 

 

The first and second research question address the need for a reclassification of SSO 

phenomena and identify the limitations in existing mitigation solutions. The third research 

question investigates the degree of effectiveness of the phase imbalance compensation concept 

in mitigating DFIG-SSR. A methodology to assess and design the phase imbalance concept is 

proposed. This research question contributes to the first part of the overall research objective. 

For the final research question, a new mitigation solution is developed and validated using 

offline simulations. This question contributes to the second part of the overall research 

objective. 

 

 

1.4. RESEARCH APPROACH 

For the performance analysis, detail and average electromagnetic transient (EMT) 

simulation models of the DFIG wind turbine based on IEC Standard 61400-27-1 [28] are 

developed using Power System Computer Aided Design (PSCAD) version 4.6 in the framework 

of the MIGRATE project. The dynamic response of the models is further enhanced (e.g. based 

on [29] additional feedback loops are introduced in the pitch controller) and both models are 

used to provide a comparison of their performance and accuracy with regards to the DFIG-SSR 

phenomenon. The performance of the models was validated by a reference group consisting of 

wind turbine vendors. 

In line with common practice for DFIG-SSR interaction studies, the network topology of 

the IEEE First Benchmark Model is adopted. To account for different grid operating conditions, 

the short circuit levels and electrical damping are varied to represent different underdamped 

scenarios. The larger IEEE 39-Bus Model is used for validation of the obtained results. These 

models are used in the subsequent analysis. 

For the investigation of the phase imbalance compensation concept, first an analytical 

(mathematical) model that describes the relation between the degree of asymmetry and the 

resulting shift in resonance frequency is developed. This model is developed with the aim to 

understand the underlying reasons for why the phase imbalance compensation impacts 

DFIG-SSR in the way it does. Time domain EMT simulations are performed to validate the 

developed analytical model under different degrees of asymmetry. 

The impedance based stability method [30] is used in this work to evaluate and quantify 

the impact of potential mitigation solutions on the occurrence of adverse interactions. This 

method is among the most widely recognised and accepted methods to screen for SSO [31]. 

The impedance based stability method and monothetic sensitivity analysis are used to identify 

the influence of the DFIG’s rectifier and inverter control parameters on the phase margin. 

Parameters that show a sensitivity are selected for the gain scheduling based solution. As such, 

both time domain and frequency domain analysis are adopted in this thesis. 

Finally, a short-term wind speed forecast model based on artificial neural networks is 

developed for forecast horizons of 5, 15, 30 and 60 minutes. As part of the development, the 
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influence of various variables on the forecast accuracy is assessed. Wind speed data is obtained 

from the National Renewable Energy Laboratory (NREL) open source Wind Prospector tool 

[32]. The wind speed forecast model is built in Python within the Keras framework of Google’s 

TensorFlow platform. The gain scheduling based solution is also developed in Python. 

 

 

1.5. THESIS OUTLINE 

The outline of this thesis is graphically depicted in Figure 1.4. Chapter 2 first gives a 

fundamental description of three emerging electromagnetic SSO phenomena. Then, the existing 

definition and classification of the SSO phenomena are reviewed. Based on the findings a new 

definition of SSO and a reclassification of SSO phenomena are proposed. 

 

 

Figure 1.4 Thesis Outline. 

 

Chapter 3 reviews the existing solutions for mitigating the previously introduced SSO 

phenomena. The mitigation solutions are categorised in hardware solutions, solutions based on 

system level coordination and control solutions. 
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Chapter 4 discusses the models and methodologies used for the subsequent analysis. First, 

the detail and average EMT models of the DFIG wind turbine generator that were developed in 

the context of the MIGRATE project are highlighted. Then, the impedance based stability 

method as a screening tool for potential SSO risks is reviewed. Finally, the perturbation method 

is introduced as a tool to determine the impedance of the DFIG. Guidelines to determine the 

impedance using the perturbation method are developed. 

Chapter 5 moves on to evaluate the capability of the phase imbalance compensation 

concept as a potential hardware solution for mitigating DFIG-SSR. An analytical model of the 

phase imbalance compensation scheme is developed for this purpose. Comparisons between 

the performance of the classical compensation concept and the series and parallel schemes of 

the phase imbalance compensation concept are provided. A methodology to design the phase 

imbalance compensation concept is developed and applied on the IEEE 39-bus system. 

The following three chapters discuss the development of a gain scheduling based mitigation 

solution (system level coordination). Chapter 6 first reviews system level coordination based 

measures such as wide area control. It continues by giving a high level description of the 

proposed concept, which consists of the gain identification and scheduling module, the 

forecasting module and the real-time operation module. Monothetic sensitivity analysis is used 

to identify those controller parameters of the DFIG’s converters that influence the electrical 

damping. Next, for wind speed dependent operating conditions parameter values are identified 

that can mitigate DFIG-SSR. The forecasting algorithm is developed in Chapter 7 and is a 

short-term wind speed forecasting based on artificial neural networks. Critical parameters of 

the algorithm are identified and optimised to yield the most accurate forecast results. Finally, 

Chapter 8 discusses the performance of the gain scheduling solution and quantifies the benefit 

of the developed solution. The suitability of the solution is also demonstrated using a wind 

power plant with a multi-DFIG representation, where the individual DFIGs have non-identical 

operating conditions. 

Finally, Chapter 9 discusses the scientific relevance of the work, provides the final 

conclusions and makes recommendations on the further improvement and extension of this 

research. 

 

 

1.6. RESEARCH FRAMEWORK: H2020 PROJECT MIGRATE 

The research in this thesis was performed under the framework of the Horizon 2020  

MIGRATE project. MIGRATE was a four year research project that started in 2016 and aimed 

at finding solutions for the technological challenges that the transmission system will be facing 

in the future as a result of the ongoing proliferation of PEID. MIGRATE had five overall 

objectives. The first objective focused on the identification of power system stability issues and 

capabilities of existing PEIDs to mitigate these. The second objective dealt with the 

development of new forecasting and real-time monitoring solutions using phasor measurement 

units. Objective three covered the assessment of existing protection devices to operate correctly 

under high PEID penetration scenarios and development of new protection algorithms. The 

development of appropriate models and methodologies to evaluate the influence of PEIDs on 

power quality in future power systems was captured by the fourth objective. Finally, objective 



1.6. RESEARCH FRAMEWORK: H2020 PROJECT MIGRATE 11 

 

 

 

five focused on the development of concepts to operate a transmission system with no 

synchronous generation. 

This thesis contributed mainly to the project’s first objective. The first contribution of this 

thesis is the identification and ranking of power system stability issues resulting from the 

proliferation of PEIDs (documented in [13], [21]). The list with issues was later expanded to 

also include non-stability related challenges [10]. Top ranked stability issues were further 

investigated by the consortium partners. 

Next, the capability of existing PEIDs in mitigating sub synchronous interactions was 

analysed in [25]. Mitigation solutions were categorised in hardware solutions, solutions based 

on system level coordination and control solutions. The phase imbalance compensation concept 

is a potential hardware solution and its evaluation for mitigating DFIG-SSR is published in 

[33], [34]. The capabilities of existing PEIDs to mitigate other challenges are investigated in 

[20], whereas TSOs’ experience with FACTS controllers to enhance stability and mitigate sub 

synchronous oscillations is described in [35]. The final contribution of this thesis to the 

MIGRATE project is the development of a gain scheduling based solution for mitigating 

DFIG-SSR and is partly documented in [36], [37]. 

All the activities ultimately contributed to five technical deliverables. In the first deliverable 

[21] a description of the expected systemic stability issues is provided. The second deliverable 

[38] evaluated existing power system analysis concepts’ capability in accurately capturing the 

identified stability issues. The next deliverable [39] developed tools for forecasting and 

monitoring the penetration of PEID. New solutions to address the identified stability issues are 

reported in [22]. Finally, the last deliverable provided clarification on unclear grid code 

requirements and demonstrated some of the developed mitigation solutions using control 

hardware in the the loop simulations [40].
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2.1. INTRODUCTION 

In recent years, the power industry has been experiencing new types of electromagnetic sub 

synchronous oscillations (SSO), which cannot be categorised under the existing SSO 

framework. These three new oscillation phenomena are fundamentally different from each 

other and occur under different circumstances. The first occurs in the presence of a DFIG based 

wind power plant and a series capacitor. The second phenomenon occurs following the 

operation of an inverter in weak grid conditions, whereas the last one occurs between 

electrically close PEIDs. 

The current SSO definition explicitly only considers electromechanical oscillations, 

thereby excluding the above phenomena. Furthermore. there is a lack of consensus in academia 

and industry with regards to the terminology for the emerging phenomena, leading to addressing 

fundamentally different phenomena with the same terminology. These reasons underline the 

need for, on the one hand, a new definition of SSO, and on the other hand, a reclassification of 

SSO to include the new phenomena. This Chapter addresses this research gap and first gives a 

fundamental description of the emerging SSO phenomena. Each description is accompanied by 

a practical example. Then, taking into account the classical and emerging SSO phenomena, a 

new definition and classification for SSO are proposed. 

Industry and academic interest in SSO was triggered by the Mohave SSR events in 1970 

and 1971. According to [1], SSO is defined as an “electromechanical interaction, either 

between a turbine-generator and passive system elements such as series capacitors, or between 

a turbine-generator and active system elements such as HVDC transmission equipment 

controls, and static VAR system controls”. In [2], SSO is divided into two main categories: sub 

synchronous resonance (SSR) and device dependent sub synchronous oscillation (DDSSO).

 
Parts of this Chapter are published in V. N. Sewdien, X. Wang, J. L. Rueda Torres, and M. A. M. M. van der 

Meijden, “Critical Review of Mitigation Solutions for SSO in Modern Transmission Grids,” Energies, vol. 13, no. 

13, p. 3449, 2020 
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SSO phenomena are currently categorised as shown in Figure 2.1. In this classification solid 

boxes represent electromechanical phenomena and the dashed box represents an 

electromagnetic phenomenon. 

 

 

Figure 2.1 Existing classification of sub synchronous oscillations based on [1], [2]. Solid boxes represent SSO phenomena that 

are electromechanical in nature. The dashed box represents an electromagnetic phenomenon. 

 

 

2.1.1. SUB SYNCHRONOUS RESONANCE (SSR) 

SSR is defined in [3] as “an electric power system condition where the electric network 

exchanges energy with a turbine-generator at one or more of the natural frequencies of the 

combined system below the synchronous frequency of the system.” 

For SSR to occur, a series capacitor is required. It can occur in the form of torsional 

interaction, induction generator effect and torque amplification. In all of these cases the SSR is 

the result of the interaction between the series capacitor and a turbine-generator. Assume the 

simple series compensated system given in Figure 2.2. 

 

 

Figure 2.2 Turbine-Generator and series compensation single line diagram. 

 

With fundamental frequency 𝑓0 and reactance 𝑋𝐺, 𝑋𝑇, 𝑋𝐿 and 𝑋𝐶 of respectively the 

equivalent grid, transformer, transmission line and series capacitor, the electrical natural 

frequency 𝑓𝑟 is defined as (2.1). 

 

𝑓𝑟 = 𝑓0√
𝑋𝐶

𝑋𝐺 + 𝑋𝑇 + 𝑋𝐿
 (2.1)  
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Small-signal disturbances in the grid will cause sub synchronous currents with frequency 

𝑓𝑟 to flow and create a rotating magnetic field in the armature. As seen from the armature, the 

rotor resistance for this sub synchronous current is negative. When the negative resistance is 

larger than the positive damping provided by the grid at 𝑓𝑟, the electrical system is self-excited 

and leads to sustained sub synchronous currents. This phenomenon is known as the induction 

generator effect (IGE). 

The turbine-generator system has a mechanical natural frequency 𝑓𝑚. Practical machines 

have multiple natural frequencies. When 𝑓𝑚 is close to 𝑓0 − 𝑓𝑟, an interaction is established 

between the turbine-generator system and the electrical system. Generator rotor oscillations 

with frequency 𝑓𝑚 will result in a voltage component with sub synchronous frequency 𝑓0 − 𝑓𝑚. 

When the sub synchronous frequency of the voltage component is close to 𝑓𝑟, a positive 

feedback loop is established and the generator rotor oscillations are sustained. This is known as 

torsional interaction. 

 

 

2.1.2. DEVICE DEPENDENT SUB SYNCHRONOUS OSCILLATIONS (DDSSO) 

In contrast to SSR, the series capacitor plays no role in the DDSSO phenomenon. DDSSO 

is defined as the interaction between turbine-generator torsional systems and active power 

system components such as HVDC converter controls, power system stabilisers and high speed 

governor controls [1], [2]. For DDSSO to occur, the torsional mass of a turbine-generator 

system is always required. 

The most common case of DDSSO is the torsional interaction between synchronous 

machines and HVDC converters, and is defined as sub synchronous torsional interactions 

(SSTI). HVDC converters generate currents in a wide band of frequencies. When a synchronous 

machine is electrically close to an HVDC system, the electrical damping of the electrical system 

as seen from the generator can become negative. The power and current control of an HVDC 

rectifier station play a major role in this regard. When the mechanical natural frequencies of the 

turbine-generator fall within the rectifier’s negative resistance region, torsional modes can get 

destabilised and lead to sustained or growing oscillations. 

The first reported case of SSTI occurred in the Square Butte project [4], where a switching 

event triggered one of the torsional modes of a nearby turbine-generator and the HVDC 

converter amplified the resulting oscillations. Other examples of SSTI analysis in practical 

power systems are reported in [5] for hydro generators and in [6] for steam turbine-generators. 

 

 

2.1.3. EMERGING SUB SYNCHRONOUS OSCILLATIONS 

Since 2009, the power industry has experienced three new types of SSO, which are all 

electromagnetic in nature. The first type is the interaction that occurs when a DFIG wind power 

plant gets radially connected to a series capacitor compensated transmission line. This 

phenomenon is currently known as sub synchronous controller interaction and sub synchronous 

control instability (SSCI). However, in this thesis, this phenomenon will be referred to as DFIG-

SSR for reasons that will be given in Section 2.3.1. The first reported case of DFIG-SSR 

occurred in the power system of ERCOT, Texas and is discussed in [7]. Other events are 

reported in [8]–[12]. 
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The second type is the interaction of a power electronic converter with a weak grid. When 

a converter is connected to a weak grid, characterised by a low short circuit ratio (SCR), the 

converter can get unstable, which in turn could result in sub synchronous oscillations. In this 

thesis, this phenomenon will be referred to as SSCI-CGI, where ‘CGI’ is added to emphasise 

the converter-grid interaction. SSCI-CGI is explained in Section 2.4.1. A real example of this 

interaction occurred in 2015 in the Xinjiang power system and is described in [13]. Other events 

are reported in [14], [15]. 

Finally, the last new SSO phenomenon is another form of SSCI and manifests itself as an 

interaction between electrically close inverters. In this thesis, this phenomenon will be referred 

to as SSCI-CCI, where ‘CCI’ is added to emphasise the converter-converter interaction. It is 

described in Section 2.5.1 and a practical example is detailed in [16]. 

An overview of recent DFIG-SSR, SSCI-CGI and SSCI-CCI events is shown in Figure 2.3. 

 

 

Figure 2.3 Overview of worldwide installed wind generation and the number of published SSO event. It should be remembered 

that not all events are published and for those that are published, there is a time lag between the actual occurrence of the event 

and its publication through scientific channels. 

 

The three emerging phenomena are described next in more detail. As the DFIG-series 

capacitor interaction is the focus in this thesis, a review of fixed series compensation is given 

first. Methodologies for the assessment of DFIG-SSR are discussed in Chapter 4. 

 

 

2.2. FIXED SERIES COMPENSATION 

2.2.1. CONCEPT DESCRIPTION 

Classical series compensation is mainly achieved through fixed series capacitors (FSC). In 

the classical compensation scheme, the transmission line with series inductance 𝐿 is 

compensated symmetrically, i.e. the capacitance 𝐶 of the series capacitor is the same across all 

three phases (see Figure 2.4). 
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Figure 2.4 Overview of the classical compensation scheme. 

 

Figure 2.5 illustrates the impact on the phase impedances of adding a series capacitor using the 

classical series compensation concept to an uncompensated transmission line. 

 

 

Figure 2.5 Vector diagram of the phase impedances at fundamental frequency. (a) without series compensation; (b) with series 

compensation; (c) phase diagram of the impedance. 

 

Due to the symmetrical compensation of the three phases, a uniform reduction in the phase 

reactance is achieved (Figure 2.5b) and as a result a balanced equivalent impedance across the 

three phases is obtained (Figure 2.5c). The resulting rotating magnetomotive force (MMF) at 

sub synchronous frequencies will be symmetrical. As will be shown in Chapter 5, this is 

different for the phase imbalance compensation concept, where unbalanced phase impedances 

create an asymmetrically rotating MMF. 
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With balanced compensation, the resonance frequency 𝜔𝑟 is the same across all three 

phases and is defined as given in (2.2). 

 

𝜔𝑟 = √
1

𝐿𝐶
 

(2.2)  𝜔𝑟: resonance frequency (rad/s) 

𝐿  : transmission line inductance (H) 

𝐶  : capacitance of series capacitor (F) 

 

The compensation degree 𝑘 quantifies the ratio of the capacitive and inductive reactances 

and is defined as given in (2.3). 

 

𝑘 =
𝑋𝐶
𝑋𝐿

× 100% 

(2.3)  𝑘: compensation degree 

𝑋𝐶: capacitive reactance at 𝑓0 

𝑋𝐿: inductive reactance at 𝑓0 

 

The change in active power transfer as a function of 𝑘 is defined by (2.4). 

 

∆𝑃 =
1

1 − 𝑘
− 1 

(2.4)  
∆𝑃: change in active power transfer 

𝑘: compensation degree 

 

At the fundamental frequency 𝜔0, 𝑋𝐿 = 𝜔0𝐿 and 𝑋𝐶 = 1 𝜔0𝐶⁄  and (2.3) can be rewritten 

as (2.5). 

𝑘𝜔0
2 =

1

𝐿𝐶
 (2.5)  

 

The relation between 𝜔𝑟 and 𝑘 can be derived by substituting (2.5) in (2.2), which results 

in (2.6). 

𝜔𝑟 = √𝑘𝜔0
2 (2.6)  

 

Figure 2.6 graphically illustrates the relation between the compensation degree, the 

resonance frequency and the active power transfer. In practical series compensation 

applications 𝑘 lies mostly between 20% and 80% [17]. In exceptional cases, 𝑘 can be lower 

(e.g. the classical series compensation application in Hebei, China [10], has a 𝑘-value of 

6.67%). This 𝑘 range enables active power transfers between 1.25-5 per unit. With 50 Hz 

fundamental frequency 𝑓0, the corresponding resonance frequencies as seen from the point of 

common coupling (PCC) to the transmission network are between approx. 22 and 45 Hz. The 

actual resonance frequency could be different depending on the reactance of the generator. It 

should be recalled from (2.3) that 𝑘 is always calculated at 𝑓0. 
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Figure 2.6 Influence of the compensation degree 𝑘 on the resonance frequency 𝑓𝑟 (𝜔0 = 2𝜋𝑓0 = 2𝜋50) and active power 

transfer 𝑃. 

 

 

2.2.2. PRACTICAL FSC APPLICATIONS 

Below some practical applications of FSC in Argentina, Bangladesh, Canada, Finland, 

India, South Africa and Vietnam are given. Where available, the degree of compensation is 

mentioned as well. In these application examples, only the Canadian power system is operated 

at 60 Hz frequency. The other countries have 50 Hz based power systems. 

 

Argentina 

Ten series capacitors are installed in the four parallel lines of the 500 kV corridor in 

Argentina from Comahue to Buenos Aires, which stretch for over more than 1,000 km [18]. 

The compensation degree differs between 30% and 40%. The series capacitors are used to 

increase the transfer capacity by raising the transient stability limit of the lines, improving 

reactive power balance and voltage regulation and improving the active power sharing between 

the parallel lines. The ten series capacitors were installed in different steps. With the 

construction of the first two parallel lines, four series capacitors were installed, resulting in a 

transfer capacity of 1,650 MW. With the commissioning of the third line, four additional 

capacitors were installed, increasing the total transfer capacity to 2,900 MW. In the next stage, 

the first four capacitors were replaced by two larger units, leading to an additional 400 MW of 

transmission capacity. Finally, the commissioning of the fourth line included the installation of 

another four series capacitor, which ultimately lead to a transfer capacity of 4,600 MW across 

the corridor. All the series capacitors are operated at 500 kV and are rated 2,500 MVAr in total. 

 

Bangladesh 

With the commissioning of a new generation facility of approx. 600 MW in Sylhet, 

reinforcement of the 132 kV double circuit transmission line between Sylhet and Ashuganj was 

necessary. This grid reinforcement was achieved through the use of series capacitors, where a 

70% compensation degree was achieved. 
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Canada 

In the Ontario province, Hydro One is operating two series capacitors in its 500 kV 

transmission grid [19]. Each series capacitor is rated at 750 MVAr. The series capacitors are 

used to compensate two single line circuits of approx. 280 km each, connecting the north eastern 

part to the south. The degree of compensation is 50%. The main goal of the series compensation 

is to facilitate an increased active power transfer. 

A 108 MVAr series capacitor is installed in the 230 kV transmission system of Hydro-

Quebec [20]. The main goal of the series compensation is to increase the transmission capacity 

of an existing transmission corridor, which facilitates power transfer of several remote hydro 

power plants to load areas. The single line diagram is shown in Figure 2.7. The corridor is 

145 km long and consists of a single 230 kV circuit. The initial transmission capacity was 

exceeded as new hydro generation was coming online. Based on the analysis of the utility, 

series compensating the existing transmission line was more attractive than either building a 

new parallel 220 kV line or upgrading the existing line to a higher voltage. Compensation was 

achieved for 50% [21]. 

 

 

Figure 2.7 Single line diagram of series compensated power system in Hydro-Quebec [21]. 

 

Finland 

In the Finish 400 kV transmission network, two series capacitors of 301 and 369 MVAr 

were installed in 2009 in the Asmunti and Tuomela region. The goal of the compensation was 

to increase the cross border transmission capacity with Sweden by approximately 200 MW [22]. 

The transmission line was compensated for 70%. 

 

India 

The transmission system in India consists of several regional systems. With the aim to 

achieve a stronger, interconnected grid and to facilitate inter-regional power flows, several 

transmission corridors were planned. The East-West Interregional Link connects Rourkela and 

Raipur through a 412 km, 400 kV double circuit transmission line. This transmission line was 

compensated for 40% with the aim to enhance the transmission capacity. 
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To facilitate increased imports of hydro power from the neighbouring country Bhutan, the 

transmission capacity of the East-North Interconnector II was increased using series 

compensation (40%). The East-North Interconnector II is a 420 kV double circuit transmission 

line connecting Purnea and Gorakhpur. 

Finally, in the Northern region several transmission lines were series compensated. The 

400 kV double circuit transmission line between Bareily and Mandaula as well as the 400 kV 

double circuit transmission line between Gorakhpur and Lucknow have a 30% compensation 

degree. Another 400 kV double circuit transmission line between Unnao and Bareily has a 

compensation degree of 45%. 

 

South Africa 

In South Africa, a total of six fixed series capacitors were installed in 2012 in the 745 kV 

transmission system, see Figure 2.8 [23]. The Cape outages of 2006 resulted in more stringent 

security planning criteria. As a result of these criteria, the capacitors were required for 

strengthening of the Cape Corridor. To meet the stringent security criteria three options were 

considered: (i) commissioning of new 765 kV lines between Zeus and Perseus and between 

Hydra and Gamma, (ii) commissioning of a third 765 kV line between Beta and Alpha and a 

new 765 line between Hydra and Gamma and (iii) series compensation of existing 765 kV lines 

and commissioning of a new 765 kV line between Hydra and Gamma. The last option was the 

preferred option as it resulted in the best overall improvement in transfer limits, lowest costs, 

least environmental impact and significant reduction in transmission losses. 

 

 

Figure 2.8 765 kV series compensated transmission corridor in South Africa [23]. 

 

Vietnam 

A total of 18 installations with maximum capacity of 6,588 MVAr were commissioned in 

the period from 2012 to 2016 for enhancing the transmission capability of the 500 kV 

transmission system in Vietnam, which is operated by the National Power Transmission 

Corporation. The goal of the series compensation was to enhance the operational reliability and 

efficiency and to facilitate increased power transfers to meet the forecasted annual economic 

growth of approx. 8%. 
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The aforementioned application examples illustrate the advantage and use of fixed series 

compensation. However, when series capacitors are in close electrical proximity of DFIG wind 

power plants, there is a risk for adverse interactions between the series capacitor and the DFIG 

wind turbine generators. This phenomenon is explained next. 

 

 

2.3. DFIG-SERIES CAPACITOR INTERACTION 

2.3.1. DESCRIPTION OF PHENOMENON 

The schematic diagram of the DFIG is shown in Figure 2.9. The DFIG-series capacitor 

interaction can be explained by considering the DFIG’s impedance model. The impedance of 

the  main components of a DFIG can be grouped into two categories: the DFIG’s grid side 

impedance 𝑍𝐺𝑆 consists of the impedance of the filter and the inverter, whereas the DFIG’s 

rotor side impedance 𝑍𝑅𝑆 is formed by the impedance of the induction machine and the rectifier. 

During normal operation, the DC-link voltage is constant, and 𝑍𝐺𝑆 and 𝑍𝑅𝑆 can be considered 

to be connected in parallel as is shown in Figure 2.10 [24], [25]. 

 

 

Figure 2.9 Schematic diagram of a DFIG WTG [26]. 

 

 

Figure 2.10 Electrical connection of the grid side and rotor side of the DFIG under normal operation (figure based on [24]). 
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In the DFIG of Figure 2.10, the DC-link capacitor connected between the rectifier or rotor side 

converter (RSC) and the inverter or grid side converter (GSC), decouples the RSC and GSC 

control and enables the independent operation of both converters. Furthermore, an LCL filter 

is used to enhance the power quality at the PCC. In this case, 𝑍𝐺𝑆 as seen from the PCC is 

defined as given in (2.7). 

 

𝑍𝐺𝑆 =
𝑍𝐿2𝑍𝐶1 + 𝑍𝐿2(𝑍𝐿1 + 𝑍𝐺𝑆𝐶) + 𝑍𝐶1(𝑍𝐿1 + 𝑍𝐺𝑆𝐶)

𝑍𝐶1 + 𝑍𝐿1 + 𝑍𝐺𝑆𝐶
 

(2.7)  𝑍𝐿1, 𝑍𝐿2: impedance of filter inductances 𝐿1 and 𝐿2 

       𝑍𝐶1: impedance of filter capacitance 𝐶1 

     𝑍𝐺𝑆𝐶: impedance of grid side converter 

 

With slip 𝜒 as given in (2.8), 𝑍𝑅𝑆 as seen from the PCC is defined as given in (2.9). 

 

𝜒 =
𝜔𝑒 −𝜔𝑟

𝜔𝑒
 

(2.8)  
𝜔𝑒: electrical/stator speed (𝑟𝑎𝑑/𝑠) 

𝜔𝑟: rotor speed (𝑟𝑎𝑑/𝑠) 

 

𝑍𝑅𝑆 = 𝑅𝑠 + 𝑍𝐿𝑠 +
𝑍𝐿𝑚(𝑍𝐿𝑟 + 𝑅𝑟

′ + 𝑍𝑅𝑆𝐶
′ )

𝑍𝐿𝑚 + 𝑍𝐿𝑟 + 𝑅𝑟
′ + 𝑍𝑅𝑆𝐶

′  

𝑅𝑟
′ =

𝑅𝑟
𝜒

 

𝑍𝑅𝑆𝐶
′ =

𝑍𝑅𝑆𝐶
𝜒

 

(2.9)  
𝑅𝑠: induction machine stator winding resistance 

𝑍𝐿𝑠: impedance of induction machine stator leakage reactance 

𝑍𝐿𝑟: impedance of induction machine rotor leakage reactance 

𝑍𝐿𝑚: impedance of induction machine magnetising reactance 

       𝑅𝑟: induction machine rotor winding resistance  

       𝑅𝑟
′ : 𝑅𝑟 referred to the stator side 

𝑍𝑅𝑆𝐶: impedance of rotor side converter 

𝑍𝑅𝑆𝐶
′ : 𝑍𝑅𝑆𝐶 referred to stator side 

 

When the magnetising reactance is neglected, (2.9) simplifies to (2.10). 

 

𝑍𝑅𝑆 = 𝑅𝑠 + 𝑍𝐿𝑠 + 𝑍𝐿𝑟 +
𝑅𝑟 + 𝑍𝑅𝑆𝐶

𝜒
 (2.10)  

 

As practical DFIGs generally have a large 𝑍𝐺𝑆, the impedance of the DFIG, 𝑍𝐷𝐹𝐼𝐺 , can be 

approximated by 𝑍𝑅𝑆 [25], [27], [28]. From (2.10) it is then observed that 𝑍𝐷𝐹𝐼𝐺  is not constant 

and depends on 𝜒. Under sub synchronous frequencies, 𝜒 can become negative, following 

which the damping of the DFIG system becomes negative. When the net damping, which is the 

sum of the DFIG damping and the damping provided by the transmission system, is negative, 

the power system will experience growing oscillations. For 𝜒 to be negative, sub synchronous 
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currents with a frequency lower than the rotor speed are required. These currents are produced 

following a disturbance in among others a series capacitor compensated transmission line. 

The interaction between a DFIG and a series capacitor was discussed for the first time in 

2003 [29], which was well before the adverse interactions occurred for real in the power system 

of Texas in 2009 [7]. The study in [29] presents an investigation of integrating between 

500 MW and 1,000 MW of wind generation into the Dakota transmission system. The generated 

electrical energy would be transported across long distances and one alternative to facilitate the 

long distance transmission was through the use of series compensation. The influence of 

different degrees of series compensation was shown using damping torque analysis and a 

resonance at approx. 30 Hz was identified. Time domain simulations successfully validated the 

results. In [30], published in 2008, a static var compensator (SVC) and a thyristor controlled 

series capacitor (TCSC) controller were designed for mitigating this type of interaction. 

Whereas both FACTS controllers were able to successfully mitigate the DFIG-series capacitor 

interaction, the performance of the TCSC was found to be superior. 

The interaction between a DFIG and a series capacitor is a form of self-excitation and is 

similar to IGE. Eigenvalue analysis performed in [31] on a DFIG connected to an infinite bus 

through a series compensated transmission line, identified four SSO modes. The state space 

model developed for the DFIG consisted of 20 state variables, i.e. four generator states (stator 

and rotor fluxes), five drive train states (rotating speeds of three masses and two relative angles 

between the masses), four controller states for the rectifier, one for the DC-link voltage, four 

controller states for the inverter and two states for the converter transformer current. The state 

space model of the transmission network consisted of the line currents and bus voltages. Using 

participation factor analysis, three modes (2.65, 3.23 and 6.74 Hz) were identified as torsional 

modes of the three mass drive train and the fourth mode (24.76 Hz) was identified as a network 

mode. The network mode was found to be mainly influenced by the series capacitor and the 

generator states of the DFIG. The participation factors of states related to the rectifier, the DC-

link voltage and the inverter in the network mode were found to be practically zero. As the 

converter controllers do not participate in this network mode, defining such an interaction as 

SSCI is misplaced. Looking at the states that do participate in the network mode, this 

phenomenon is rather a form of self-excitation. Therefore, in the reclassification of SSO 

phenomena, this phenomenon is defined as DFIG-SSR. Finally, as was shown in [32], the full 

converter wind turbine generator is not susceptible to DFIG-SSR. 

 

 

2.3.2. PRACTICAL CASE: TEXAS, USA 

The first reported DFIG-SSR in a real power system occurred on 22 October 2009 in Texas. 

The configuration of the South Texas power system is shown in Figure 2.11. Two wind power 

plants are connected at the Zorillo substation, which is radially connected to the Ajo substation. 

The 345 kV transmission line from Nelson Sharpe to Rio Hondo consists of two line segments. 

The first segment connects substations Nelson Sharpe and Ajo. The second segment connects 

substations Ajo and Rio Hondo and has a 90% compensation degree. 
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Figure 2.11 South Texas transmission system with coastal wind power plants [33]. 

 

On 22 October 2009, the Nelson Sharpe-Ajo line segment had a permanent fault and was 

isolated by the protection equipment. As a consequence, the new topology resulted in a radial 

connection of the wind power plant at Zorillo, through Ajo, to the series capacitor at Rio Hondo. 

In this new topology, the line segment Zorillo-Ajo-Rio Hondo had an equivalent degree of 

compensation of 75%. At these compensation degrees, the DFIG wind power plant acted as a 

negative resistance to the sub synchronous currents produced in the grid. Following the fault, 

the sub synchronous currents increased rapidly to 3 per unit in 200 milliseconds (see Figure 

2.12). The series capacitor was bypassed after approx. three seconds, following which the 

oscillations subsided. 

 

 

Figure 2.12 Oscilloscope record of 2009 sub synchronous event: first half second of resonance following initiating fault [33]. 

 

 

2.4. CONVERTER-GRID INTERACTION 

2.4.1. DESCRIPTION OF PHENOMENON 

The second SSO type occurs between an inverter and the grid. When the voltage source 

converter (VSC) is connected to a weak grid, control loop interactions become obvious. Under 

weak grid conditions, the phase and magnitude of the terminal voltage are sensitive to the power 

output. A small disturbance in the DC-link voltage control changes the inverter’s power output, 

which further affects the phase and magnitude of the terminal voltage. The terminal voltage 
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phase and magnitude variations make the phase locked loop (PLL) and AC voltage control 

respond. In turn, actions of the PLL and AC voltage control lead to internal voltage phase and 

magnitude variations. Consequently, it leads to variations in active and reactive power outputs 

and affect the DC-link voltage control dynamics. 

The resonance frequency of the SSO largely depends on the control philosophy and PLL 

parameters as will be explained next. Consider the 𝑑-axis control philosophies of an inverter as 

are shown in Figure 2.13. The outer loop control can be designed as an active power control or 

DC-link voltage control. The DC-link voltage control can be designed with or without DC-link 

dynamics. With losses neglected, the DC-link dynamics are described by (2.11). 

 

 

Figure 2.13 𝑑-axis control philosophies for inverter control. 

 

 

𝐶

2

𝑑𝑉𝐷𝐶
2

𝑑𝑡
= 𝑃𝑟𝑒𝑐𝑡𝑖𝑓𝑖𝑒𝑟 − 𝑃𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟 

(2.11)  
𝐶: DC-link capacitor 

𝑉𝐷𝐶: DC-link voltage 

𝑃𝑟𝑒𝑐𝑡𝑖𝑓𝑖𝑒𝑟: active power flowing into the DC-link 

𝑃𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑟: active power flowing out of the DC-link 

 

Table 2.1 gives an overview of publications that describe the influence of different 

inverter’s 𝑑-axis control concepts on the stability of the system. Eigenvalue analyses reported 

in the references of Table 2.1 showed that with reducing SCR some SSO modes move to the 

right half plane and cause instability, independent of the inverter 𝑑-axis control concept. It is 

worth noting that the visibility of these modes is only possible when the outer control loops and 

the PLL are modelled [34]. 

In [34] the inverter of the WTG was deployed with active power control. The stability of 

the system was investigated under different active power output levels and PLL bandwidths. It 

was found that when SCR=1.33, increasing power output and reducing PLL bandwidth made 

the low frequency mode (3-4 Hz) unstable. A more detailed investigation of the PLL’s impact 
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on the stability of a VSC HVDC system is given in [35]. The inverter of the VSC HVDC system 

was deployed with an active power control. Also here it was concluded that when the SCR is 

higher than 1.32, a PLL with high bandwidth increases the stability. However, to eliminate 

voltage harmonics in a PLL, the PLL usually includes a low-pass filter, which in turn limits the 

PLL bandwidth. When the SCR was lower than 1.32, increasing the PLL bandwidth decreased 

the stability of the system and led to undamped oscillations of approx. 3 Hz. The maximum 

proportional gain of the PLL needed to transfer the rated power under different SCRs was also 

investigated. It was found that up to SCR=1.32 the HVDC could transfer the rated power across 

the full range of the PLL’s proportional gain. With lower SCRs, the rated power transfer could 

only be achieved by reducing 𝐾𝑃,𝑃𝐿𝐿. Although reduced 𝐾𝑃,𝑃𝐿𝐿 enables operating the VSC 

HVDC in weak grid conditions, it has some disadvantages. When the SCR increases, low 𝐾𝑃,𝑃𝐿𝐿 

will result in poor damping capabilities. Furthermore, low 𝐾𝑃,𝑃𝐿𝐿 will lead to a slower dynamic 

response, which may violate grid code requirements. 

 
Table 2.1 Overview of research on the impact of  

various inverter 𝑑-axis control concepts on the stability of the system. 

𝑹𝒆𝒇 

Active 

power 

control 

DC-link 

voltage 

control 

DC-link voltage 

control with 

DC-link dynamics 

[34] X   

[35] X   

[36] X  X 

[37] X  X 

[38]   X 

[39]   X 

[40]   X 

[41]  X  

[42]  X  

[43]  X  

[44]  X  

 

Active power control as well as DC-link voltage control (with DC-link dynamics modelled) 

for the inverter of a WTG are investigated in [36]. It was found that under weak grid conditions 

the active power control has a better stability performance than the DC-link voltage control. It 

was found in [37] that when the DC-link voltage control is used, the PLL bandwidth determines 

whether the low or sub synchronous frequency mode is dominant: a low PLL bandwidth 

(17 Hz) made the low frequency mode (approx. 5 Hz) unstable, whereas a high PLL bandwidth 

(70 Hz) deteriorated the stability of the sub synchronous mode (40 Hz). This conclusion was 

also reached for the DC-link voltage control in [38]. Participation factor analysis further 

revealed that when the PLL bandwidth was low (13 Hz), mainly the PLL and the AC voltage 

control participated in the low frequency mode (5 Hz). With a higher PLL bandwidth (34 Hz), 

the low frequency (5 Hz) as well as sub synchronous frequency (24 Hz) modes were linked to 

the DC-link dynamics, DC-link voltage control and the PLL. Independent of the PLL 

bandwidth, the DC-link dynamics, DC-link voltage control and the PLL had a large 

participation in the sub synchronous frequency mode. The influence of the bandwidths of the 
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DC-link voltage control and the PLL was investigated in [39]. It was found that when both 

bandwidths are close to each other, the low frequency mode (6 Hz) became unstable. In this 

reference, the bandwidth of the PLL was varied from 2 Hz to 24 Hz. When the PLL bandwidth 

was close to 10 Hz (which is the bandwidth of the DC-link voltage control), the low frequency 

oscillation mode became unstable. Finally, this type of interaction is not limited to direct drive 

permanent magnet synchronous generators (D-PMSG) or HVDC converters only. It was 

illustrated in [40] that a DFIG with DC-link voltage control is also prone to instability when the 

PLL bandwidth is close to the bandwidth of the DC-link voltage control. In this case the PLL 

with a bandwidth of 8 Hz led to unstable 4 Hz oscillations. 

The DC-link voltage control discussed so far included the DC-link dynamics. The DC-link 

voltage control without DC-link dynamics is studied in [41]–[44]. The influence of different 

inner and outer control parameters on the oscillation mode are presented in [42]. The eigenvalue 

analysis for a D-PMSG was presented in [43] and revealed six SSO modes, of which one mode 

(32 Hz) becomes unstable with reducing grid strength. Participation factor analysis showed that 

the states of the generator and rectifier of the D-PMSG do not participate in this mode, whereas 

a large participation was observed for the states of the DC-link (DC-link voltage), the inverter 

(𝑑-axis current tracking control) and the grid (𝑑- and 𝑞-axis line currents). Further analysis of 

different SCRs showed that weak grids move the 32 Hz mode even more to the right half plane. 

The decreasing SCR also weakened the stability of a low frequency mode (approx. 8 Hz) 

without making it unstable. 

Contrary to DFIG-SSR, this interaction is between the DC-link, converter controllers and 

the grid, and is an actual example of SSCI. To distinguish the converter-grid interaction (CGI) 

from other types of SSCI, it is defined here as SSCI-CGI. It is worth noting that although 

participation factor analysis reveal a large participation of the line impedance in the related 

oscillation mode, the impedance represents the equivalent of a power system. This is the reason 

why this phenomenon is defined here as converter-grid interaction and not as converter-line 

interaction. 

Finally, the interaction of inverters with weak grids was first observed in railway grids in 

1991 [45]. In railway systems, the inverter of locomotives can interact with weak power grids 

and lead to heavy SSO. Adaptation of the static frequency converter control parameters helped 

to mitigate the SSO. Standard EN 50388 [46] thoroughly addresses SSCI-CGI in railway grids. 

 

 

2.4.2. PRACTICAL CASE: YORKSHIRE, UK 

An SSCI-CGI event happened in the UK on 9 August 2019. The interaction in this case 

was triggered by a disturbance in the transmission system, which ultimately reduced the 

Hornsea One wind power plant’s active power output from 799 MW to 62 MW. Hornsea One 

is an offshore wind power plant located 120 km from the coast of Yorkshire, UK, and consists 

of 174 wind turbines of 7 MW. The wind power plant is divided into three blocks of 400 MW 

each. Each block connects into its own offshore HVAC collector substation and all collector 

substations connect to a single HVAC reactive compensation station. From this station, the 

energy is transported to the onshore substation. 

On 9 August 2019, the UK experienced significant storms, resulting in heavy rain and 

lightning. A lightning occurred at 16:52:33:490 and resulted in the tripping of a 400 kV 
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transmission line. The line was reconnected after 20 seconds. In the meantime, the resulting 

voltage dip due to the lightning caused the wind power plant to inject reactive power in the grid, 

as is expected by the grid code. In the following milliseconds, as the active power generated by 

the wind power plant decreased in order to accommodate the increased reactive power injection, 

protection systems tripped many wind turbines, reducing the active power generation to 62 MW 

at 16:52:33:835. Combined with other parallel events, this reduction disrupted the power supply 

of approx. 1 million electricity consumers. 

According to the technical report of the wind power plant owner [47], the active power 

reduction resulted from an undamped electrical resonance in the sub synchronous frequency 

range, which in turn was caused by the lightning strike. The voltage and active power responses 

of Hornsea One are shown in Figure 2.14 [15], where a oscillation of approx. 10 Hz is visible 

in the voltage response. 

Prior to the lightning and subsequent de-loading of Hornsea One, a poorly damped 10 Hz 

oscillation in the wind power plant’s reactive power already existed, indicating a weak grid 

condition. The oscillation was triggered by a 2% voltage step change. It could therefore be 

reasonably argued that the transmission line outage following the lightning, weakened the grid 

even further and excited the SSO, leading to undamped voltage oscillations. More details on 

the event are reported in [15], [47]. 

 

 

Figure 2.14 Voltage and active power at Hornsea One [15]. 

 

 

2.5. CONVERTER-CONVERTER INTERACTION 

2.5.1. DESCRIPTION OF PHENOMENON 

The converter-converter interaction (CCI) is another type of SSCI, where the interaction is 

between electrically close converters and is manifested as sub synchronous oscillations in the 

voltage/reactive power. The phenomenon is named SSCI-CCI. 

From a conceptual perspective, the interaction can be caused when two converters try to 

control the voltage on the same bus, where both converters have different gains and time 
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constants. Following a small disturbance such as a step change in the bus voltage, both 

converters will aim to control the voltage back to its setpoint. However, as both converters have 

different gains and time constants, their control speed will be different and this could potentially 

lead to sub synchronous voltage oscillations. Practical as well as academic experience with 

SSCI-CCI is rarely published and is suggested as a future research direction. 

 

 

2.5.2. PRACTICAL CASE: AUSTRALIA 

A practical example of a SSCI-CCI event that happened in Australia on 31 March 2016 is 

reported in [48] and discussed next. The single line diagram of the power system is shown in 

Figure 2.15. The solar power plant is connected at the 22 kV bus and consists of 80 inverters 

with a combined active power output of approx. 53 MW. Two SVCs, each with a range 

of -29 MVAr to +22 MVAr, are also installed directly to the 22 kV bus without dedicated SVC 

transformers. Voltage control of the SVCs is achieved through an integral-only control 

structure, where the integral gain is limited due to the weak grid. The generated energy is 

transformed to 220 kV using two transformers. The 3 phase fault level at Bus A 220 kV is 

347 MVA. 

 

 

Figure 2.15 Single line diagram for the Australian SSCI-CCI example [48]. 

 

On 31 March 2016, Line 1 was out of service for maintenance. With line 1 out of service, 

the fault level at Bus A 220 kV decreased to 189 MVA, resulting in sustained voltage 

oscillations of 7.3 Hz with a peak to peak magnitude of 0.06 per unit (Figure 2.16). The 

oscillations only stopped after the system operator changed the operation mode of the SVCs to 

manual. Detailed time domain EMT simulations showed that the main devices actively involved 

in the control interaction were the SVCs and solar power plant inverter. Three different possible 

SVC control structures, i.e. proportional-only, proportional and integral, and proportional with 

lead-lags, were studied as potential mitigation solutions and none of these modifications were 

able to mitigate the interaction. Only with reduced proportional and integral gains of the SVCs’ 

inverter level current control, SSCI-CCI was no longer observed. 
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Figure 2.16 Voltage oscillations of 7.3 Hz following SSCI-CCI between the solar power plant and the two SVCs [48]. 

 

It is worth noting that the solar power plant was only installed in 2016, whereas the SVCs 

were operational years before the commissioning of the solar power plant. With only the SVCs 

in the system, no voltage oscillations were observed during line outages. The oscillations only 

appeared after the solar power plants were taken into operation. 

 

 

2.6. PROPOSED RECLASSIFICATION OF SSO 

As was discussed in the previous sections, new types of SSO have emerged in recent years. 

These phenomena (i.e. DFIG-SSR, SSCI-CGI and SSCI-CCI) are all electromagnetic in nature 

and as a result, the associated oscillations grow faster compared to classical electromechanical 

SSO phenomena. When considering the existing definition of SSO, it is concluded that the 

existing definition: 

• excludes electromagnetic phenomena; 

• excludes interactions between power electronic converters and passive elements; 

• excludes interactions among power electronic converters. 

Taking the above into consideration, the definition of SSO needs to be modified in such a way, 

that (i) it does not exclude electromagnetic phenomena and (ii) it includes the interactions 

related to power electronic converters. The following definition is proposed, in which the text 

in bold is added to the existing definition: 

 

SSO is a sub synchronous electromechanical interaction between (i) a 

turbine-generator and passive system elements such as series 

capacitors, (ii) a turbine-generator and active system elements such as 

power electronic equipment controls and static VAR system controls, or 

(iii) active system elements and either other active system elements 

such as converters or passive system elements such as a weak grid. 

 

The next step is to include DFIG-SSR, SSCI-CGI and SSCI-CCI in the existing 

classification of Figure 2.1 (page 16), where the classification will be done based on interacting 
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devices. The proposed reclassification of SSO phenomena is shown in Figure 2.17. In this 

proposal, red boxes represent the new SSO categories, solid boxes represent electromechanical 

phenomena and dashed boxes represent electromagnetic phenomena. The interaction of either 

a conventional synchronous generator or a DFIG with a series capacitor is categorised as SSR. 

As DFIG-SSR is a form of self-excitation, it is categorised as such, together with torsional 

interaction and the induction generator effect. The interaction of a conventional synchronous 

generator with active system elements remains under the DDSSO category and no changes are 

made to the DDSSO classification. For the interaction of active system elements with either 

passive system elements or other active system elements a new category, ‘Sub Synchronous 

Control Interactions’, is proposed. This category is on the same hierarchical level as SSR and 

DDSSO. It should be kept in mind that control parameters, which can change significantly 

depending on the converter designs, largely influence the oscillation frequency. Especially for 

SSCI this could also lead to super synchronous oscillations. 

 

 

Figure 2.17 Proposed reclassification of SSO phenomena, taking into account three new SSO types: DFIG-SSR, SSCI-CGI 

and SSCI-CCI. Red boxes represent the new SSO categories, solid boxes represent electromechanical phenomena and dashed 

boxes represent electromagnetic phenomena. 

 

The proposed SSO classification has some advantages compared to existing ones. The 

classifications of SSO given in [49] and [50] are incomplete as they do not consider converter-

grid and converter-converter interactions. Furthermore, these references define the DFIG-SSR 

interaction as SSCI, which is inherently incorrect for the reasons given in Section 2.3. A 

completely new classification is proposed in [51], where oscillations were grouped in three 

categories: torsional, L-C and converter-grid oscillations. This classification has two major 

drawbacks. The first is that it moves away from the existing, well-established classification, 
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making the proposed one difficult to grasp. The second is that it considers the interaction among 

converters as converter-grid oscillation. The SSCI-CGI and SSCI-CCI phenomena are 

fundamentally different and cannot be grouped under the same category. Finally, in this 

reference the DFIG-SSR interaction is also incorrectly defined as SSCI. All these issues are 

correctly addressed in the classification proposed in Figure 2.17. 

 

 

2.7. CONCLUSIONS 

In recent years, the industry has been experiencing three new types of electromagnetic sub 

synchronous oscillations, which cannot be categorised under the existing SSO framework. 

Furthermore, the current SSO definition explicitly only considers electromechanical 

oscillations. Finally, there is a lack of consensus in academia and industry with regards to the 

terminology for the emerging phenomena, leading to addressing fundamentally different 

phenomena with the same terminology. These three reasons formed the basis for the new 

definition and classification of SSO presented in this Chapter. 

In this Chapter a description as well as practical, industry examples of the three emerging 

SSO phenomena DFIG-SSR, SSCI-CGI and SSCI-CCI were given. The DFIG-SSR 

phenomenon occurs in the presence of a DFIG based wind power plant and a series capacitor. 

Eigenvalue analysis showed that the DFIG’s converter controllers do not participate in the 

phenomenon and that therefore ‘SSCI’ is not a correct terminology for this phenomenon. 

Existing scientific literature also showed that the full converter wind turbine generator is not 

susceptible to the DFIG-SSR phenomenon. 

The SSCI-CGI phenomenon occurs when an inverter is operating in weak grid conditions. 

Although this phenomenon is well known in railway grids, it is rather new in the context of 

power systems. Eigenvalue analysis showed that among others the inverter control and the grid 

participate in the resulting sub synchronous oscillations. In contrast to DFIG-SSR, this 

phenomenon does involve controllers. Therefore, the resulting interaction between the inverter 

and a grid is named SSCI-CGI in the proposed classification. 

The last phenomenon is the adverse interaction among inverters. In the proposed 

classification this phenomenon is defined as SSCI-CCI, where ‘CCI’ is added to explicitly 

address the presence of multiple converters. Finally, to include these new electromagnetic 

phenomena in the existing framework of SSO, the SSO definition was extended. 

The focus in this thesis is on the DFIG-SSR phenomenon. Therefore, Chapter 3 will 

investigate the limitations and recognised application boundaries of existing approaches for 

mitigating DFIG-SSR. 
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3. REVIEW OF MITIGATION SOLUTIONS FOR 

EMERGING SSO PHENOMENA
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3.1. INTRODUCTION 

Chapter 2 described the emerging SSO phenomena DFIG-SSR, SSCI-CGI and SSCI-CGI. 

The goal of this Chapter is to review the existing approaches in literature for mitigating 

DFIG-SSR and to investigate their limitations and recognised application boundaries. Some of 

these solutions also have the capability to mitigate SSCI. Whenever this is the case, it will be 

stated in this review. It is worth noting that not all of the mitigation solutions that are published 

in literature are actually implemented in practical applications. Furthermore, the commercial 

nature of vendors’ intellectual property gives only limited, if any at all, insights in the exact 

solution implemented to meet the damping requirements as stipulated in grid codes. The 

selection criterion for including mitigation solutions available in scientific literature in the 

review below is based on whether the solution is only theoretical or also practical. Those 

theoretical solutions are included in the review, which deem to be most relevant and promising. 

These solutions are not yet implemented in practical applications mainly due to their technology 

readiness level. However, the solutions are emerging research lines and need to be mentioned. 

Practical solutions are selected if they are at least designed and considered for real SSO 

phenomena. 

In this thesis, the mitigation solutions available in literature are categorised based on their 

geographical location of implementation. The Control Solution, Hardware Solution and System 

Level Coordination categories are proposed as shown in Figure 3.1. Control solutions are 

defined in this thesis as control modifications or new control concepts that are deployed in the 

rectifier or inverter control of the PEID. Examples of control solutions include a supplementary 

damping controller in the PEID control [1] and parameter tuning of the existing control [2]. 

Hardware solutions are defined as those solutions that require additional hardware to be 

installed at either the high voltage side of the coupling transformer (system operator’s grid) or 

at the low voltage side of the coupling transformer.

 
Parts of this Chapter are published in V. N. Sewdien, X. Wang, J. L. Rueda Torres, and M. A. M. M. van der 

Meijden, “Critical Review of Mitigation Solutions for SSO in Modern Transmission Grids,” Energies, vol. 13, no. 

13, p. 3449, 2020. 
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Hardware solutions are divided into FACTS controllers and other VSC based methods. 

Examples of hardware solutions are a STATCOM [3] and a TCSC [4]. Finally, solutions based 

on system level coordination are defined as control actions that require coordination between 

the PEID behaviour and the changing grid response. Examples of such solutions are adaptive 

control (gain scheduling) based on wide area measurements [5] and protection [6]. The 

solutions of each category that are reviewed in this Chapter are shown in Figure 3.2. 

 

 

Figure 3.1 Proposed framework for mitigation solutions. 

 

 

 

Figure 3.2 Overview of mitigation solutions for DFIG-SSR, SSCI-CGI and SSCI-CCI. 
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3.2. CONTROL SOLUTIONS 

The control solutions category focuses on the rectifier and inverter control (see Figure 3.3) 

and consists of three main possibilities. The first and most straightforward is the tuning of the 

parameters of the converter control. It is the most practical and least intrusive option. The 

converter control parameters influence the PEID’s impedance response and therefore the 

resonance behaviour of the overall system. In some cases, parameter tuning can alter the PEID’s 

impedance response in such a way that adverse interactions can be mitigated. The goal of the 

parameter tuning is to tune the inherent design parameters to give the best damping 

performance. The second possibility is the modification of the converter’s existing control 

scheme, where this modification can be achieved by adding supplementary control functions in 

the already existing converter control. Such supplementary control schemes can damp out 

oscillations that result from DFIG-SSR or even prevent sub synchronous currents from flowing 

in to the rotor. The third control solution possibility is the most intrusive one and consists of 

replacing the existing converter control scheme with an entirely new control concept. With the 

upcoming deployment of grid forming control, this category of control solutions is emerging. 

 

 

Figure 3.3 Overview of reviewed potential control solutions. 

 

 

3.2.1. TUNING OF CONVERTER CONTROLLER PARAMETERS 

The generic control schemes of the inverter and the rectifier are shown in Figure 3.4, 

respectively Figure 3.5. As was discussed in Chapter 2, the DFIG impedance has a major 

influence on DFIG-SSR. It was argued that 𝑍𝐷𝐹𝐼𝐺  can be approximated by the rotor side 

impedance 𝑍𝑅𝑆 [7]–[9]. From (2.10) it is clear that the rectifier impedance 𝑍𝑅𝑆𝐶 influences 𝑍𝑅𝑆. 

With 𝑍𝑅𝑆𝐶 being determined by its control parameters, it is evident that the rectifier control 

parameters influence DFIG-SSR. 
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Figure 3.4 Generic inverter control of a DFIG. 

 

 

 

Figure 3.5 Generic rectifier control of a DFIG. 

 

Practical controllers adopt a double-loop control (DLC) structure, and use vector control 

(VC) with a stator aligned reference frame, containing the 𝑑-axis and 𝑞-axis control. In 

renewable energy applications the goal is to harvest maximum active power and therefore the 

rectifier is generally equipped with a maximum power point tracking control. The goal of the 

rectifier is to extract this maximum active power (𝑑-axis) and regulate the stator reactive power 

(𝑞-axis). The 𝑑-axis control therefore is equipped with active power control (see Figure 2.13). 

With the rectifier in active power control, the inverter controls the DC-link through a DC-link 

voltage control (𝑑-axis) and the terminal voltage (𝑞-axis). In this way, the inverter regulates the 

power exchange with the grid at the PCC. 

Tuning of control parameters is a cost-effective way to mitigate DFIG-SSR and tuning of 

the rectifier and inverter control parameters was performed for a real application in [2]. The 

tuning was performed based on a small-signal model of the DFIG connected to an infinite bus 

system. Eigenvalue analysis identified six SSO modes and the associated state variables were 
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found using participation factor analysis. The tuning was formulated as an optimisation 

problem, with the objective to maximise the damping of the identified six modes by considering 

different values for the eight proportional and eight integral gains of the inverter and rectifier 

controls (see Figure 3.4 and Figure 3.5). The optimisation results were validated using time 

domain simulations and it was found that the optimised set of parameters was able to damp all 

six SSO modes for a range of active power output levels. 

To solve SSCI-CGI, parameter modification was carried out in [10]. To mitigate SSCI-CCI, 

tuning based on trial and error time domain simulations was performed in [11]. Finally, a new 

index to observe how the severity of the SSCI-CCI modes changes with varying control 

parameters was developed in [12]. The influence of the PLL gains on SSCI-CGI was 

investigated in [13]–[17] and it was shown that adequate PLL bandwidths can mitigate 

SSCI-CGI. Tuning PLL parameters for mitigating DFIG-SSR and SSCI-CCI is yet to be 

investigated. 

In general, controller tuning is perceived as the preferred solution to mitigate SSO, as it 

does not require additional hardware devices or adaptation of existing control schemes. Yet, it 

is not always practical for two main reasons. First, controller tuning should result in a set of 

optimised parameters that is able to mitigate DFIG-SSR across a wide set of operational 

scenarios. This includes among others different levels of grid damping and different wind power 

plant dispatch levels. The optimisation that was performed in [2] resulted in a set of parameters 

where one of the DFIG-SSR modes was unstable for wind power plant dispatch levels below 

25%. Second, controllers are designed to satisfy a wide range of operational and design 

requirements, such as fault ride through (FRT) capability and power quality. Optimising the 

PEID’s response to mitigate DFIG-SSR or SSCI will come at the expense of e.g. decreased 

power quality or a slower dynamic response of the converter. The slower dynamic response due 

to tuning of the parameters is shown in Chapter 6.4.3. Hence, a multi-objective optimisation is 

needed for tuning the controller parameters of PEIDs in modern power grids. 

 

 

3.2.2. FEEDBACK LINEARISATION CONTROL 

The analysis performed in [2] showed that the optimisation of the DLC parameters was not 

able to define a set of parameters that mitigates DFIG-SSR across all credible operating 

conditions. To address this challenge, the partial Feedback Linearisation Control (FLC) was 

designed for the DFIG’s inverter in [18]. This new control scheme replaced the inverter’s 

classical DLC. The partial feedback linearisation is a model-based method to design non-linear 

controllers. The control is performed in two steps. First, the non-linear system is linearised via 

feedback to produce a linear system. In the next step, a linear controller is designed to operate 

the linearised system developed in the first step. The impedance of the DFIG with partial FLC 

was analysed and it was found that the damping was positive across the entire sub synchronous 

frequency range. Eigenvalue analysis further revealed that when using partial FLC, the overall 

system only had an unstable DFIG-SSR mode for compensation degrees higher than 90%. 

Finally, time domain EMT simulations showed that a DFIG equipped with partial FLC was 

able to provide adequate damping for DFIG-SSR, while respecting FRT requirements. 

One of the main advantages of the partial FLC is that due to the conversion of a non-linear 

system into a partial linear one, it makes the system independent of the operating point. This is 
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advantageous for non-linear systems such as a DFIG. Also, the operating point-independent 

characteristic of the designed partial FLC addresses the optimisation deficiency of [2]. The 

partial feedback linearisation method was also used in [19] to design a non-linear damping 

controller in the DFIG’s rectifier. The electrical damping of the DFIG with and without the 

damping controller was determined and compared. In the frequency range up to 20 Hz and 

between 50 and 60 Hz, the electrical damping response of the DFIG with damping controller 

was superior. Between 20 and 50 Hz the electrical damping response of the DFIG without 

damping controller was slightly better. 

Although the FLC does not require access to the full model dynamics of the DFIG, its 

performance is directly influenced by the accuracy of the available DFIG model. The 

performance can be enhanced by reducing the uncertainties associated with model inaccuracies. 

One way to achieve this is through a sliding mode control (SMC) [20]. However, a shortcoming 

of the SMC is that it is operating condition-specific. Considering the same operating condition, 

the SMC has an improved performance compared to the FLC. To cope with uncertainties related 

to both the operating condition and model accuracy, the FLC and SMC are combined in [21], 

[22]. The effectiveness of FLC and SMC in mitigating SSCI is not yet reported. 

 

 

3.2.3. VIRTUAL SYNCHRONOUS MACHINE 

The virtual synchronous machine (VSM) control concept is a type of grid-forming (GF) 

control and PEIDs with this control concept exhibit dynamic characteristics similar to a 

conventional synchronous generator. The capability of the VSM control to mitigate DFIG-SSR 

was studied in [23], where it was implemented in the DFIG’s rectifier. Eigenvalue analysis and 

detailed EMT time domain simulations showed that the VSM exhibited poorer performance, 

compared to VC. Based on eigenvalue analysis of both control concepts, it was found that VC 

maintained stability for higher levels of series compensation and lower wind speeds than VSM. 

When VC was used, the DFIG-SSR mode remained stable up to 𝑘=28%. When VSM was used, 

the mode became unstable for 𝑘>18%. The assessment of the wind speed showed that the 

influence of the wind speed on the difference in the stability margin of both concepts was rather 

small. With the VC, the DFIG-SSR mode was stable for wind speeds of 12 m/s and larger. With 

the VSM, stability was achieved for wind speeds of 12.5 m/s and larger. 

Finally, under the same operating condition, the VC showed better damping of DFIG-SSR 

than the VSM. This can be explained by the fact that with VC, rotor current transients are fully 

controlled by the converter’s inner current control, whereas with the proposed VSM, the control 

of the rotor current transients is achieved only through a current limiter [23]. The current 

limiting capability of the VSM was provided by a passive resistance, which inherently has a 

poorer transient performance than an active DLC based current control. 

VSM control concepts are developed for HVDC applications in [24] and for multi-terminal 

DC systems in [25]. However, their capability to mitigate SSCI still needs to be investigated. 

 

 

3.2.4. DIGITAL FILTERS 

Digital filters block sub synchronous currents from flowing in to the rotor and 

consequently, negative resistances are not observed. To mitigate DFIG-SSR, a second-order 
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notch filter in the rectifier was designed in [26], while in [27] a location-dependent performance 

index was developed with the aim to identify the best location in the converter control for 

placing a digital filter. Using this index, the rectifier’s 𝑑-axis inner current loop and the 

inverter’s 𝑑-axis outer voltage loop were identified as the most suitable locations. Time domain 

EMT simulations showed the capability of the designed filter to mitigate DFIG-SSR for a fixed 

operating condition. Superior performance was observed when the notch filter was 

implemented in the rectifier as well as in the inverter, instead of only in the rectifier. A major 

drawback of the designed notch filter is that it is tuned for a small frequency range 

(6.17-8.42 Hz), whereas the frequency at which DFIG-SSR occurs can be outside this range. 

This limitation could explain why the use of notch filters for this purpose is limited in practice. 

To increase the rectifier damping within a predefined frequency range, a scheme based on 

a virtual resistor in the rectifier is designed in [7]. The performance of this scheme was 

compared with controller parameter tuning (as discussed in Section 3.2.1) and with a virtual 

resistor in the inverter. The results showed that the virtual resistor in the rectifier yields the best 

performance, as the damping is directly influenced. The damping can also be influenced 

indirectly by adding an integral gain in the current control of the rectifier [28], which has the 

same effect of adding a virtual series inductance. As a result, the resonance frequency will 

decrease and DFIGs have a larger damping at lower frequencies. 

 

 

3.2.5. SUPPLEMENTARY DAMPING CONTROLLER 

A supplementary damping controller (SDC) is an auxiliary controller that can be added in 

the rectifier or inverter of a PEID or in the inverter of FACTS controllers (FACTS controllers 

are discussed in Section 3.3.1) with the goal to damp oscillations. The control structure of a 

generic lead-lag SDC is shown in Figure 3.6. It is worth noting that other types of SDCs such 

as a multi-band or artificial intelligence based SDCs also exist. The design and application 

description of these types is limited and is a research gap in existing literature. However, within 

the objective of the current research, the generic lead-lag SDC is sufficient for the fundamental 

qualitative assessment. 

Consider the SDC of Figure 3.6. The input Δ𝑦 of the SDC passes through a gain, a washout 

filter and lead-lag compensation blocks. The output of the SDC is denoted as ‘input control 

signal’ (ICS) and is fed into the rectifier and/or inverter as an additional signal. 
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Figure 3.6 Control structure of a generic supplementary damping controller. 

 

Several signals can be used for Δ𝑦. Examples include the active power output [29], the 

DFIG’s rotor speed deviation Δ𝜔𝑚 [30], the line current 𝐼𝑙𝑖𝑛𝑒 [29] and the voltage across the 

series capacitor 𝑉𝐶. In [31] an SDC is developed using the observed-state feedback control. The 
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advantage of this method is that the SDC is not limited to any specific input and therefore local 

measured signals can be used. The corresponding ICS was supplied to the inverter’s 𝑞-axis 

outer control. 

The ICS of the SDC can be supplied as a feedback signal to either the inverter (e.g. [31]–

[33]) or the rectifier (e.g. [30], [34]), whereas the SDC developed in [35] provides the feedback 

signal to both. When the influence of the SDC location on the damping capability is assessed, 

the inverter is perceived as a more suitable location. The DFIG’s inverter with SDC is 

conceptually similar to a STATCOM with its inverter, of which the latter is known to have 

excellent damping capabilities [36]. 

The efficiency of the SDC depends to a large extent on the proper design of SDC 

parameters. Two widely used methods for the design of SDC parameters are the residue-based 

method using the 𝐵 and 𝐶 matrices of the linearised system equations [37] and parameter 

optimisation based on time domain simulations [38]. The residue based analysis in [39] showed 

that an SDC utilising Δ𝜔𝑚 or 𝐼𝑙𝑖𝑛𝑒 as the input, destabilises any present supersynchronous 

mode. When using 𝑉𝐶 as input to the SDC, both sub- and super-synchronous oscillation modes 

can be stabilised. While most of the research work focused on mitigating DFIG-SSR in a single 

wind power plant, SDCs are designed for multiple wind power plants in [1] to mitigate different 

DFIG-SSR modes. 

When assessing the effectiveness of the residue-based and time domain optimisation 

methods, one major limitation is observed: both methods are unable to efficiently consider a 

wide range of operating conditions in the SDC parameter tuning process. To tackle this, three 

solutions are reported in literature. First, an improved particle swarm optimisation considering 

different levels of series compensation is proposed in [34]. Second, a probabilistic SDC design 

method is proposed in [40]. And lastly, to obtain the optimised performance across multiple 

operating conditions, concepts for real-time adaptive damping controllers were developed using 

the wind speed [41], the level of series compensation [42] and the number of in-service wind 

turbines [43]. 

While these tuning methods can identify the SDC parameters that mitigate DFIG-SSR 

under different wind speeds and series compensation levels, they fail to incorporate the different 

grid topologies in their optimisation problem. It is useful to include different grid damping 

levels in the formulation of the optimisation problem, as different grid topologies and load 

levels (i.e. grid damping) are realistic and expected operational variables. 

 

 

3.3. HARDWARE SOLUTIONS 

Hardware solutions encompass those solutions that require hardware to be installed in the 

system operator’s grid (see Figure 3.7). These solutions can be broadly divided into FACTS 

controllers and other VSC based methods. 
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Figure 3.7 Overview of reviewed hardware solutions. 

 

 

3.3.1. FACTS 

FACTS controllers are generally used to assist in the control of voltages and power flows 

in AC power systems. The IEEE defines FACTS as “alternating current transmission systems 

incorporating power electronic-based and other static controllers to enhance controllability 

and increase power transfer capability” [44], [45]. Based on a survey conducted among 

different system operators and network owners, an overview of different installed FACTS 

controllers was created, which is shown in Table 3.1 [46]. Where known, the number of FACTS 

controllers is mentioned in brackets. These FACTS controllers have a wide range of application, 

including damping of oscillations (Colombia), compensation of voltage unbalances due to 

traction load (South Africa), reduction of transmission losses (India) and increased power 

transfer capability (Peru). A detailed description of FACTS controllers is given in [47]. 

FACTS controllers that are installed with the aim of mitigating DFIG-SSR have to be 

equipped with an SDC to provide the required damping. An exception is the TCSC, which, 

when the control scheme is designed for this purpose, provides immunity against DFIG-SSR. 

The constant reactance control scheme was designed for the TCSC that was commissioned at 

the 500 kV Slatt substation [48]; the synchronous voltage reversal control strategy was 

deployed in the TCSC that was installed in the 345 kV Kanawha River substation [49]. Whereas 

DFIG-SSR risk would limit the degree of compensation that is achievable using fixed series 

capacitors (see Chapter 5.3.2), the TCSC’s immunity against DFIG-SSR removes this limit for 

practical applications. Successful mitigation of DFIG-SSR using a TCSC is described in [4]. 

An SVC with an SDC was developed in [50]. The SVC was installed at the low voltage 

side of the coupling transformer and its primary goal was to provide voltage support. The input 

of the SDC was the active power flow through the transmission line, which was calculated from 

the measured current and voltage at the SVC connection point. The damping control scheme 

included a functionality to adapt the gain as a function of the wind speed. This adaptive 

functionality made the SDC effective in damping DFIG-SSR across the full wind speed 

spectrum. 
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Table 3.1 Overview of FACTS controllers in 12 regions [46]. 

Region FACTS  Region FACTS 

Australia (South) SVC 

 

India 

STATCOM (7) 

SVC (1) 

TCSC (6) 

Chile 
STATCOM 

SVC 

 
Japan STATCOM 

China 
SVC 

UPFC 

 
Norway 

STATCOM (1) 

SVC (10) 

Colombia 
STATCOM (1) 

SVC (3) 

 
Peru 

STATCOM(1) 

SVC (11) 

Germany TCSC (1) 
 

South Africa 
STATCOM (1) 

SVC (3) 

Gulf Cooperation 

Council 

SVC 

TCSC 

 

South Korea 

STATCOM (6) 

SVC (3) 

UPFC (1) 

 

When comparing the performance of the series connected TCSC with the shunt connected 

SVC, it was observed that the series device is superior in mitigating DFIG-SSR. This is 

confirmed by [51], where the shunt and series inverter of an unified power flow controller 

(UPFC) were equipped with an SDC. The UPFC was designed as a static synchronous series 

capacitor (SSSC) and a STATCOM. The SSSC and STATCOM were coupled together through 

a common DC-link. The series inverter belongs to the SSSC, whereas the shunt inverter belongs 

to the STATCOM. Both inverters are able to operate independently. The UPFC was installed 

in the transmission line on the high voltage side of the coupling transformer with the goal to 

mitigate DFIG-SSR. It was found that the SDC in the series inverter was able to damp out 

oscillations faster than the SDC in the shunt inverter, whereas the best damping response was 

obtained when SDCs were installed in both inverters. The analyses were performed for different 

wind speeds and degrees of compensation. 

An SDC-equipped STATCOM was designed in [3] for mitigating DFIG-SSR. The 

STATCOM was installed on the low voltage side of the coupling transformer. The input for the 

SDC was chosen to be the rotor speed deviation Δ𝜔𝑚. The STATCOM controller produces a 

modulation index and phase angle difference signal and the best stabilising performance was 

achieved when the ICS was added to the modulation index. Eigenvalue analysis showed that 

without the STATCOM, undamped oscillations would occur for compensation degrees in 

excess of 50%. With the developed STATCOM, instability only occurred when the 

transmission line was compensated for 90% and the power level was maximum (500 MW). A 

major challenge with this solution is the requirement to establish a stable communication link 

between the DFIG and the STATCOM to transfer the rotor speed deviation with as little latency 

as possible. 

Although FACTS controllers are able to mitigate DFIG-SSR, a major drawback of any 

FACTS based solution is that it requires capital intensive investments. If on top of the 

DFIG-SSR mitigation, additional system services such as voltage support are required, the SVC 

and STATCOM are good solutions. In all other cases, more cost-effective solutions exist. When 
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a risk for DFIG-SSR is identified in the design stage, the fixed series capacitor can be designed 

using the phase imbalance concept (as will be discussed in Chapter 5) or be replaced by a TCSC. 

Replacing an FSC before the end of its lifetime is not a cost-effective measure. 

Some observations can be made with regards to the applicability of the control solutions 

presented in Section 3.2 in FACTS controllers. First, parameter tuning of FACTS controllers is 

already being used. Especially when a FACTS controller is added with the goal of mitigating 

DFIG-SSR, its performance is tuned with this objective in mind. Second, FACTS controllers 

such as STATCOMs can already be designed with supplementary controllers such as an SDC. 

Thirdly, the design of grid forming control for FACTS controllers is an emerging research topic, 

albeit that descriptions of grid forming control based FACTS controllers in real applications are 

rare. An industrialised energy storage system (which is fundamentally similar to a STATCOM) 

equipped with the VSM grid forming control concept is operational in Australia. The damping 

behaviour of the device is not reported, but the grid forming capabilities were validated using 

field tests and are described in [52]. Finally, no design or application descriptions of FLC and 

digital filters in FACTS controllers were found in literature. This is identified as another 

research gap. 

For SSCI-CGI, the probability of the adverse interactions is inversely proportional to the 

grid strength. Therefore, FACTS controllers that increase the system strength also contribute to 

mitigate SSCI, albeit that publications covering this are rare. Caution should be taken as FACTS 

controllers installed for mitigating SSCI-CGI could lead to SSCI-CCI as was discussed in 

Chapter 2.5. 

 

 

3.3.2. OTHER VSC-BASED SOLUTIONS 

Except for the TCSC, FACTS controllers mitigate DFIG-SSR through an SDC, which in 

real power systems would only be a secondary goal of such a device. Commissioning a FACTS 

controller only for DFIG-SSR mitigation is not a cost-effective solution. Therefore, other 

independent VSC based methods were developed. A grid side sub synchronous damping 

controller was developed in [53]. It was installed at the high voltage side of the coupling 

transformer. This controller is a shunt device and consists of a controlled current source, 

governed by a damping calculator and a VSC based subharmonic current generator. The 

calculator extracts the sub synchronous modes from the bus voltage and line current. Control 

signals based on the extracted sub synchronous modes are used as input to the current generator, 

which then injects subharmonic currents in the power system to stabilise DFIG-SSR. 

Eigenvalue analysis and time domain simulations showed the stable behaviour of this solution 

across a wide range of operating conditions. Time domain simulations were performed for 

different operating conditions such as switching of the series capacitor, abrupt wind speed 

changes, three phase faults and changes in the degree of compensation. The controller showed 

satisfactory performance under all of these operating conditions. 

One of the major drawbacks of this solution is that it has limited controllability compared 

to a STATCOM or an SVC. The STATCOM and SVC provide controllability at the 

fundamental frequency and provide damping for sub synchronous oscillations. The 

fundamental frequency operation enables these FACTS controllers to also contribute to system 

strength, making them capable of addressing DFIG-SSR as well as SSCI. The grid side sub 
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synchronous damping controller on the other hand is a special purpose controller that operates 

only in the sub synchronous frequency range and can only be used to tackle DFIG-SSR [53]. 

The grid side sub synchronous damping controller is expected to be implemented in the Guyuan 

power system in China. 

An innovative solution for mitigating classical SSR using a battery energy storage system 

(BESS) was designed in [54], where an SDC was added to the inverter of the BESS. Although 

this solution was designed to mitigate classical SSR, the concept could also be used for 

mitigating DFIG-SSR. The BESS can then also provide frequency support, where operational 

procedures would be needed that describe the priority for either DFIG-SSR mitigation or 

frequency support, in case both events happen simultaneously. 

 

 

3.4. SYSTEM LEVEL COORDINATION 

With the increasing number of electrically close PEIDs, SSO solutions based on tuning of 

individual control parameters may eventually get exhausted. In such cases, system level 

coordination can help to mitigate SSO in a rather unconventional way. For this solution, control 

actions are taken based on some level of coordination between the PEID and the power system 

and/or atmospheric conditions. As illustrated in Figure 3.8, the control based on system level 

coordination can be implemented in the PEID or in the grid. Examples of such solutions are 

active disturbance rejection control (ADRC), multiple model adaptive control (MMAC) and 

protection. 

 

 

Figure 3.8 Overview of reviewed system level coordination-based solutions. 

 

3.4.1. ADAPTIVE CONTROL 

Adaptive controllers have the capability to change their controller parameters to adapt to 

changes in a process that occur with time. In the context of SSO, such changes consist of 

variations in the wind speed, the level of series compensation and the grid impedance. By now, 

it is known that the damping requirements for DFIG-SSR vary as a function of the wind speed 

and the degree of series compensation. High wind speeds impose lower damping requirements 

than low wind speed conditions. On the other hand, the higher the degree of series 

compensation, the higher the damping requirements for supressing DFIG-SSR. Finally, as was 
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shown in Chapter 2.4, the SSCI-CGI mode is highly sensitive to the grid impedance (SCR), and 

using adaptive PLL parameters, it was possible to keep the SSCI-CGI mode stable under 

different grid strength conditions. 

An MMAC approach was used in [41] to design an SDC for mitigating DFIG-SSR. The 

SDC has the same structure as Figure 3.6. The MMAC consisted of two layers. The first layer 

contained multiple SDCs, where the parameters of each SDC were optimised to deliver 

adequate damping under predefined wind speeds and compensation degrees. Different 

permutations of wind speed and compensation degree resulted in a wide range of operating 

conditions, where for each operating condition an optimised SDC was designed using the root 

locus method. 

The second layer was the supervisory controller and was used to determine the operating 

condition of the system. After the supervisory controller determined the operating condition, 

the first level controller selected the corresponding SDC parameters. The degree of series 

compensation was determined based on the capacitor voltage and the wind speed was assumed 

to be given. The capacitor voltage was used as input for the SDC and the ICS was fed into the 

terminal voltage control of the inverter. Eigenvalue analysis and time domain EMT simulations 

confirmed the effective mitigation of DFIG-SSR under a wide range of operating conditions. 

However, a major drawback in the implementation of this concept is that the wind speed is 

assumed to be known, which is not a valid assumption for real applications. Without knowledge 

of the wind speed, the MMAC strategy will not work. The gain scheduling control developed 

in Chapter 6 of this thesis tackles this shortcoming by forecasting the wind speed. 

Another solution based on adaptive control is developed in [42], where the authors 

developed the “active disturbance rejection control” (ADRC) to operate adequately across 

different levels of series compensation. The control was implemented in the 𝑑-axis and 𝑞-axis 

inner loop of the DFIG rectifier. A final example of adaptive control is given in [43] and takes 

into account the compensation degree as well as the outage status of the WTGs in the wind 

power plant. This adaptive damping controller was implemented in the wind park control. 

The adaptive control concepts discussed so far were implemented in the PEID in either the 

DFIG’s inverter and rectifier control or in the wind park control. In [5], a synchrophasor data 

based gain scheduling control of an SDC in a TCSC was designed. The power system consisted 

of several DFIG-based wind power plants and the SDC and TCSC were designed to mitigate 

DFIG-SSR as well as torsional interactions. The SDC gains were dynamically adjusted based 

on measurements at several wind power plants and it was concluded that the proposed concept 

performed better than local TCSC control. Although its superior performance, the proposed 

solution required a wide-area measurement system, which is not common practice for many 

system operators. Furthermore, the reliability, accuracy and speed of the communication link 

will have a critical impact on the TCSC’s damping response and need further investigation. 

Considering the aforementioned adaptive controllers, the main challenge is how to timely and 

adequately determine the grid damping, the wind speed, and the number of in-service WTGs. 

Finally, in [55] an adaptive PLL was proposed for mitigating SSCI-CGI, in which the 

inverter’s PLL gains were adjusted in real-time as a function of the grid impedance. The 

adaptive characteristic ensured that a predefined stability margin was maintained across 

different grid strength conditions. A method was also proposed to calculate the actual grid 

impedance at fundamental frequency using the measured voltages and currents. The major 
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drawback of this approach is that the calculated grid impedance always lags behind the actual 

grid impedance due to the required calculation time. In the case of SSCI-CGI, the gain 

scheduling algorithm may not be able to timely and accurately calculate the grid impedance. It 

is envisaged that the gain scheduling approach for SSO mitigation will have an improved 

performance if the grid impedance could be forecasted, or at least if its influence could be 

a priori taken into account. For sake of completeness, a method for the online measurement of 

the PEID impedance at sub and super synchronous frequencies was developed in [56]. 

A final note of caution for solutions based on adaptive control is that control parameters 

are adjusted during the course of operation. It needs to be ensured that the changes in parameter 

values do not result in small-signal instability. 

 

 

3.4.2. PROTECTION 

The last resort against unstable DFIG-SSR and SSCI is protection. A sub synchronous 

frequency relay can be used for disconnecting either the wind power plant (in case of 

DFIG-SSR and SSCI) or the series capacitor (in case of DFIG-SSR). The relay developed in 

[6] was capable of detecting multiple oscillations between 5 and 25 Hz and issued either alarms 

or trip commands. 

Another protection algorithm for tripping a wind power plant subjected to DFIG-SSR was 

developed in [57]. The concept was based on three processes. In the first process, offline 

frequency scans were performed across multiple credible operating conditions to determine 

decision-making thresholds such as minimum damping. In the second process, continuous 

online monitoring of system variables was performed. In the last process, the monitored 

variables were continuously compared with the predefined thresholds. When limit violations 

were detected, a trip command was issued to the wind power plant. Using this method, 

oscillations could be detected within 25 ms and the trip signal could be issued in the following 

50 ms. The DFIG-SSR detection algorithm in [58] achieved a detection time of maximum 

29 ms. A real example where protection solved SSCI-CCI is described in [12]. 

From the system operation perspective, protection solutions are the most intrusive, as they 

abruptly disconnect generation and/or change the system topology, thereby transforming a 

small-signal stability problem to a (more difficult to manage) large disturbance. Therefore, 

protection solutions should be used as the last resort to mitigate SSO. 

 

 

3.5. CONCLUSIONS 

The goal of this Chapter was to review existing approaches for mitigating DFIG-SSR and 

to investigate their limitations and recognised application boundaries. Table 3.2 gives an 

overview of the investigated mitigation solutions and summarises for each of these solutions 

their capability to mitigate DFIG-SSR and SSCI. Depending on their location of 

implementation, the investigated mitigation solutions were categorised in three classes: control 

solutions, hardware solutions and system level coordination. Control solutions were defined as 

control modifications or new control concepts that are deployed in the rectifier or inverter 

control of the PEID. Likewise, hardware solutions were defined as those solutions that require 
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additional hardware to be installed in either the high voltage side or the low voltage side of the 

coupling transformer. Finally, solutions based on system level coordination were defined as 

controls that require coordination between the PEID behaviour and the changing grid response 

or atmospheric conditions. 

 
Table 3.2 Overview of Mitigation Solutions. 

✗: cannot mitigate SSO, ✓: can mitigate SSO, ?: more research needed. 

Mitigation Solution 
DFIG-

SSR 

SSCI-

CGI 

SSCI-

CCI 

Control Solutions 

GF Virtual Synchronous Machine ✗ ? ? 

Feedback Linearising Control ✓ ? ? 

Rectifier Control Tuning ✓ ✗ ✗ 

Inverter Control Tuning ✗ ✓ ✓ 

Inverter PLL Tuning ✗ ✓ ? 

Rectifier Notch Filter ✓ ✗ ✗ 

Inverter Notch Filter ✓ ✗ ✗ 

Rectifier Damping Control ✓ ✗ ✗ 

Inverter Damping Control ✓ ✗ ? 

Hardware Solutions 

TCSC ✓ ✗ ✗ 

SVC ✓ ✓ ✗ 

STATCOM ✓ ✓ ✗ 

UPFC ✓ ✓ ✗ 

Subharmonic Voltage Generator ✓ ✗ ✗ 

Subharmonic Current Generator ✓ ✗ ✗ 

System Level Coordination 

Adaptive Control ✓ ✓ ? 

Protection ✓ ✓ ✓ 

 

The review of the existing mitigation solutions helped to shape the current research in 

different ways. First, the phase imbalance compensation concept is another approach for fixed 

series compensation and was originally designed in the 1990s to mitigate classical SSR. The 

capability of this niche concept to mitigate DFIG-SSR is rarely reported in academic literature. 

In Chapter 5 it will be investigated to what extent the phase imbalance compensation concept 

can be used as a potential hardware solution to mitigate DFIG-SSR. 

Second, adaptive control is increasingly being investigated as a potential solution for 

various phenomena. Section 3.4.1 identified the research gaps and drawbacks in existing 

adaptive control philosophies. These include (i) the necessity to have in advance knowledge of 

the wind speed and grid damping for correct operation of the adaptive control, (ii) the need for 

a wide area measurement system and (iii) validation that the adaptive characteristic of the 

multiple-model adaptive control does not result in small-signal instability. These issues have 

not been addressed yet and will be investigated in Chapters 6-8. These Chapters will describe 
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the development of a system level coordination solution based on an adaptive control strategy 

for mitigating DFIG-SSR, taking into account the research gaps and drawbacks mentioned 

above. 

Finally, system operators in multiple jurisdictions are incorporating grid forming control 

requirements in their grid codes. Several grid forming control schemes exist and the limited 

amount of published research revealed that the Virtual Synchronous Machine scheme was not 

able to mitigate DFIG-SSR. With grid forming control becoming more prominent, research is 

needed to identify whether other grid forming schemes can act as a control solution for 

mitigating DFIG-SSR. This is left as a topic for future research. 

The next Chapter will describe the different methodologies and simulation models that are 

used in this research. 
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4.1. INTRODUCTION 

This Chapter discusses the development of the DFIG wind turbine generator model, the 

study model based on the single machine infinite bus system and the IEEE 39-bus system, all 

in PSCAD. The study model will be used for the development and assessment of the mitigation 

solutions. The IEEE 39-bus system is a larger power system used to apply the developed 

concepts and validate the findings from the study model. The wind turbine generator model is 

developed in Section 4.2. The impedance based stability method will be used as screening tool 

and is discussed in Section 4.3. Guidelines for numerical simulations, needed to capture the 

impedance response of the DFIG, are developed in Section 4.4. Section 4.5 introduces the time 

domain EMT analysis as a tool for detailed analysis of DFIG-SSR. Finally, the study model 

and the IEEE 39-bus system are presented in Section 4.6. 

 

 

4.2. WIND TURBINE GENERATOR MODEL 

As part of the MIGRATE project, root mean square (RMS) and EMT DFIG models were 

developed in respectively Power Factory and PSCAD. The developed models are generic and 

their controls are based on the IEC Standard 61400-27-1 [1]. Since the controls of the generic 

models in the Standard are developed for RMS applications, modifications as described in [2], 

[3] were necessary to extend the models for EMT simulations. Two variations of the EMT 

model were developed: the detail model and the average model. The detail model includes the 

power electronic switches and the associated pulse width modulation (PWM) technique and is 

suitable for dynamic and harmonic analysis. In the average model, the converters are replaced 

with equivalent voltage sources. This model preserves the dynamic behaviour of the machine, 

however, the harmonic behaviour of the converters is lost and the average model is therefore 

not suitable for harmonic analysis. For other types of analysis, the average model has the 

advantage that it simplifies the simulation model, thus speeding up the simulation. 
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Although the focus of this thesis is not the DFIG design, a high level description of the 

EMT models developed in MIGRATE will be given next. The generic PSCAD DFIG model 

presented here was developed for a single 3.6 MW machine connected to a 50 Hz equivalent 

voltage source. The DFIG is an electromechanical system with electrical, mechanical and 

controls components, as is shown in Figure 4.1. The DFIG model was developed as a two part 

system, with a mechanical subsystem in charge of converting the maximum power available 

from the wind into torque, and an electrical subsystem in charge of delivering the power into 

the electrical system. The interface component in this system is the induction generator, which 

converts the mechanical energy into electrical energy. 

 

 

Figure 4.1 Schematic diagram of a DFIG WTG [4]. 

The inverter (GSC) is in charge of maintaining the DC-link voltage. The inverter control 

uses the 𝑑𝑞-reference frame, where the inverter is set to operate in DC-link voltage control 

mode (𝑑-axis) and reactive power control mode (𝑞-axis). The reactive power control is set to 

inject zero reactive power into the system during normal operation. Low pass filters with a 

characteristic frequency of 600 Hz were added to improve the quality of 𝑑𝑞-quantities by 

filtering out some of the high frequency harmonics introduced by the power electronic 

converters. Converter reference voltages are obtained through classical DLC and the three 

phase reference voltage waveforms for the PWM are obtained from the 𝑑𝑞 − 𝑎𝑏𝑐 

transformation of the converter reference voltages. The three phase voltage references are used 

in the PWM control, which in turn issues the firing pulses to the two-level insulated gate bipolar 

transistor (IGBT) bridges. 

The rectifier (RSC) is in charge of injecting the appropriate currents to the rotor circuit of 

the induction machine, such that the desired active and reactive power are obtained at the stator 

terminals of the machine. The 𝑑-axis rotor current component contributes to the torque, whereas 

the 𝑞-axis component contributes to the reactive power. This means that controlling the rotor 

𝑑-axis and 𝑞-axis currents leads to the control of the stator real and reactive power. To obtain 

the 𝑑-axis and 𝑞-axis components of the rotor current, it is necessary to determine the relative 

difference between the stator flux and rotor position (slip angle). The position of the rotating 

flux vector is obtained via a PLL locked to the stator voltage after subtracting the voltage drop 

across the stator resistance. 
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According to most new grid code requirements, wind turbines must remain connected to 

the grid during grid disturbances and provide voltage support during and after the faults. As a 

DFIG has the stator connected to the grid, it makes the rotor winding sensitive to the high 

currents induced during grid disturbances and faults. The rotor windings are connected to the 

grid via a back-to-back converter, which is very sensitive to over-currents. The most common 

means to avoid injecting such induced currents into the power electronic converters is to short 

the rotor terminals via a resistance. Such shorting mechanism is normally known as a crowbar. 

The duration of the crowbar activation depends on grid code requirements. For grids with low 

wind penetration the injection of reactive current during the faults is normally not required. In 

this case the crowbar is usually activated for the whole duration of the fault. For more restrictive 

policies in terms of reactive current injection, duration of crowbar activation has to be 

minimised given that the controllability of reactive power injection is lost as long as the rotor 

terminals are shorted. Therefore, protection by means of the DC-link chopper prevents 

overcharging the DC-link capacitor. Summarising, the chopper is used to protect the DC-link 

from overvoltages and the crowbar circuit is used to protect the rectifier against current surges 

coming from the machine rotor side circuit. 

To reduce the voltage harmonics introduced by the two-level converter, an AC filter is used 

on the inverter side. Several filter topologies and methods on how to calculate filter parameters 

exist and the filter design in the developed model follows the requirements as given in [5]. The 

relevant parameters of the DFIG are given in Appendix A. 

 

 

4.3. SCREENING: IMPEDANCE BASED STABILITY ANALYSIS 

The analysis of any SSO phenomenon contains two main steps: screening and detailed 

analysis. Screening is a relatively fast method to assess the stability of SSO modes across a 

wide range of operating conditions, including various generation dispatch scenarios, grid 

topologies and controller parameters. Different permutations of these conditions can result in 

thousands of simulation cases to be assessed. The screening step identifies a subset of 

simulation cases with a high risk for instability. The identification is done based on observing 

the value of a predefined index. Whenever the index of a simulation case violates a predefined 

threshold, the case is investigated in more detail. Methodologies for detailed analysis are 

discussed in Section 4.5. 

The unit interaction factor (UIF) [6] is a well-known screening method for DDSSO 

involving line commutated converter (LCC) HVDC. When the calculated UIF is larger than 

0.1, the DDSSO risk is high and detailed studies are required. Another DDSSO screening 

method is the radiality factor [7]. In contrast to UIF, the radiality factor can also be used for 

DDSSO involving VSC HVDC. Like for the UIF, the threshold value for the radiality factor is 

determined based on extensive sensitivity studies and was set at 0.2. Simulation cases with a 

radiality factor smaller than 0.2 are considered acceptable low risk cases. 

Two well-known screening methods for DFIG-SSR risks are the dynamic frequency 

scanning technique [8] and the impedance based stability analysis [9]. The impedance based 

stability analysis will be used in this thesis and is described next. Its advantage over the dynamic 

frequency scanning method is that the impedance based method can accurately identify the 
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resonance frequency of the overall system and quantify the distance to instability at this 

frequency using the phase margin. 

 

 

4.3.1. METHODOLOGY 

From the phenomena shown in Figure 2.17, the impedance based stability analysis is 

mainly used to screen for DFIG-SSR, SSCI-CGI and SSCI-CCI. In this concept, the effective 

impedances of the DFIG and the AC network as viewed from the PCC are obtained through 

impedance modelling [10] or through numerical simulations. Impedance modelling requires 

full access to all the converter control and design details. However, vendors only deliver black-

box simulation models, which makes the use of impedance modelling by utilities practically 

impossible. Numerical simulations based on perturbation analysis can be used on white-box as 

well as black-box models. Therefore numerical simulations are used in this work to obtain the 

DFIG impedance and is further described in Section 4.4. 

The effective impedances of the DFIG and the AC network are determined for specific 

operating conditions and considering multiple contingency scenarios that could result in radial 

or near radial connection of the DFIG to series compensated lines. The effective DFIG 

impedance is viewed in conjunction with the impedance scan of the AC network, which then 

gives insight in the distance to instability for different operating conditions. 

The impedance based stability analysis evaluates the stability of the overall system using 

the source and load impedance. For a system with a source and load impedance connected at 

the PCC as shown in Figure 4.2, the current 𝐼 can be calculated by (4.1). 

 

 

Figure 4.2 Equivalent representation of source and load system for impedance based stability analysis. 

 

𝐼(𝑠) =
𝐸𝑠

𝑍𝑙𝑜𝑎𝑑(𝑠)
∙

1

[1 + 𝑍𝑠𝑜𝑢𝑟𝑐𝑒(𝑠) 𝑍𝑙𝑜𝑎𝑑(𝑠)⁄ ]
 (4.1)  

 

Provided that 𝐸𝑠 and the load subsystem (𝑍𝑙𝑜𝑎𝑑) are open loop stable, the impedance based 

stability can be assessed based on the term: [1 + 𝑍𝑠𝑜𝑢𝑟𝑐𝑒(𝑠) 𝑍𝑙𝑜𝑎𝑑(𝑠)⁄ ]. The open loop bode 

plots of 𝑍𝑠𝑜𝑢𝑟𝑐𝑒 and 𝑍𝑙𝑜𝑎𝑑 can provide the phase margin for assessing the stability of the overall 

system in closed loop. 

In the context of DFIG-SSR screening 𝑍𝑙𝑜𝑎𝑑 is the DFIG impedance 𝑍𝐷𝐹𝐼𝐺  and is influenced 

by the machine parameters, circuit parameters and DFIG converter controls. The source 

impedance 𝑍𝑠𝑜𝑢𝑟𝑐𝑒 is the equivalent impedance of the AC network and includes network 
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elements such as generators, transformer impedances, load and non-transformer branch 

impedances. 𝑍𝑙𝑜𝑎𝑑 and 𝑍𝑠𝑜𝑢𝑟𝑐𝑒 are superimposed on one another, to assess the stability for 

different operating conditions, such as variation of controller gains in the DFIG converters and 

variations in wind speeds. 

 

 

4.3.2. LIMITATIONS AND ASSUMPTIONS 

The primary assumption of the impedance based method is the open loop stability of the 

DFIG and the AC grid. The results from this method are dependent on where the two systems 

are partitioned. The choice of partitioning point can have an impact on the stability margin. 

Furthermore, the network equivalent 𝑍𝑠𝑜𝑢𝑟𝑐𝑒 in this technique is not representative of the 

dynamic behaviour of nearby non-linear controlled devices such as FACTS and HVDC 

systems. Finally, for the DFIG-SSR assessment all the DFIG machines are considered as one 

collector system, connected to the rest of the grid. Thus, the distinction between the different 

machines cannot be addressed with this method, unless the partition point is considered at the 

individual DFIG level. The impact of different partition points is discussed in Chapter 8. 

 

 

4.3.3. MODELLING REQUIREMENTS 

The application of the impedance based stability method requires an EMT representation 

of the considered source and load subsystems. The DFIG wind park module should contain a 

good representation of all electrical components and control loops, whose dynamics are of 

relevance for the SSO frequency range. With all the control loops modelled, average 

representations for PEIDs can be used to investigate DFIG-SSR. The EMT representation of 

the electrical grid should as well take components into account, whose dynamics are expected 

to fall in the relevant frequency range for the SSO. Nearby devices as well as other generating 

units (e.g. HVDC links, wind power plants and STATCOMs) should also be represented. To 

capture the dynamics of the active devices in the grid, several sets of source impedances are 

required, where each set is a permutation of the expected setpoints of the active devices. 

 

 

4.3.4. EVALUATION CRITERIA 

To assess the risk for DFIG-SSR, the open loop impedance plots for the DFIG and the AC 

grid are superimposed on one another. The frequency where both impedance plots intersect is 

identified as the resonance frequency 𝑓𝑟. The phase margin (PM) is a measure for the distance 

to instability and is calculated at the resonance frequency according to (4.2). 

 

|𝑍𝑔𝑟𝑖𝑑(𝑓𝑟)| = |𝑍𝐷𝐹𝐼𝐺(𝑓𝑟)| 

𝑃𝑀 = 180o − |∠𝑍𝑔𝑟𝑖𝑑(𝑓𝑟) − ∠𝑍𝐷𝐹𝐼𝐺(𝑓𝑟)| 

 

𝑓𝑟: frequency at which 𝑍𝑔𝑟𝑖𝑑  and 𝑍𝐷𝐹𝐼𝐺  intersect 

𝑃𝑀: phase margin at 𝑓𝑟  

(4.2)  
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The smaller PM, the closer the system is to instability. A threshold for the PM to indicate 

marginal stability for practical applications is yet to be defined. This is at the discretion of the 

utility and depends on the accuracy of the obtained impedances and the confidence of the utility 

in the simulation models. The more conservative the utility, the higher the phase margin 

threshold below which detailed studies are demanded. 

Figure 4.3 illustrates the evaluation of DFIG-SSR using the impedance based stability 

analysis. The source and load impedance responses are shown in Figure 4.4 and are obtained 

using numerical simulations (discussed in Section 4.4). The magnitude responses intersect at 

10 Hz, indicating a potential for adverse interactions. The phase margin is calculated using (4.2) 

and the phase angles of the source and load impedances. In this case, the phase margin is 30º 

and depending on the utility’s practice, this case may or may not qualify for detailed analysis. 

In this work, detailed analysis will be performed for phase margins lower than 10º. 

 

 

Figure 4.3 Evaluation of DFIG-SSR using the impedance based stability analysis. 
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Figure 4.4 Example of DFIG-SSR evaluation using the impedance based stability method. 

 

 

4.4. IMPEDANCE CALCULATION: NUMERICAL SIMULATIONS 

In most cases, intellectual property issues prohibit the exchange of detailed white-box 

models of the electrical grid and DFIG, hindering the application of analytical approaches such 

as the state-space based approach to assess DFIG-SSR. In this Section, a numerical approach 

to obtain the DFIG and grid impedances based on the availability of black-box EMT models is 

outlined. The methodology is based on the frequency dependent characteristic of both 

subsystems and aims to create a frequency dependent positive sequence impedance 

representation of the electrical grid and the DFIG as seen from their PCC. 

PEIDs are highly non-linear and determining their impedance needs to be done carefully. 

Numerical simulations are one of the widely used methods in industry to calculate the PEID 

impedance. The method is a type of small-signal analysis and is based on injecting small 

perturbation voltages at different frequencies in the PEID and measuring the corresponding 

voltages and currents (denoted as 𝑉 and 𝐼 in Figure 4.5). 
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Figure 4.5 Numerical simulation set up for impedance calculation. 

 

Through Fourier analysis, the voltage and current components at the perturbation frequency are 

extracted and the PEID impedance at that frequency is obtained. Due to non-linearity in the 

PEID’s circuit and control, the measured current will also contain non-characteristic harmonics. 

Under most circumstances, these harmonics can be ignored in small-signal analysis. However, 
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with asymmetric 𝑑𝑞-control the non-characteristic harmonics cannot be ignored. This is further 

discussed in Section 4.4.4. 

 

Considering a balanced perturbation, the voltage perturbation signal is defined by (4.3). 

 

𝑉𝑎,𝑝 =∑𝑉𝑝 cos(𝜔𝑝,𝝍𝑡 + 𝜙𝝍)

𝝍

𝑉𝑏,𝑝 =∑𝑉𝑝 cos (𝜔𝑝,𝝍𝑡 + 𝜙𝝍 −
2𝜋

3
)

𝝍

𝑉𝑐,𝑝 =∑𝑉𝑝 cos (𝜔𝑝,𝝍𝑡 + 𝜙𝝍 +
2𝜋

3
)

𝝍

 

𝝍       : vector with a number of perturbation frequencies 

𝑉𝑝       : magnitude of perturbation voltage 

𝜔𝑝,𝝍 : perturbation frequency 

ϕ𝝍    : phase shift associated to 𝜔𝑝,𝑘    

(4.3)  

 

When the voltage perturbation signal consists of white noise, vector 𝝍 contains the 

frequencies that make up the white noise signal. When determining the impedance using the 

perturbation method, the impedance calculation time, the perturbation signal and type of 

simulation model have to be selected. Sections 4.4.1, 4.4.2 and 4.4.3 provide recommendations 

and guidelines for the selection of respectively the time for impedance calculation, the 

composition of the perturbation signal and the selection of the adequate simulation model. The 

procedure is depicted in Figure 4.6. 
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Figure 4.6 Procedure for identification of the perturbation signal and the impedance calculation time. 

 

 

4.4.1. IMPEDANCE CALCULATION TIME 

When determining the DFIG impedance using the perturbation method, three stages can be 

distinguished in the recorded time domain signal as shown in Figure 4.7. In stage I, the model 

initialises and no perturbation signal is injected. The duration of this stage depends on the 

start-up sequence of the DFIG simulation model. In the developed model, this stage lasts for 

less than one second. Stage II is characterised by the ramp up of the perturbation signal. 

Depending on the objective of the study, the perturbation frequency consists of either a single 

frequency perturbation or a perturbation based on white noise excitation. If the impedance is 

captured in stage II, an oscillatory behaviour will be observed in the impedance angle. This is 

caused by the fact that the perturbation signal and state variables are not yet settled in stage II, 

as well as due to cross coupling effects of non-characteristic harmonics caused by the 

perturbation signal. Stage III commences when the perturbation signal as well as the state 

variables are settled to a steady state value. The impedance should be captured in stage III. 
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Figure 4.7 Current measurement following a white noise perturbation (NCH=non-characteristic harmonics). 

 

The perturbation signal used for the measurement of the current in Figure 4.7 contains five 

subsynchronous frequencies, i.e. 𝝍 = [5, 10, 15, 20, 30 Hz]. As is observed, the perturbation 

signal is not injected in stage I. Stage II starts with the ramping up of the perturbation signal. 

The cross coupling of frequencies in stage II is observed by the presence of non-characteristic 

harmonics. Once the perturbation signal and state variables have reached steady state, stage III 

commences. 

To illustrate the influence of the time selected for capturing the DFIG impedance, two 

different timings are considered based on examining the time trajactory of the generator speed 

state variable, see Figure 4.8. Two timings are selected: 3 seconds (stage II) and 30 seconds 

(stage III). The impedance response is captured at both timings and is shown in Figure 4.9. As 

is shown, the impedance angle exhibits an oscillatory behaviour when the impedance is 

captured after 3 seconds. On the other hand, when the impedance response is determined after 

the state variable is settled, a stable response is obtained. In summary, necessary conditions for 

selecting adequate impedance calculation timings include steady state perturbation signals and 

state variables. 

 

 

Figure 4.8 Evolution of the generator speed state variable over time. 
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Figure 4.9 DFIG impedance response captured in stage II and stage III. 

 

 

4.4.2. PERTURBATION SIGNAL 

Due to the presence of non-linear elements in the DFIG and the AC grid, the magnitude of 

the perturbation signal should be modulated to ensure linear operating conditions. Under 

nominal conditions, the DFIG controller is designed to only respond to positive sequence 

quantities. Considering that the DFIG impedance is required for at least the sub synchronous 

frequency range, i.e. 1-49 Hz, the perturbation signal as defined in (4.3) consists of three 

variables for each of the frequencies of interest. These variables are the magnitude of the 

perturbation voltage (𝑉𝑝), the initial phase shift of the signal (𝜙) and the number of frequencies 

that are injected simultaneously (𝝍). Following the recommendations given in [11], 𝑉𝑝 is set to 

5% of the nominal voltage and 𝜙 is set to 0º. No recommendations were given for 𝑘. Therefore, 

the accuracy of the frequency scanning using 𝝍 frequencies is assessed next. The obtained 

DFIG impedance is compared when the perturbation signal contains 1, 2, 5 and 25 frequencies. 

The result is shown in Figure 4.10. The difference in the phase angle between 1 and 25 injected 

frequencies at e.g. 20 Hz is 30.4º. The corresponding difference between 1 and 2 and 1 and 5 

injected frequencies is respectively 4.7º and 4.3º. For further analysis throughout this work, the 

DFIG impedance is measured using a perturbation signal with 𝝍 = 5. This simplification is 

justified as the obtained DFIG impedance is only used for screening purposes. Detailed analysis 

will be performed with the detail DFIG EMT model that takes all non-linearities into account. 
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Figure 4.10 Impact of the number of frequencies in the white noise perturbation on the measured DFIG impedance. 

 

4.4.3. SIMULATION MODEL 

An average model of the converter can be used when a faster simulation time is desired, 

and when the focus of the simulation is not on the firing controls or on the effects of the higher 

harmonics produced by the power electronics converter. In the average model, the AC side is 

interfaced with voltage sources set to generate the three phase voltage references, while on the 

DC side a current is injected such that the power balance is preserved. As the damping is crucial 

for DFIG-SSR analysis, a ‘dummy’ resistance is added in the converter of the average model. 

The purpose of this resistance is to model the switching losses of the IGBTs. Its value is 

determined iteratively such that the losses of both models are identical. This resistance only 

provides an attempt to achieve the same level of damping provided by the switching losses in 

the full model. 

To evaluate the impact of the model simplification, the impedance responses of both models 

are obtained and shown in Figure 4.11. The impedance response of the average model can be 

considered close enough to the response of the detail model, with some deviations. These 

deviations can be attributed to: 

• The use of a static ‘dummy’ resistance, determined at the fundamental frequency. 

Increased model accuracy can be obtained when this resistance is frequency dependent. 

• The altered reactance of the average model due to the omission of the IGBTs. However, 

the influence of this altered reactance on the oscillation frequency is negligible. 

Considering the increased simulation speed and the negligible loss in accuracy, the average 

model is used for further screening analysis. The detail model will be used for validation 

purposes, as it contains more accurate damping characteristics. It is worth mentioning that the 

choice of the model does not influence the validity of the methods and frameworks designed in 

this thesis. 

Finally, to further decrease the required simulation time, simulations were performed using 

snapshots. Several comparisons of the average model impedance response obtained using 

snapshots and using standard initialisation were performed. These comparisons showed the 

exact same impedance responses, thereby justifying the use of the snapshots. 
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Figure 4.11 DFIG impedance response using the average and detail EMT model. 

 

 

4.4.4. CROSS COUPLING 

In the previously described small-signal analysis, the DFIG impedance is determined based 

on perturbation signals at different sub synchronous frequencies. In such an analysis, the current 

with the same frequency component as the perturbation voltage is extracted and the impedance 

at the corresponding frequency is calculated. This is performed for the frequency range of 

interest, i.e. 1-49 Hz for DFIG-SSR analysis. 

Non-characteristic harmonics are usually numerically insignificant and are ignored. 

However, under certain circumstances the non-characteristic harmonics may have to be 

considered. For a voltage perturbation with frequency 𝑓𝑝, asymmetric 𝑑𝑞-control introduces a 

coupled non-characteristic harmonic 𝑓𝑛𝑐, where the frequency coupling is governed according 

to 𝑓𝑝 + 𝑓𝑛𝑐 = 2𝑓0 [12]. In [12] it was concluded that the coupling resulting from the asymmetric 

𝑑𝑞-control causes the DFIG’s current response to a voltage perturbation at 𝑓𝑝 to be dependent 

on the grid impedance 𝑍𝑔𝑟𝑖𝑑. To account for the coupling, the DFIG impedance behaviour is 

described using the 2×2 matrix given in (4.4). 

 

𝑍𝐷𝐹𝐼𝐺 = [
𝑍𝐷𝐹𝐼𝐺(𝑓𝑝) 𝑍𝐷𝐹𝐼𝐺(𝑓𝑝 → 𝑓𝑛𝑐)

𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐 → 𝑓𝑝) 𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐)
] =

[
 
 
 
 
𝑉(𝑓𝑝)

𝐼(𝑓𝑝)

𝑉(𝑓𝑝)

𝐼(𝑓𝑛𝑐)

𝑉(𝑓𝑛𝑐)

𝐼(𝑓𝑝)

𝑉(𝑓𝑛𝑐)

𝐼(𝑓𝑛𝑐) ]
 
 
 
 

 (4.4)  

𝑍𝐷𝐹𝐼𝐺(𝑓𝑝): Impedance of DFIG at 𝑓𝑝 due to perturbation at 𝑓𝑝 

𝑍𝐷𝐹𝐼𝐺(𝑓𝑝 → 𝑓𝑛𝑐): Impedance of DFIG at 𝑓𝑛𝑐 due to perturbation at 𝑓𝑝 

𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐 → 𝑓𝑝): Impedance of DFIG at 𝑓𝑝 due to perturbation at 𝑓𝑛𝑐 

𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐): Impedance of DFIG at 𝑓𝑛𝑐 due to perturbation at 𝑓𝑛𝑐 

 

For balanced three phase grids the coupling between frequencies is absent and 𝑍𝑔𝑟𝑖𝑑 is 

defined as given by (4.5). 
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𝑍𝑔𝑟𝑖𝑑 = [
𝑍𝑔𝑟𝑖𝑑(𝑓𝑝) 0

0 𝑍𝑔𝑟𝑖𝑑(𝑓𝑛𝑐)
] (4.5)  

 

When using the perturbation analysis for the model shown in Figure 4.5, the voltage-current 

relation is obtained according to (4.6). 

 

[
𝑉(𝑓𝑝)

0
] = [

𝑍𝐷𝐹𝐼𝐺(𝑓𝑝) + 𝑍𝑔(𝑓𝑝) 𝑍𝐷𝐹𝐼𝐺(𝑓𝑝 → 𝑓𝑛𝑐)

𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐 → 𝑓𝑝) 𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐) + 𝑍𝑔(𝑓𝑛𝑐)
] [
𝐼(𝑓𝑝)

𝐼(𝑓𝑛𝑐)
] (4.6)  

 

Expressing 𝐼(𝑓𝑛𝑐) in terms of 𝐼(𝑓𝑝) and solving (4.6) for the system impedance 𝑍𝑆𝑌𝑆𝑇𝐸𝑀, 

where the system impedance is 𝑉(𝑓𝑝) 𝐼(𝑓𝑝)⁄ , equation (4.7) is obtained. 

 

𝑍𝑆𝑌𝑆𝑇𝐸𝑀(𝑓𝑝) = 𝑍𝑔𝑟𝑖𝑑(𝑓𝑝)⏟      
𝑔𝑟𝑖𝑑

+ 𝑍𝐷𝐹𝐼𝐺(𝑓𝑝) −
𝑍𝐷𝐹𝐼𝐺(𝑓𝑝 → 𝑓𝑛𝑐) ∙ 𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐 → 𝑓𝑝)

𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐) + 𝑍𝑔𝑟𝑖𝑑(𝑓𝑛𝑐)⏟                              
𝐷𝐹𝐼𝐺

 
(4.7)  

 

With 𝑉(𝑓𝑝) and 𝐼(𝑓𝑝) measured and 𝑍𝑔𝑟𝑖𝑑(𝑓𝑝) and 𝑍𝑔𝑟𝑖𝑑(𝑓𝑛𝑐) known, the equivalent 

impedance 𝑍𝐷𝐹𝐼𝐺̅̅ ̅̅ ̅̅ ̅(𝑓𝑝) of the DFIG at frequency 𝑓𝑝 is calculated as given in (4.8). 

 

𝑍𝐷𝐹𝐼𝐺̅̅ ̅̅ ̅̅ ̅(𝑓𝑝) = 𝑍𝐷𝐹𝐼𝐺(𝑓𝑝) −
𝑍𝐷𝐹𝐼𝐺(𝑓𝑝 → 𝑓𝑛𝑐) ∙ 𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐 → 𝑓𝑝)

𝑍𝐷𝐹𝐼𝐺(𝑓𝑛𝑐) + 𝑍𝑔𝑟𝑖𝑑(𝑓𝑛𝑐)
 (4.8)  

 

The calculation of the DFIG impedance in this thesis always takes the cross coupling into 

account according to (4.8). 

 

 

4.5. DETAILED ANALYSIS 

In the analysis of SSO phenomena, the screening step identifies those scenarios that 

potentially could lead to instability. These scenarios, defined in this thesis as those operating 

conditions with a phase margin lower than 10º, need to be thoroughly assessed using detailed 

analysis. Two main methods exist for performing detailed analysis of DFIG-SSR: eigenvalue 

analysis and EMT analysis. These are discussed next. 

 

 

4.5.1. EIGENVALUE ANALYSIS 

Eigenvalue analysis provides the damping and frequency of the oscillation modes at a given 

operating point. This method is based on a representation of both mechanical and electrical 

systems in one set of differential equations. The state matrix can be calculated by writing the 

linearised forms of these equations. Analysis of the eigenvalues of the state matrix provides 

information regarding the stability of the system [13]. A real eigenvalue corresponds to a non-

oscillatory mode, whereas a complex eigenvalue occurs in a conjugate pair and corresponds to 

an oscillatory mode. The real component of the complex eigenvalue gives the damping and the 



4.5. DETAILED ANALYSIS 75 

 

 

 

imaginary component gives the oscillation frequency. A negative real part signifies a stable 

mode (damped oscillation), whereas a positive real part represents an unstable mode (oscillation 

of increasing amplitude). The participation matrix, which combines the right and left 

eigenvectors of the state matrix, allows identifying the association between the state variables 

and the modes. The impact of converter parameters on the oscillation modes can be assessed 

by observing the loci of eigenvalues while parameters are changed. 

It should be kept in mind that the eigenvalue method is based on the assumption of a linear 

system behaviour. The results are only valid for small disturbances, as nonlinearities of the 

system are not included in the small-signal model. Switching devices are represented by 

approximated linear transfer function and the effect of the switching on the system behaviour 

is neglected. 

Compared to detailed time domain EMT simulations, the main advantages of the 

eigenvalue method are its ability to provide a holistic view of all oscillation modes of the system 

and to identify the source of and devices participating in these oscillations. As was discussed 

in Chapter 2, the eigenvalue method was used in [14] to demonstrate that the controllers of a 

DFIG do not participate in DFIG-SSR. On the other hand, one of the major drawbacks of the 

eigenvalue method is the need to have full access to otherwise proprietary data, such as 

converter control schemes and parameters of the DFIG. This is one of the main reasons why 

the use of the eigenvalue method is limited for practical applications. 

 

 

4.5.2. EMT ANALYSIS 

EMT analysis use step-by-step numerical integration to solve a set of differential equations. 

Unlike the eigenvalue method, EMT analysis can provide insights in the exact non-linear 

behaviour of the system, provided that the modelling is done adequately. An EMT model 

includes detailed models of machines, transformers, transmission lines and power electronic 

converters. The DFIG EMT model includes a detailed model of the generator, the turbine-

generator protection and converter control. The converter control is modelled in full detail and 

the final developed model can be exchanged with third parties as a black-box model without 

losing simulation accuracy, thereby protecting the intellectual property of the vendor. This is 

the main advantage over the eigenvalue method and the reason why EMT simulations are 

practical for interaction studies. 

However, a disadvantage of the EMT analysis is that it only provides time domain response 

results, which make it difficult to get insight in the mechanisms behind SSO phenomena. 

Another disadvantage is that EMT simulations are computationally expensive, where a single 

EMT simulation for large electrical systems can take several hours. 

 

In the subsequent Chapters, EMT analysis will be used as a tool for the detailed analysis, for 

the following two reasons. First, the fault ride through capability of the DFIG equipped with 

the developed mitigation solutions will be investigated. The eigenvalue method is based on 

small-signal disturbances and will not be able to capture the non-linearities. Second, the EMT 

model was already developed for screening purposes. As the mechanisms behind DFIG-SSR 

were already reported in [14], the added value in developing a small-signal model is limited. 
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4.6. GRID MODELS 

4.6.1. SINGLE MACHINE INFINITE BUS MODEL 

The mitigation solutions are initially developed using a single machine infinite bus (SMIB) 

model. This model, defined as the study model throughout this thesis, is depicted in Figure 4.12. 

The compensated transmission line has a compensation degree of 36%, which corresponds to a 

resonance frequency of 30 Hz. 
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Figure 4.12 Study model for DFIG-SSR mitigation. 

 

The impedance based stability method was used to obtain the impedance response of the 

study model and to analyse its stability. The impedance responses are obtained for the double 

circuit and radial operation of the DFIG and are shown in Figure 4.13. In radial operation, the 

uncompensated transmission line is switched off. In double circuit operation, the magnitude 

plots of the DFIG and the grid do not intersect and therefore there is no risk for DFIG-SSR. In 

radial operation, the magnitude plots intersect at approx. 10 Hz. The phase margin at this 

frequency is -17º, indicating a high risk for DFIG-SSR. The next step in the analysis would be 

to perform detailed EMT time domain simulations to confirm the presence of DFIG-SSR. 

 

 

Figure 4.13 Impedance responses of the study model for double circuit and radial operation. 
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4.6.2. IEEE 39-BUS SYSTEM 

The IEEE 39-bus system shown in Figure 4.14 is used to validate the developed mitigation 

solutions. The EMT model of the IEEE 39-bus system developed in [15] is modified to 

accommodate DFIG-SSR analysis. The following modifications are implemented: 

• The synchronous generator at bus 9 is replaced with a DFIG wind power plant. A 

machine multiplier component, denoted as ‘Σ’ in Figure 4.14, is used to scale up the 

DFIG and simulate a collection of machines; 

• A series capacitor is added to the existing transmission line between bus 9 and bus 29, 

where the compensation degree is variable; 

• Finally, the transmission line connecting buses 26 and 29 is modified to connect bus 9 

to bus 29, creating a double circuit connection between bus 9 and bus 29. With the 

uncompensated transmission line out of service, DFIG-SSR could occur. 

 

 

Figure 4.14 Modified IEEE 39-bus system. Components added to the system are in green; components removed are in red. 

 

 

4.7. CONCLUSIONS 

This Chapter presented the models and methodologies that are used for the analysis of 

DFIG-SSR and for the development of the mitigation solutions. The DFIG EMT model was 

developed in PSCAD and consists of an average model and a detail model. Furthermore, two 

grid models are developed to be used in the subsequent analysis. The study model is a single 

machine infinite bus system and is used for the investigation of DFIG-SSR and for the 
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development and assessment of mitigation solutions. The developed mitigation solutions are 

then validated on the second grid model, which is the IEEE 39-bus system. 

This Chapter also provided guidelines for the SSO analysis. The impedance based stability 

analysis is used to screen for DFIG-SSR risks. The source and load impedances are obtained 

using numerical simulations, where the impedance is calculated after state variables have 

reached a steady state. The perturbation signal consists of 5 frequencies, has a magnitude of 5% 

of the fundamental component and has 0º phase shift. As the perturbation signal introduces a 

cross coupling, the DFIG impedance will always take the cross coupling into account according 

to (4.8). Finally, the average model is used for development of mitigation solutions due to its 

faster simulation time. However, it has a lower phase angle in the frequency range up to 30 Hz. 

To account for this, mitigation solutions will be validated using the detailed model. 
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5. PHASE IMBALANCE COMPENSATION 

CONCEPT
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5.1. INTRODUCTION 

The classification of solutions proposed in Chapter 3 for mitigating DFIG-SSR identifies 

hardware solutions, solutions based on system level coordination, and control solutions. This 

Chapter focuses on the hardware solutions category. Fixed series compensation has 

traditionally been used to increase the transfer capacity of a transmission line in a cost effective 

manner. However, one of the major drawbacks of fixed series compensation is the risk for 

sub synchronous resonance. Fixed series compensation can be achieved through the classical 

series compensation concept or the phase imbalance compensation concept. In contrast to the 

classical series compensation concept, the phase imbalance concept implements an 

asymmetrical compensation throughout the three phases. This Chapter investigates if and under 

which conditions the latter can be used for mitigating DFIG-SSR. 

As discussed in Chapter 2.3.1, the DFIG-SSR phenomenon is a form of self-excitation and 

is similar to the induction generator effect. The resistance of the rotor to sub synchronous 

currents, as viewed from the armature, is negative for a design dependent frequency range. If 

the net resistance is negative, sub synchronous currents within this frequency range flowing 

into the armature will be amplified. This adverse interaction can be mitigated by increasing the 

damping (e.g. through modification of control parameters), or by weakening the rotating MMF 

produced by the sub synchronous currents in the armature. The phase imbalance compensation 

concept was initially proposed in [1] for mitigating classical SSR and works on the principle of 

weakening the rotating MMF. It can be implemented as a series or a parallel scheme. 

The published research on the phase imbalance compensation concept is limited. A 

theoretical case study is presented in [2], where the series phase imbalance concept was 

implemented to mitigate torsional interactions between a series capacitor compensated 

transmission line and the shaft system of a turbine-generator.

 
Parts of this Chapter are published in V. N. Sewdien, J. L. Rueda Torres, and M. A. M. M. van der Meijden, 

“Evaluation of Phase Imbalance Compensation for Mitigating DFIG-Series Capacitor Interaction,” Energies, vol. 

13, no. 17, p. 4512, 2020. 
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The radial transmission line had a compensation degree of 13%, which, in a system with a 

fundamental frequency of 50 Hz, corresponds to a resonance frequency of 18 Hz. The net 

damping of the transmission system and the turbine-generator at one of the electromechanical 

modes was negative, which resulted in torsional interactions. These interactions were mitigated 

by using series phase imbalance compensation in one of the three phases of the transmission 

line. Furthermore, time domain simulations showed that when the series imbalance 

compensation was implemented in two phases, it became less effective in mitigating the adverse 

interactions. The reason for this reduced effectiveness is explored in this Chapter. 

In the analysis presented in [3] the parallel phase imbalance concept was deployed in one 

phase to mitigate torsional interactions between a series compensated transmission line and the 

torsional masses of turbine-generators. The transmission line was compensated for 65%, 

corresponding to a resonance frequency of 40 Hz. The parallel imbalance compensation was 

achieved using a TCSC. The TCSC was further equipped with an SDC to damp out low 

frequency oscillations (1.2 Hz in this case). A similar analysis is reported in [4] for damping 

interarea oscillations of 0.78 Hz and 0.46 Hz. 

Finally, in [5] the series phase imbalance compensation scheme was implemented in two 

phases to mitigate DFIG-SSR. The transmission line was compensated for 50%. 

Although the aforementioned references have studied some implementation aspects of the 

series and parallel schemes of the phase imbalance compensation concept, research that 

methodically investigates the influence of the phase imbalance concept on the impedance 

behaviour of the grid as well as the resonance frequency of the overall system is lacking. The 

goal of this Chapter is to systematically and thoroughly investigate to which extent phase 

imbalance compensation is able to mitigate DFIG-SSR through weakening of the rotating 

MMF. To this end, two main research gaps are addressed in this Chapter. First, the influence of 

the series and parallel phase imbalance compensation on the resonance frequency will be 

investigated. The impact of deploying the imbalance compensation in one or two phases on the 

system’s stability will also be assessed. Second, it will be investigated under which conditions 

the series and parallel phase imbalance compensation concepts can be used to mitigate 

DFIG-SSR. 

Detailed simulations will be performed using the study model defined in Chapter 4 and 

shown again for convenience in Figure 5.1. The IEEE 39-bus system, including the 

modifications described in Chapter 4, is used for the purpose of validating the developed 

solution on a larger power system. 
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Figure 5.1 Study model for DFIG-SSR mitigation. 
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5.2. SERIES PHASE IMBALANCE COMPENSATION 

5.2.1. CONCEPT DESCRIPTION 

The series phase imbalance compensation (PIC) concept is shown in Figure 5.2. In this 

concept, the capacitor 𝐶 that is used to compensate the transmission line in the classical 

compensation concept is complemented by an additional inductor 𝐿𝐴 and an additional 

capacitor 𝐶𝐴. The series PIC can be implemented in one or two phases. The inductor 𝐿 is the 

inductance of the uncompensated transmission line. 

 

 

Figure 5.2 Overview of the classical and series phase imbalance compensation schemes. 

In the series PIC, the phase wide series compensation is implemented in such a way that 

the impedance of each phase at the fundamental frequency remains the same under both 

compensation schemes, i.e. 𝑍′(𝜔0) = 𝑍′′(𝜔0), where the prime symbol denotes quantities in 

the classical compensation scheme and the double prime symbol denotes quantities in the series 

PIC. In order to achieve this impedance requirement, assume phase 𝐴. The relation between 

capacitor 𝐶𝐴 and inductor 𝐿𝐴 is derived as follows. 

 

𝑍𝐴
′′(𝜔0) = 𝑍𝐴

′ (𝜔0) 

𝜔0(𝐿 + 𝐿𝐴) −
𝐶 + 𝐶𝐴
𝜔0𝐶𝐶𝐴

= 𝜔0𝐿 −
1

𝜔0𝐶
 

𝜔0
2𝐿𝐴 +

1

𝐶
=
𝐶 + 𝐶𝐴
𝐶𝐶𝐴

 ∴ 𝜔0
2𝐿𝐴 +

1

𝐶
=
1

𝐶
+
1

𝐶𝐴
 

(5.1)  

 

The same applies for phase 𝐶 and solving (5.1) for 𝜔0 ultimately leads to (5.2). This 

equation defines the relation between the additional inductance and capacitance for each phase 

with series PIC. For each phase, a single degree of freedom exists. 

 

𝜔0 = √
1
𝐿𝐴𝐶𝐴
⁄ = √1 𝐿𝐶𝐶𝐶

⁄  (5.2)  

 

The additional capacitors and inductors lead to an imbalanced compensation, and therefore 

the resonance frequency of each phase will be different. With series PIC deployed in phases 𝐴 

and 𝐶 (see Figure 5.2), 𝜔𝑟,𝐴
′′ ≠ 𝜔𝑟,𝐵

′′ ≠ 𝜔𝑟,𝐶
′′ . The resonance frequency is then defined as (5.3), 
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(5.4) and (5.5) for respectively phases 𝐴, 𝐵 and 𝐶. As no additional impedances are included in 

phase 𝐵, it should be noted that 𝜔𝑟,𝐵
′′ = 𝜔𝑟,𝐵

′ . 

 

𝜔𝑟,𝐴
′′ = √

1

𝐿𝑒𝑞,𝐴𝐶𝑒𝑞,𝐴
= √

1

(𝐿 + 𝐿𝐴)
𝐶𝐶𝐴
𝐶 + 𝐶𝐴

 

𝜔𝑟,𝐴
′′ = √

𝐶 + 𝐶𝐴
𝐶𝐶𝐴(𝐿 + 𝐿𝐴)

 

(5.3)  

 

𝜔𝑟,𝐵
′′ = 𝜔𝑟,𝐵

′ = √
1

𝐿𝐶
 (5.4)  

 

𝜔𝑟,𝐶
′′ = √

𝐶 + 𝐶𝐶
𝐶𝐶𝐶(𝐿 + 𝐿𝐶)

 (5.5)  

 

Figure 5.3 conceptually shows the vector and phasor diagrams of the phase impedances at 

sub synchronous frequency 𝜔𝑟,𝐵
′  for the classical as well as the series PIC concepts. In the 

classical compensation concept, the phase impedances are identical. At 𝜔𝑟,𝐵
′  these impedances 

are equal to the damping (Figure 5.3a) and result in a balanced phasor (Figure 5.3c). For the 

series PIC, the phase impedances at 𝜔𝑟,𝐵
′′  are different (Figure 5.3b), which lead to an 

unbalanced phasor (Figure 5.3c). 

 

Figure 5.3 Vector diagram of the phase impedances at sub synchronous frequency for (a) classical series compensation and (b) 

phase imbalance compensation. For both cases, the phasor diagram of the impedance is shown as well (c). At sub synchronous 

frequencies, the phases that are compensated using the imbalance concept have different impedances compared to the respective 

phases that use the classical compensation concept. 
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The unbalanced phase impedances create a non-uniformly distributed MMF at 𝜔𝑟,𝐵
′′ . This 

MMF is defined as given in (5.6). 

𝑀𝑀𝐹𝑡𝑜𝑡𝑎𝑙 =∑𝑀𝑀𝐹𝑖

𝐶

𝑖=𝐴

 

𝑀𝑀𝐹𝐴 = 𝐾𝐼𝐴 cos(𝜔𝑡) cos 𝜃 

𝑀𝑀𝐹𝐵 = 𝐾𝐼𝐵 cos(𝜔𝑡) cos 𝜃 

𝑀𝑀𝐹𝐶 = 𝐾𝐼𝐶 cos(𝜔𝑡) cos 𝜃 

(5.6)  

 

Without series compensation, 𝑀𝑀𝐹(𝜔𝑟,𝐵
′′ ) is zero. With the classical compensation, 

𝑀𝑀𝐹(𝜔𝑟,𝐵
′ ) in each phase is identical, as the maximum current 𝐼 in each phase is the same (due 

to the same 𝑍′ in each phase). On the other hand, for each phase that implements an 

asymmetrical compensation, 𝐼 is different depending on 𝑍′′, which in turn is a function of the 

degree of asymmetry in that respective phase. As such, the PIC is able to alter 𝑀𝑀𝐹(𝜔𝑟,𝐵
′′ ) at 

sub synchronous frequencies, and, therefore, potentially mitigate DFIG-SSR: the larger 𝑍′′, the 

smaller 𝐼 and the smaller 𝑀𝑀𝐹(𝜔𝑟,𝐵
′′ ). With decreasing 𝑀𝑀𝐹(𝜔𝑟,𝐵

′′ ), the resulting sub 

synchronous oscillations will be smaller. 

In the following, it is investigated to what extent the series PIC concept is able to eliminate 

DFIG-SSR. The impedance of the DFIG (see Chapter 4) plays a key role in this investigation. 

In order to gain an understanding of how the series PIC alters the resonance behaviour of the 

power system, an analytical, mathematical model is derived that describes the relation between 

the inductance and capacitance of the imbalanced phase and the corresponding resonance 

frequency. The starting point for this derivation is 𝜔𝑟,𝐵
′′ , as 𝜔𝑟,𝐵

′′ = 𝜔𝑟,𝐵
′ . Assume phase 𝐴. If 

𝜔𝑟,𝐴
′′  differs from 𝜔𝑟,𝐵

′′  by Δ𝜔𝑟, then the relation between 𝜔𝑟,𝐴
′′  and 𝜔𝑟,𝐵

′′  is given by (5.7). 

 

𝜔𝑟,𝐴
′′ = 𝜔𝑟,𝐵

′′ + Δ𝜔𝑟 = 𝜔𝑟,𝐵
′ + Δ𝜔𝑟 = √

𝐶 + 𝐶𝐴
𝐶𝐶𝐴(𝐿 + 𝐿𝐴)

 (5.7)  

 

Substituting (5.2) in (5.7) yields (5.8). 

 

𝜔𝑟,𝐵
′ + Δ𝜔𝑟 = √

𝐶 + 𝐶𝐴

𝐶𝐶𝐴𝐿 +
𝐶
𝜔0

2

 ∴  𝜔𝑟,𝐵
′ 2

+ 2Δ𝜔𝑟𝜔𝑟,𝐵
′ + Δ𝜔𝑟

2 =
𝐶 + 𝐶𝐴

𝐶𝐶𝐴𝐿 +
𝐶
𝜔0

2

 (5.8)  

 

Solving (5.8) for 𝐶𝐴 results in (5.9). 

 

𝐶𝐴 = 𝐶 [(
𝜔𝑟,𝐵
′ + Δ𝜔𝑟
𝜔0

)

2

− 1]
1

1 − 𝐿𝐶(𝜔𝑟,𝐵
′ + Δ𝜔𝑟)

2 (5.9)  

 

Substituting 𝐿𝐶 =
1

𝜔𝑟,𝐵
′ 2 in (5.9) gives (5.10). 
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𝐶𝐴 = 𝐶 [(
𝜔𝑟,𝐵
′ + Δ𝜔𝑟
𝜔0

)

2

− 1]
1

1 − (
𝜔𝑟,𝐵
′ + Δ𝜔𝑟
𝜔𝑟,𝐵
′ )

2 
(5.10)  

 

Finally, solving (5.10) results in (5.11). 

 

𝐶𝐴(Δ𝜔𝑟) = 𝐶

[
 
 
 
 

(𝜔𝑟,𝐵
′ + Δ𝜔𝑟)

2

𝜔0
2 − (

𝜔0(𝜔𝑟,𝐵
′ + Δ𝜔𝑟)

𝜔𝑟,𝐵
′ )

2 −
1

1 − (
𝜔𝑟,𝐵
′ + Δ𝜔𝑟
𝜔𝑟,𝐵
′ )

2

]
 
 
 
 

 (5.11)  

 

The relation between 𝐶𝐴, Δ𝜔𝑟 and 𝑘 is derived by substituting 𝜔𝑟 = √𝑘𝜔02 in (5.11), 

which ultimately results in (5.12). 

 

𝐶𝐴(𝑘, Δ𝜔𝑟) = 𝐶

[
 
 
 
 
 

(√𝑘𝜔0
2 + Δ𝜔𝑟)

2

𝜔0
2 − (

𝜔0(√𝑘𝜔0
2 + Δ𝜔𝑟)

√𝑘𝜔0
2

)

2 −
1

1 − (
√𝑘𝜔0

2 + Δ𝜔𝑟

√𝑘𝜔0
2

)

2

]
 
 
 
 
 

 (5.12)  

 

The degree of asymmetry 𝑄 for phase 𝐴 is then defined as given in (5.13). The same relation 

holds for phase 𝐶. 

 

𝑄(𝑘, Δ𝜔𝑟) =
𝐶𝐴(𝑘, Δ𝜔𝑟)

𝐶
 

 

𝑄(𝑘, Δ𝜔𝑟) =
(√𝑘𝜔0

2 + Δ𝜔𝑟)
2

𝜔0
2 − (

𝜔0(√𝑘𝜔0
2 + Δ𝜔𝑟)

√𝑘𝜔0
2

)

2 −
1

1 − (
√𝑘𝜔0

2 + Δ𝜔𝑟

√𝑘𝜔0
2

)

2  
(5.13)  

 

Figure 5.4 graphically illustrates (5.13) and shows the degree of asymmetry 𝑄 required to 

achieve different compensation levels 𝑘 and different values of Δ𝑓𝑟. As 𝑄, which is always 

positive, results in an additional series capacitor, the resonance frequency 𝑓𝑟 will always 

increase: Δ𝑓𝑟 is always positive and it is therefore not possible to reduce the resonance 

frequency below 𝜔𝑟,𝐵
′′  using the series PIC scheme. Furthermore, for any given 𝑘, Δ𝑓𝑟 is 

inversely proportional to 𝑄. 

From Figure 5.4 it is also observed that an imposed Δ𝑓𝑟 in the series PIC can be achieved 

by modifying either 𝑘 or 𝑄 in the design phase. For fixed 𝑄, modification of 𝑘 (which is a 

quantity at 𝑓0) results in an altered active power transfer limit and altered Δ𝑓𝑟. For fixed 𝑘, 

modification of 𝑄 results only in an altered sub synchronous behaviour (i.e. altered Δ𝑓𝑟), as 

𝑍′′(𝜔0) = 𝑍′(𝜔0) should be respected for each value of 𝑄. 
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Figure 5.4 Influence of 𝑘 and ∆𝑓𝑟 on the required degree of asymmetry 𝑄. 

 

 

5.2.2. SERIES PIC EVALUATION FOR DFIG-SSR MITIGATION 

To investigate the effectiveness of the series PIC scheme in mitigating DFIG-SSR, the 

study model as described in Chapter 4 and shown in Figure 5.1 is used. In this model, the 

resonance frequency 𝑓𝑟 is arbitrarily set to 30 Hz (𝑘=36%). 

Prior to evaluating the effectiveness of the series PIC in mitigating DFIG-SSR, its influence 

on the impedance characteristic of the transmission line in the study model is assessed. To this 

end, low 𝑄 values are chosen as their effect on the impedance characteristic is more pronounced. 

The results of this assessment are shown in Figure 5.5. In Figure 5.5a phase 𝐴 is equipped with 

the one phase series PIC and the phase 𝐴 impedances under 0.1, 0.25, and 0.5 degrees of 

asymmetry are shown. It is observed that higher 𝑄 values indeed decrease Δ𝑓𝑟, which is in line 

with (5.13) and the findings from Figure 5.4. In Figure 5.5b the series PIC is implemented in 

phases 𝐴 and 𝐶 with 𝑄𝐴 and 𝑄𝐶 respectively 0.2 and 0.5. Substituting these values in (5.13) 

results in Δ𝑓𝑟 of 14 Hz and 10 Hz for respectively phase 𝐴 and phase 𝐶. The same results are 

achieved using the perturbation method based frequency scanning and are shown in Figure 5.5b. 

 

     
(a)                (b) 

Figure 5.5 Influence of the degree of asymmetry 𝑄 on the resonance frequency as seen from the point of common coupling. (a) 

one phase series PIC in phase 𝐴; (b) two phase series PIC in phases 𝐴 and 𝐶. 
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When the DFIG is added to the transmission system, the impedance of the overall system 

is changed, following which the actual 𝑓𝑟 will be different from 30 Hz. Connecting the DFIG 

to the classical series compensated transmission line results in a resonance frequency of the 

overall system of 10 Hz, denoted as 𝑓𝑟,𝑐𝑙𝑎𝑠𝑠𝑖𝑐𝑎𝑙 in Figure 5.6. The inductances of the 

transformers and the DFIG machine, the inductance and shunt capacitance of the inverter filter, 

and the controller parameters are the reasons for the reduction in 𝑓𝑟. When phase 𝐴 is 

compensated using series PIC with 𝑄=0.5, 𝑓𝑟 increases to 13 Hz and is denoted as 𝑓𝑟,𝑠𝑒𝑟𝑖𝑒𝑠 𝑃𝐼𝐶 

in Figure 5.6. 

 

 

Figure 5.6 Positive sequence impedance and resonance frequency of the overall system using classical compensation and series 

PIC. The series PIC is implemented in phase 𝐴 with 𝑄 of 0.5. 

To identify degrees of asymmetry capable of mitigating DFIG-SSR, two sets of 

optimisations were performed. In the first optimisation, the imbalance compensation was only 

implemented in phase 𝐴. The objective function of this optimisation is given by (5.14), where 

parameter 𝜂 represents the oscillation energy and is introduced to monitor the performance of 

the optimisation. In the second optimisation, the imbalance compensation was implemented in 

phases 𝐴 and 𝐶. The objective function is given by (5.15). In both cases, the starting time 𝑡1 is 

set at a time when the state variables have reached steady state, similar to Chapter 4.3.1. An 

optimisation is chosen over a brute force approach, as the former can quickly and efficiently 

search through wide parameter ranges. 

 

minimise 𝜂 =  ∫ (𝑃𝑟𝑒𝑓(𝑡) − 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑡)𝑄𝐴)
2
𝑑𝑡

𝑡1+3

𝑡1

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 0.01 < 𝑄𝐴 < 100 

(5.14)  
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minimise 𝜂 =  ∫ (𝑃𝑟𝑒𝑓(𝑡) − 𝑃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑(𝑡)𝒙)
2
𝑑𝑡

𝑡1+3

𝑡1

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  

𝒙𝒎𝒊𝒏 ≤ 𝒙 ≤ 𝒙𝒎𝒂𝒙 

where 

𝒙 = [𝑄𝐴, 𝑄𝐶] 

0.01 < 𝑄𝐴, 𝑄𝐶 < 100 

(5.15)  

 

Based on extensive empirical analysis (as will be shown in Chapter 6 for controller tuning 

of the rectifier), it was found that DFIG-SSR can be considered mitigated when 𝜂 is smaller 

than 0.07, as this represents a case with negligible oscillation energy. The empirical method for 

determining a threshold is also used in screening methods for DDSSO, e.g. unit interaction 

factor [6] and radiality factor [7]. 

 Figure 5.7 illustrates a successful case where DFIG-SSR is mitigated and shows the 

response of the DFIG to a fault before and after tuning of the rectifier parameters†. After one 

second a switching action caused a radial connection of the DFIG with the series capacitor, 

resulting in DFIG-SSR for the case without tuning. The value of parameter 𝜂, in this case, is 

0.01. As a reference, 𝜂=0.215 under the classical series compensation scheme 

 

 

Figure 5.7 Successful rectifier controller tuning (𝜂 = 0.01). 

The optimisation results are given in Figure 5.8a for the one phase PIC and in Figure 5.8b 

for the two phase PIC. 

 

 
† Rectifier tuning is extensively discussed in Chapter 6. 
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(a)             (b) 

Figure 5.8 Optimisation of 𝑄 with the goal to mitigate DFIG-SSR. Imbalance compensation is applied in (a) one phase and (b) 

two phases. 

 

In none of the optimisations 𝜂 converged to a value smaller than 0.07 and consequently no 

adequate degree of asymmetry capable of mitigating DFIG-SSR was identified. Even more so, 

for the investigated DFIG, the series PIC consistently performed either the same as or worse 

than the classical series compensation scheme. This is concluded by observing the phase 

margins in Figure 5.9. For all the considered cases, the phase margin decreases even further 

compared to the classical compensation scheme. 

 

 

Figure 5.9 Positive sequence impedance of DFIG and compensated transmission line. The transmission line is compensated 

using the classical and series PIC concepts. 

Two other conclusions can be drawn from Figure 5.9. First, independent of whether the 

series PIC is implemented in one or two phases, a smaller 𝑄 results in larger Δ𝑓𝑟. Considering 

the impedance of the DFIG, such an increase reduces the phase margin and consequently further 

deteriorates the stability. Second, independent of 𝑄, series PIC implemented in 2 phases 
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consistently results in a larger Δ𝑓𝑟 compared to one phase series PIC. Again, considering the 

impedance of the DFIG, larger Δ𝑓𝑟 leads to reducing phase margins. 

Another way to assess the influence of 𝑄 on DFIG-SSR in more detail, is to observe how 

the 𝑀𝑀𝐹 at 𝑓𝑟, 𝑀𝑀𝐹(𝑓𝑟), develops with changes in 𝑄. Using (5.6), 𝑀𝑀𝐹(𝑓𝑟) can be observed 

by observing the peak current 𝐼: the higher 𝐼, the stronger 𝑀𝑀𝐹(𝑓𝑟) and the larger the resulting 

𝜂, i.e. the poorer the capability for mitigating DFIG-SSR. Different levels of asymmetry in 

phase 𝐴 were evaluated. Table 5.1 provides the resonance frequency and maximum phase 

current 𝐼𝐴 for each of these 𝑄𝐴. For comparison purposes, the results from the classical 

compensation scheme are included as well. Two observations can be made. First, it is confirmed 

again that 𝑓𝑟 increases with 𝑄, which is in line with (5.13). Detailed time domain EMT 

simulations for the classical and series phase imbalance concepts are shown in Figure 5.10, 

showing that the series PIC indeed increases the frequency of the observed resonance. Second, 

with decreasing 𝑄𝐴 (i.e. increasing 𝑓𝑟), 𝐼𝐴 increases, implying that with smaller degrees of 

asymmetry, 𝑀𝑀𝐹(𝑓𝑟) gets larger. This 𝑄𝐴-𝐼-𝑀𝑀𝐹(𝑓𝑟) relation explains why 𝜂 is relatively 

large for small values of 𝑄𝐴 and small for larger values of 𝑄𝐴. 

 
Table 5.1 Maximum current at 𝑓𝑟 for phase 𝐴  

for different levels of asymmetry 𝑄. 

𝑸𝑨 
𝒇𝒓,𝑨 

(Hz) 

�̂�𝒇𝒓,𝑨 

(kA) 

0.1 20 0.383 

0.2 16 0.368 

0.5 14 0.279 

2.5 13 0.231 

5.0 12 0.226 

classical compensation 10 0.214 

 

 

Figure 5.10 Detailed time domain EMT simulations for series PIC. (a) classical compensation, (b) one phase series PIC with 

𝑄 of 0.5 and (c) two phase series PIC with 𝑄 of 0.5. 
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Finally, to explain why 𝐼 is increasing as 𝑄𝐴 decreases, it is necessary to investigate the 

damping characteristic of the DFIG. Using the perturbation based dynamic frequency scan (see 

Chapter 4.4), the damping of the DFIG was estimated at wind speeds 6 m/s (i.e. below nominal 

wind speed), 10 m/s (i.e. at nominal wind speed) and 20 m/s (i.e. above nominal wind speed). 

The results are shown in Figure 5.11, leading to the following two conclusions. First, 

considering 𝑓𝑟 of 10 Hz, any Δ𝑓𝑟 achieved by means of series imbalance compensation where 

𝑓𝑟
′′ remains in the negative resistance region, will deteriorate the damping provided by the 

DFIG. To achieve an 𝑓𝑟
′′ outside the negative resistance region requires 𝑄 values which are not 

economical for practical applications. The negative resistance region, defined as the sub 

synchronous frequency range where the DFIG’s damping is negative, is given in Table 5.2 for 

different wind speeds. Second, for the same 𝑄, the damping worsens with decreasing wind 

speeds. This is related to the slip, as was discussed in Chapter 2.3.1. Therefore, the design of a 

mitigation solution based on the PIC needs to be validated across operating conditions with all 

possible expected wind speeds. 

 

 

Figure 5.11 DFIG damping under different wind speed conditions. 

Table 5.2 Negative resistance region of DFIG 

under different wind speed conditions. 

Wind speed 

(m/s) 

𝒇𝒎𝒊𝒏 

(Hz) 

𝒇𝒎𝒂𝒙 

(Hz) 

5 6 41 

6 7 41 

7 7 42 

8 8 42 

9 8 43 

10 8 43 

15 10 43 

 

The analysis conducted so far focused on the capability of the series PIC to mitigate 

DFIG-SSR. The analytical model developed for the series PIC enabled to understand how the 

resonance frequency of the compensated line varies for different degrees of asymmetry. Taking 

the DFIG impedance and the study model into account, it is concluded that neither the one 

phase nor the two phase series PIC can mitigate DFIG-SSR. It was found that the shift in 

resonance frequency is always positive, independent of the degree asymmetry. Furthermore, 

the change in resonance frequency was found to be inversely proportional to the degree of 
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asymmetry. Finally, the resulting increase in resonance frequency is larger when the series PIC 

is implemented in two phases. As the negative resistance of the DFIG becomes more negative 

with an increase in the resonance frequency, it can be concluded that as long as the resonance 

frequency resulting from the series PIC is within the negative resistance region of the DFIG, 

the stability of the system decreases even further compared to when classical compensation is 

used. The deterioration of the stability is more pronounced when the series PIC is deployed in 

two phases. 

 

The next Section will investigate the capability of the parallel PIC in mitigating DFIG-SSR. 

 

 

5.3. PARALLEL PHASE IMBALANCE COMPENSATION 

5.3.1.  CONCEPT DESCRIPTION 

The parallel scheme is the second type of PIC and is illustrated in Figure 5.12. In this 

scheme, the capacitor 𝐶 of the classical compensation concept is divided in 𝐶1 and 𝐶2, where 

𝐶, 𝐶1, and 𝐶2 are governed by 𝐶 =
𝐶1𝐶2

𝐶1+𝐶2
. 

 

 

Figure 5.12 Series and parallel phase imbalance compensation schemes. 

In line with the impedance requirement imposed on the series PIC, the parallel PIC should 

also ensure that the impedance of all three phases at 50 Hz is identical. Considering the parallel 

PIC as implemented in Figure 5.12, the impedance requirement is translated to 𝑋𝐴
′′(𝜔0) =

𝑋𝐵
′ (𝜔0). The equivalent reactance 𝑋𝑒𝑞,1(𝜔0) of the parallel resonance circuit of phase 𝐴 is 

defined as given in (5.16). 

 

𝑋𝐶,𝑒𝑞(𝜔0) = −
1

𝜔0(𝐶𝐴 + 𝐶1)

𝑋𝐿,𝐴(𝜔0) = 𝜔0𝐿𝐴

𝑋𝑒𝑞,1 =
𝑋𝐿,𝐴𝑋𝐶,𝑒𝑞
𝑋𝐿,𝐴 + 𝑋𝐶,𝑒𝑞 }

 
 

 
 

⇒ 𝑋𝑒𝑞,1(𝜔0) =
𝜔0𝐿𝐴

−1
𝜔0(𝐶𝐴 + 𝐶1)

𝜔0𝐿𝐴 −
1

𝜔0(𝐶𝐴 + 𝐶1)

 

                                                                                 =
−𝐿𝐴

𝜔0𝐿𝐴(𝐶𝐴 + 𝐶1) −
1
𝜔0

 

(5.16)  
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The total reactance 𝑋𝐴
′′(𝜔0) of phase 𝐴 is given by (5.17). 

 

𝑋𝐴
′′(𝜔0) = 𝑋𝑒𝑞,1(𝜔0) −

1

𝜔0𝐶2
+𝜔0𝐿 = 𝜔0𝐿 −

1

𝜔0𝐶2
−

𝐿𝐴

𝜔0𝐿𝐴(𝐶𝐴 + 𝐶1) −
1
𝜔0

 
(5.17)  

The impedance requirement 𝑋𝐴
′′(𝜔0) = 𝑋𝐵

′′(𝜔0) leads to (5.18). 

 

𝜔0𝐿 −
1

𝜔0𝐶2
−

𝐿𝐴

𝜔0𝐿𝐴(𝐶𝐴 + 𝐶1) −
1
𝜔0

= 𝜔0𝐿 −
1

𝜔0𝐶
 

𝐿𝐴

𝜔0𝐿𝐴(𝐶𝐴 + 𝐶1) −
1
𝜔0

=
1

𝜔0𝐶
−

1

𝜔0𝐶2
 

𝐿𝐴

𝐿𝐴(𝐶𝐴 + 𝐶1) −
1
𝜔0

2

=
𝐶2 − 𝐶

𝐶𝐶2
 

(5.18)  

 

Solving (5.18) for 𝐿𝐴 leads to (5.19). Next, solving (5.19) for 𝜔02 leads to (5.20). 

 

𝐿𝐴 =
𝐶2 − 𝐶

𝐶𝐶2
𝐿𝐴(𝐶𝐴 + 𝐶1) −

𝐶2 − 𝐶

𝐶𝐶2

1

𝜔0
2
 (5.19)  

 

1

𝜔0
2
= 𝐿𝐴𝐶𝐴 + 𝐿𝐴𝐶1 − 𝐿𝐴

𝐶2𝐶

𝐶2 − 𝐶
 (5.20)  

 

𝐶 =
𝐶1𝐶2
𝐶1 + 𝐶2

 ∴  𝐶1 =
𝐶2𝐶

𝐶2 − 𝐶
 (5.21)  

 

Substituting 𝐶1 as defined by (5.21) into (5.20), gives (5.22). It is worth noting that the 

impedance requirement results in the same 𝐿𝐴-𝐶𝐴 relation for the series and parallel schemes. 

In contrast to the series PIC, each phase now has two degrees of freedom, namely 𝐶1/𝐶2 and 

𝐶𝐴/𝐶1. 

 

𝜔0 = √
1
𝐿𝐴𝐶𝐴
⁄  (5.22)  

 

The impedance of phase 𝐴 with classical compensation, series PIC, and parallel PIC is 

shown in Figure 5.13. In line with the previous simulations, 𝑘 in the classical compensation 

scheme is chosen to produce a series resonance at 30 Hz. The series PIC is implemented in one 

phase with a 𝑄-value (𝐶𝐴/𝐶) of 0.5. The parallel PIC is also implemented in one phase, with 

𝐶1/𝐶2 and 𝑄 (𝐶𝐴/𝐶1) of 0.5. This figure indeed illustrates that the impedance at 𝜔0 is the same 

for all three compensation concepts and that the steady state behaviour at 𝜔0 is identical for the 

aforementioned compensation concepts. 
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Figure 5.13 Impedance of phase 𝐴 compensated using the classical and series and parallel phase imbalance concepts. 

The parallel PIC concept is a combination of parallel and series resonance schemes and 

creates multiple resonance frequencies. In bode plots, a series resonance is observed at the 

frequency where the magnitude curve dips and the phase curve crosses zero with a positive 

slope. Likewise, a parallel resonance occurs at the frequency where the magnitude curve peaks 

and the phase curve crosses zero with a negative slope. For the parallel PIC described above, 

one parallel resonance at 29 Hz and two series resonances at 14 Hz and 37 Hz are identified in 

the sub synchronous frequency range. 

The next Section will evaluate for several parallel PIC schemes their capability to mitigate 

DFIG-SSR. 

 

 

5.3.2. PARALLEL PIC EVALUATION FOR DFIG-SSR MITIGATION 

The impedance based stability method is used next to screen for potential DFIG-SSR risks. 

The frequencies 𝑓𝑟 at which the magnitude curves of the DFIG and the transmission grid 

intersect can potentially lead to DFIG-SSR. When the phase margin at these frequencies is 

negative, DFIG-SSR will occur. The phase margin is a measure to quantify the system’s 

stability, where the larger the phase margin, the more stable the system will be. 

The positive sequence impedances of the DFIG and the transmission grid are shown in 

Figure 5.14. The grid impedance is shown for compensation using the classical and the one 

phase series and parallel compensation schemes and is identical to Figure 5.13. A number of 

observations can be made. First, when the grid is compensated using the classical compensation 

concept, the overall system has a resonance at approx. 10 Hz, denoted as 𝑓𝑟,𝑐𝑙𝑎𝑠𝑠𝑖𝑐𝑎𝑙 in the figure. 

Second, when series PIC is used for the compensation, the resonance frequency of the overall 

system increases to approx. 13 Hz, denoted as 𝑓𝑟,𝑠𝑒𝑟𝑖𝑒𝑠 𝑃𝐼𝐶. The phase margin also reduces from 

-17º using classical compensation to -34º using series PIC, implying that the latter is more 

unstable than the former. These observations are in line with the conclusions of Section 5.2.2. 

Finally, for the considered parallel PIC scheme (i.e. 
𝐶1

𝐶2
=

𝐶𝐴

𝐶1
=

1

2
), the impedance based stability 
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analysis identified one series resonance and one parallel resonance in the overall system. The 

series resonance, denoted as 𝑓𝑟,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑃𝐼𝐶 1, occurs at 9 Hz and has a phase margin of -10º. The 

parallel resonance is denoted as 𝑓𝑟,𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 𝑃𝐼𝐶 2 and occurs at 29 Hz. The corresponding phase 

margin is -88º. 

 

 

Figure 5.14 Positive sequence impedance of DFIG and compensated grid. 

All of the identified resonances are unstable as their phase margins are negative. Detailed 

analysis using time domain EMT simulations confirm this. Figure 5.15 shows the instantaneous 

three phase current waveforms and the accompanying harmonic spectrum for series 

compensation using the classical, series PIC, and parallel PIC concepts. The resonance 

frequencies identified using the impedance based stability analysis match the resonance 

frequencies observed using the detailed EMT simulations. For the parallel PIC, both the series 

and parallel resonances are observed. The series resonances introduce an additional frequency 

component in the super synchronous frequency range. This coupling frequency occurs due to 

the asymmetry in the 𝑑𝑞 coordinate control and equals 2𝑓0 − 𝑓𝑟. 
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Figure 5.15 Measured instantaneous current and its harmonic spectrum. (a) classical compensation, (b) one phase series PIC 

and (c) one phase parallel PIC. 

The previous analysis focused on the performance comparison of the classical and series 

and parallel PIC compensation concepts. The next analysis aims at identifying the influence of 

the ratios 𝐶𝐴/𝐶1 and 𝐶1/𝐶2 in the parallel PIC on the impedance behaviour of the grid and how 

they interact with the DFIG impedance. To this end, screening studies are performed using 

𝐶𝐴/𝐶1-ratios of 0.25, 0.5, 1, and 2 and 𝐶1/𝐶2-ratios of 0.5, 1, and 2. The screening results are 

depicted in Figure 5.16 and show that for all the investigated cases, a series resonance of approx. 

9 Hz may exist in the overall system. Furthermore, the frequency of the parallel resonance in 

the compensated grid is mainly influenced by the 𝐶𝐴/𝐶1 ratio, whereas its magnitude is mainly 

affected by 𝐶1/𝐶2. Finally, apart from the series resonance at 9 Hz, the screening revealed a 

total of three parallel resonances as given in Table 5.3. 

Table 5.3 Identified parallel resonances. 

𝒇𝒓 (Hz) 𝑪𝑨/𝑪𝟏 𝑪𝟏/𝑪𝟐 

22 0.25 0.5 

29 0.5 0.5 

29 0.5 1.0 
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Figure 5.16 DFIG-SSR screening results for different parallel PIC cases. 
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Figure 5.17 looks more detailed into the series resonance and it is found that for all the 

analysed cases, the phase margin is between -10º and -17º, indicating instability. The figure 

also shows that the 𝐶1/𝐶2-ratio has a larger impact on the overall system’s resonance frequency 

than the 𝐶𝐴/𝐶1-ratio. Furthermore, stability will only be achieved when the overall system’s 

resonance frequency is lower than 8 Hz, as the corresponding phase margin is 0º. Lowering the 

𝐶1/𝐶2-ratio could move the resonance frequency to a value lower than 8 Hz. As decreasing 

𝐶1/𝐶2 increases the magnitude of the parallel resonance (see Figure 5.16), the 𝐶𝐴/𝐶1-ratio is 

fixed at 2.0 for further analysis (𝐶𝐴/𝐶1-ratio of 2.0 has the largest difference between the 

impedance magnitudes of the grid and DFIG at the parallel resonance and therefore the lowest 

risk for creating a parallel resonance with decreasing ratios of 𝐶1/𝐶2). Reducing the 𝐶1/𝐶2-ratio 

even further, the series resonance frequency remains around 9 Hz. As indicated in Figure 5.18, 

the phase margin increases from -17º under 𝐶1/𝐶2-ratio 2 to approx. -6.5º under 𝐶1/𝐶2-ratio 

0.001. For comparison purposes, the impedance for the case 𝐶1/𝐶2 0.001, 𝐶𝐴/𝐶1 0.25 is also 

provided. In this case, the phase margin increases further to -4º, whereas an unstable resonance 

appears at 23 Hz with a phase margin of approx. -68º. Therefore, it is concluded that the one 

phase parallel PIC is not able to sufficiently damp the 9 Hz series resonance. 

 

Figure 5.19 provides a more detailed overview of the three parallel resonances that were 

identified in Figure 5.16. These resonances occur at the following frequencies: 

• 22 Hz for 𝐶𝐴/𝐶1 of 0.25 and 𝐶1/𝐶2 of 0.5; 

• 29 Hz for 𝐶𝐴/𝐶1 of 0.5 and 𝐶1/𝐶2 of 0.5; 

• 29 Hz for 𝐶𝐴/𝐶1 of 0.5 and 𝐶1/𝐶2 of 1.0. 

When analysing the phase margins, it is found that only the resonance at 22 Hz has a 

positive phase margin (115o), and therefore is stable. Both resonances at 29 Hz have a negative 

phase margin and are unstable. This is confirmed by detailed time domain EMT simulations 

performed for all the twelve combinations of 𝐶𝐴/𝐶1 and 𝐶1/𝐶2 shown in Figure 5.16. The 

instantaneous three phase current waveforms and the accompanying harmonic spectra are 

shown in Figure 5.20, Figure 5.21 and Figure 5.22. 
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Figure 5.17 DFIG-SSR screening results for series resonance. 
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Figure 5.18 DFIG-SSR screening results for 𝐶𝐴/𝐶1-ratio 2 under varying 𝐶1/𝐶2-ratios. 
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Figure 5.19 DFIG-SSR screening results for parallel resonances. 
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Figure 5.20 Detailed time domain EMT simulations for one phase parallel PIC with 𝐶1/𝐶2-ratio of 2. 

 

Figure 5.21 Detailed time domain EMT simulations for parallel PIC with 𝐶1/𝐶2-ratio of 1. 
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Figure 5.22 Detailed time domain EMT simulations for parallel PIC with 𝐶1/𝐶2-ratio of 0.5. 

The analysis performed so far shows that with a compensation degree of 36%, neither the 

series phase imbalance compensation concept nor the one phase parallel phase imbalance 

compensation concept were able to mitigate DFIG-SSR. The series PIC concept always resulted 

in an increase of the overall system’s resonance frequency  Taking into account the damping 

profile of the DFIG (Figure 5.11), such an increase worsens the damping characteristic of the 

overall system and therefore further deteriorates the stability. The one phase parallel PIC 

concept on the other hand is able to decrease the overall system’s series resonance frequency, 

albeit that this decrease is marginal. Under all the investigated cases this resonance remains 

unstable. The parallel PIC further introduces a parallel resonance in the frequency range 

between 20 and 30 Hz. It was shown that depending on the ratios of 𝐶1/𝐶2 and 𝐶𝐴/𝐶1 the 

parallel resonance can be stable. 

Further analysis revealed that the series resonance frequency of the overall system is mainly 

determined by the DFIG’s impedance and the grid’s degree of compensation. This series 

resonance will be stable if the phase margin is positive, which occurs at a frequency smaller 

than 8 Hz (see Figure 5.17). To illustrate the influence of the various compensation concepts 

on DFIG-SSR, for each compensation concept the compensation degree resulting in a series 

resonance of 7 Hz is sought. This is carried out for 𝐶1/𝐶2 of 1 and 𝐶𝐴/𝐶1 of 2 in case of the 

parallel PIC and for 𝐶𝐴/𝐶 of 2 in case of the series PIC. Under these circumstances, 

compensation degrees in excess of those identified will result in resonance frequencies with 

negative phase margins, and will therefore be unstable. 

Figure 5.23 shows for each of the compensation concepts the compensation degree 

resulting in marginal stability. The active power transfers associated with the identified 

compensation degrees are indicated as well. Taking into account the impedance profile of the 

DFIG and the study model, two main conclusions can be drawn from this figure. First, 

compared to the classical compensation concept, the series PIC concept has a worse 
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performance, where the two phase series PIC is less stable than the one phase series PIC. 

Second, the parallel PIC has a better performance than the classical compensation, where the 

best performance is achieved for the two phase parallel PIC. This essentially means that where 

DFIG-SSR would limit 𝑘 to 15% for classical compensation, the two phase parallel PIC enables 

compensation up to 25%. The associated active power transfer increases from 1.17 per unit to 

1.34 per unit. Detailed time domain EMT simulations confirm the stability of the identified 

degrees of compensation, as is shown in Figure 5.24. 

 

 

Figure 5.23 Compensation degrees for different series compensation concepts leading to marginal stability of the system with 

the average DFIG model shown in Figure 5.1. The classical compensation case using the detailed DFIG model is included. 

With the identified marginal stability cases, it becomes clear that the parallel PIC can 

mitigate DFIG-SSR when the required compensation is below the compensation degree 

resulting in marginal stability. In Figure 5.25 time domain EMT results are shown for a grid 

with 19% compensation. In line with the results from Figure 5.23, the classical compensation 

concept is unstable, whereas the two phase parallel PIC scheme shows a stable response. 
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Figure 5.24 Phase 𝐶 instantaneous currents for compensation degrees resulting in marginal stability. 

 

 

Figure 5.25 Phase 𝐶 instantaneous currents for 19 % compensation using the classical as well as two phase parallel PIC 

compensation. 
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The analysis conducted for the parallel PIC showed that, in contrast to the series PIC, the 

resonance frequency can be reduced. This reduction is more pronounced when the parallel PIC 

is deployed in two phases. Based on the identification of marginal stability cases of the study 

model, it is concluded that the parallel PIC has a positive impact on mitigating DFIG-SSR. 

Furthermore, the two phase parallel PIC has a superior performance compared to the one phase 

parallel PIC. 

 

 

5.4. SYSTEM STRENGTH ASSESSMENT 

The analysis performed so far considered a fixed system strength, which is approximated 

by the equivalent inductance as seen from the PCC in the study model. The larger this 

inductance, the lower the system strength. For several system strength conditions, the 

DFIG-SSR assessment is shown in Figure 5.26. The goal was to assess how the stability of the 

overall system changes with varying system strength conditions. The series compensation is 

achieved through classical series compensation with 𝑘=28% (marginal stability case for 

𝐿=0.01 H). For constant 𝑘 and decreasing system strength, 𝑓𝑟 increases, while the phase margin 

decreases.  

 

 

Figure 5.26 DFIG-SSR screening results for different system strength conditions. Series compensation is achieved through 

classical compensation with 𝑘=28%. 

 

The degrees of compensation 𝑘 leading to marginal stability of the different system strength 

cases are shown in Figure 5.27. To avoid DFIG-SSR, the maximum allowed 𝑘 should be 

reduced with decreasing system strength. Similar analyses were conducted for the different PIC 

schemes. For all the schemes, it was found that the compensation degree leading to marginal 

stability decreases with reducing system strength. This is shown in Figure 5.28. 
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Figure 5.27 DFIG-SSR screening results for marginal stability under different system strength conditions. Series compensation 

is achieved using the classical compensation concept. 

 

 

Figure 5.28 Compensation degrees for different series compensation concepts leading to marginal stability under different 

system strength conditions. 

 

 

5.5. AVERAGE VERSUS DETAIL DFIG EMT MODEL 

The evaluation performed so far was carried out using the average DFIG EMT simulation 

model. This Section evaluates how the modelling details of the DFIG influences the stability of 

the DFIG-SSR mode. To this extent, the impedance responses of the classical compensated grid 

and the average and detail DFIG EMT simulation models are obtained and depicted in Figure 

5.29. 



5.5. AVERAGE VERSUS DETAIL DFIG EMT MODEL 109 

 

 

 

 

 

Figure 5.29 DFIG-SSR assessment for classical series compensation using the average and detail DFIG EMT simulation model. 

Although the resonance frequency remains 10 Hz, independent of the DFIG model, the 

phase margin at this frequency is 18º lower when using the detail DFIG EMT model. This 

means that mitigation measures designed with the detail model will need to be more stringent 

compared to when the average model is used. This is confirmed in the process of identifying 

and comparing the marginal stability using the detail DFIG EMT model (𝑘=10%) and the 

average model (𝑘=15.1%). Figure 5.30 shows the time domain EMT simulation results using 

the detail DFIG EMT simulation model. It shows that the average DFIG model overestimates 

the phase margin, which is in line with the discussions in Chapter 4.3.3. 

 

 

Figure 5.30 Phase 𝐶 instantaneous currents for classical compensation using the detail DFIG model. (a) k=36 %; (b) 15.1 %; 

(c) 10%. 
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5.6. METHODOLOGY FOR PIC EVALUATION 

5.6.1. DESCRIPTION OF METHODOLOGY 

Based on the investigation steps so far, a methodology for evaluating PIC as a DFIG-SSR 

mitigation solution is developed and is depicted in Figure 5.31. The process starts with the 

screening studies, which require the impedances of the DFIG and the grid for a wide range of 

topological conditions. Using the impedance based stability analysis, the risk for DFIG-SSR is 

investigated. When the magnitude plots intersect in the sub synchronous frequency range, there 

is a potential risk for DFIG-SSR. If the minimum phase margin at this frequency is larger than 

10º, the risk is low and the analysis can be stopped. Phase margins lower than 10º pose a realistic 

risk for DFIG-SSR and would require detailed analysis and, if DFIG-SSR is observed, 

mitigation solutions. The 10º threshold is chosen based on industrial practices, but it can be any 

positive value at which the system operator feels confident. At this stage, different PIC schemes 

are evaluated using similar analysis as performed in Sections 5.2 and 5.3. When the resulting 

phase margin is larger than a predefined threshold, the most effective PIC can be selected and 

validated. This new threshold can be different from 10º and depends on the likelihood that 

DFIG-SSR occurs when the PIC scheme is used. If the phase margin remains lower than this 

threshold, the PIC schemes are not able to mitigate DFIG-SSR and other solutions as discussed 

in Chapter 3 need to be investigated. At this stage, the PIC evaluation is concluded. 

 

 

Figure 5.31 Methodology for DFIG-SSR mitigation using phase imbalance compensation. 
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5.6.2. DFIG-SSR MITIGATION IN IEEE 39 BUS SYSTEM 

The methodology described in Section 5.6.1 is now used in the IEEE 39-bus system to 

mitigate DFIG-SSR. The first step consists of performing the screening studies. The DFIG 

impedance is obtained using the perturbation method described in Chapter 4. Following the 

practical guidelines for DFIG-SSR studies by ERCOT, the grid impedance is obtained for 

several grid topological conditions up to 𝑁-5 [8]. For several of these topologies, the impedance 

responses of the DFIG and the grid intersect at approx. 12 Hz. The specific 𝑁-5 grid topology 

shown in Figure 5.32 results in a phase margin of -3º, which is below the 10º threshold, 

indicating a high DFIG-SSR risk. This case is investigated in more detail. 

 

 

Figure 5.32 Identification of a 𝑁-5 grid topology resulting in DFIG-SSR. 

 

Detailed time domain EMT simulations confirm the presence of DFIG-SSR as is shown in 

Figure 5.34. In the next stage, the series and parallel PIC schemes are evaluated and their 

capability to mitigate the observed DFIG-SSR is assessed. Figure 5.33 shows the impedance 

responses of the DFIG (in red) and the IEEE 39-bus system under classical compensation 

(black) and under series (in green) and parallel (in blue) PIC configurations for different degrees 

of asymmetry. It is observed that the series PIC increases and the parallel PIC decreases the 

resonance frequency, confirming the findings of Sections 5.2 and 5.3. 

The two phase parallel PIC with 𝐶1 𝐶2⁄ = 𝐶𝐴 𝐶1⁄ = 0.5 increases the phase margin to +28º. 

The detailed time domain EMT simulations of Figure 5.34 show the final validation and 

illustrate the effective mitigation of DFIG-SSR using these degrees of asymmetry. 
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Figure 5.33 Impedance responses of DFIG (red) and the IEEE 39 bus system. The black curves represent the response of the 

𝑁-5 grid using classical compensation. Green and blue curves represent respectively series and parallel PIC. 

 

 

Figure 5.34 Phase 𝐴 instantaneous currents for the 𝑁-5 topology in the IEEE 39-bus system. 
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5.7. MITIGATING TORSIONAL SSR WITH PIC 

As was discussed in Section 5.2.2, the series PIC was not able to mitigate DFIG-SSR, as 

the resulting shift in 𝑓𝑟 deteriorates the electrical damping even further. However, in [1] it was 

shown that the series PIC scheme successfully mitigated torsional SSR. The capability of the 

series PIC scheme to mitigate torsional SSR is explained next. 

For a wind power plant in China, torsional interaction (SSR) analyses were performed. 

Using the complex torque coefficient method, electrical damping coefficients under different 

wind power output levels were calculated. These are shown in Figure 5.35 [9]. 

 

 

Figure 5.35 Electrical damping coefficients under different wind generation levels [9]. 

The possibility of a torsional interaction with 𝑓𝑟 of 31 Hz was identified. At this frequency, 

the damping coefficients were negative. Compared to the DFIG damping (Figure 5.11), the 

negative resistance region in Figure 5.35 is limited to a 4 Hz interval. The negative resistance 

region of the DFIG was identified for different wind power output levels (i.e. different wind 

speeds), which varied from approx. 10-43 Hz for high wind speeds to 6-41 Hz for low wind 

speeds. The negative resistance region in Figure 5.35 is 29-33 Hz. Increasing 𝑓𝑟 in this case 

with as little as 2 Hz would result in positive damping and eliminate the adverse torsional SSR 

interaction. The series PIC is capable of achieving this shift in 𝑓𝑟 and therefore could be a 

potential solution for mitigating the torsional SSR interaction. In this specific example, an 

UPFC was considered as a mitigation solution. 

In another example, SSR analysis was carried out to investigate the torsional characteristics 

of the Hanul nuclear power plant in Japan [10]. Increased probability of torsional interaction 

between the turbine-generator and a fixed series capacitor was identified, where depending on 

the operating condition, 𝑓𝑟 ranged between 35 and 39 Hz. A 2-5 Hz shift in 𝑓𝑟 would result in 

positive damping and therefore eliminate the adverse torsional interactions. Here as well, the 

series PIC could be one of the potential solutions to achieve this. To mitigate the torsional 

interactions in this example, a TCSC was evaluated as a mitigation solution. 
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As a comparison, to mitigate DFIG-SSR using the series scheme a 30 Hz increase in the 

resonance frequency would be required. 

 

 

5.8. CONCLUSIONS 

The goal of this Chapter was to evaluate to which extent the phase imbalance compensation 

concept, as an alternative for classical compensation, could mitigate DFIG-SSR. The phase 

imbalance concept can be implemented as a series or parallel scheme in one or two phases of 

the transmission line. 

The series PIC scheme consists of a series resonance circuit. For this scheme, an analytical 

model was developed and validated using time domain EMT simulations. This model enabled 

to understand how the resonance frequency of the compensated transmission line varies for 

different degrees of asymmetry. An index in the form of the oscillation energy was developed 

to quantify the intensity of DFIG-SSR. This index was then used to evaluate the stability of the 

overall system under different levels of asymmetry. To prevent biased conclusions, 

optimisations of the degree of asymmetry were performed with the goal of minimising the 

oscillation energy. The results showed that independent of the degree of asymmetry, the shift 

in resonance frequency that is introduced by the series scheme is always positive and that the 

shift is inversely proportional to the degree of asymmetry. Finally, the resulting increase in the 

resonance frequency is larger when the series scheme is implemented in two phases instead of 

one phase. 

As the negative resistance of the DFIG becomes more negative with an increase in the 

resonance frequency, it is concluded that as long as this increased resonance frequency resulting 

from the series scheme remains within the negative resistance region of the DFIG, the stability 

of the system decreases even further, compared to when classical compensation is used. The 

deterioration of the stability is even more pronounced when the series scheme is deployed in 

two phases. For the DFIG impedance and the study model with 𝑘=36%, it is therefore concluded 

that neither the one phase nor the two phase series PIC can mitigate DFIG-SSR. 

The parallel scheme on the other hand is a hybrid compensation concept consisting of a 

series and parallel resonance circuit. As a result, the compensated line introduces multiple series 

and parallel resonance frequencies. The analysis conducted for the parallel scheme showed that 

in contrast to the series scheme, the lower series resonance frequency can be reduced. This 

reduction is more pronounced when the parallel scheme is deployed in two phases instead of 

one phase. The resonance circuits of the parallel scheme can be tuned in such a way that the 

lowest resonance frequency occurs outside the DFIG’s negative resistance region  This tuning 

requires special attention to ensure that the parallel resonance is also mitigated. A methodology 

was developed using the obtained insights to effectively design the PIC concept for mitigating 

DFIG-SSR and was implemented on the IEEE 39-bus system. 

Based on the identification of compensation degrees leading to marginal stability of the 

study model, it is concluded that the parallel scheme has a positive impact on mitigating 

DFIG-SSR. Furthermore, the two phase parallel scheme has a superior performance compared 

to the one phase parallel scheme. The influence of the system strength on DFIG-SSR was also 
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investigated. It was found that independent of the compensation concept, decreasing system 

strength reduces the compensation degree required for marginal stability. 

Finally, a comprehensive reasoning was provided for why the PIC can mitigate torsional 

SSR. Compared to a DFIG, a conventional synchronous machine’s negative resistance region 

in the sub synchronous frequency range is small. With adequate degrees of asymmetry, the 

resonance frequency can either be increased using the series scheme or decreased using the 

parallel scheme to a frequency outside the negative resistance region, and thereby successfully 

mitigating the adverse interactions. 

With the hardware solution covered in this Chapter, the next Chapter will focus on the 

design of a system level coordination based mitigation solution for DFIG-SSR. 
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6.1. INTRODUCTION 

The mitigation solutions to address DFIG-SSR were categorised in Chapter 3 in hardware 

solutions, solutions based on system level coordination and control solutions. In the previous 

Chapter a method was designed to mitigate DFIG-SSR using the phase imbalance 

compensation concept. 

This Chapter introduces the design framework of a DFGI-SSR mitigation solution based 

on system level coordination. The solution is a prediction based gain scheduling control which 

addresses the drawbacks of existing adaptive control solutions. These drawbacks are 

summarised in Section 6.1.2 and include among others the need for a priori knowledge of 

operating conditions and the need for a wide area measurement system. As will be explained in 

Section 6.2, the proposed gain scheduling solution consists of a gain identification and 

scheduling module, a prediction module, and a real-time operation module. The gain 

identification module is discussed in Section 6.3. Section 6.4 presents the development of a 

lookup table as well as its validation. Finally, Section 6.5 concludes this Chapter. 

Adaptive and predictive control are rather niche concepts for system operations and are 

introduced first. 

 

 

6.1.1. TENNET’S CONTROL ROOM OF THE FUTURE PROGRAM 

The Dutch-German transmission system operator TenneT recently started the Control 

Room of the Future program, aiming to develop concepts and methodologies required to operate 

the power system of the future. This future is characterised by a major shift in the role of the 

control room operator, in which the operator will be supervising instead of operating the power 

system. Within this program, several methodologies and technologies will be developed to 

monitor and, where possible, mitigate operational challenges. The maturity trend of each of 

these methodologies and technologies are defined using six key pillars: Data, Software, 

Hardware, Decision Support, Output and Training and Testing (Figure 6.1).
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Figure 6.1 Generalised high-level overview of the stage breakdown of the pillars of TenneT’s control room of the future 

program. Predictive control is perceived as an advanced operational method to ensure operational security [1]. 

 

In safety critical environments the trend for technologies and methodologies is to move 

from manual to automatic to smart, then predictive and finally autonomous control. Automatic 

control is already well established in today’s power system. An example of automatic control 

is the primary control used to arrest the frequency after a disturbance. Predictive control is 

perceived as a more advanced concept, where control actions are scheduled prior to system 

changes or disturbances. As such, a necessary requirement for predictive control is that it should 

be adaptive. Some examples of adaptive controls are given next. 

 

 

6.1.2. EXAMPLES OF ADAPTIVE CONTROL 

To mitigate SSCI-CGI, an adaptive control strategy was proposed in [2]. In this strategy, 

an additional proportional controller with gain 𝐾 (indicated in orange in Figure 6.2) was 

introduced in the q-axis outer loop control of the inverter. 

 

K

 

Figure 6.2 Adaptive control proposed in [2]. Control block in orange is adaptive. 
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To effectively mitigate SSCI-CGI, 𝐾 is required to be low for weak grid conditions (as 

explained in Chapter 2.4.1). A constant low gain, however, would compromise the performance 

at high grid strength conditions. Therefore, the adaptive control strategy proposed in [2] 

recommends that the gain 𝐾 is scheduled based on the grid strength. The Automated Stability 

Phasor-based Algorithm System (ASPAS) is a method to determine the grid strength online and 

is already implemented in the power system of Spain [3], [4]. ASPAS provides the system 

operator with real-time information about topology and network conditions and acts on the 

control of the LCC HVDC link that connects Mallorca to the Spanish mainland. The ASPAS 

actions successfully mitigates LCC commutation failures and unstable oscillatory behaviour. 

Whereas ASPAS was used to determine the grid strength of the onshore power system, an 

online measurement concept for determining offshore wind power plant impedance is proposed 

in [5]. Using the obtained impedance characteristic of the offshore system, adaptive controls 

are designed for the control of an HVDC converter that guarantees stable operation in the face 

of variable network configurations and wind power plant operating conditions. The concept 

was developed to tackle subsynchronous as well as supersynchronous control interactions 

between a converter and a weak grid. 

To achieve an optimised performance of the inverter of a full converter wind turbine 

generator during large load changes, the DC-link voltage control was designed as an adaptive 

controller in [6]. In this control, the proportional gain of the DC-link voltage control was 

scheduled according to the error between the reference and measured DC-link voltage. A 

threshold was defined below which the gains were fixed. Above this threshold, the gains were 

varied according to the polarity of the voltage error, where a positive voltage error led to the 

acceleration of the wind turbine and a negative error resulted in deceleration. 

To cope with SSCI-CGI due to high power transfers in weak grids, an advanced vector 

control strategy based on a gain scheduling approach is proposed for a VSC HVDC in [7]. This 

control strategy was obtained by introducing four additional decoupling gains in the inverter’s 

outer control loop. The values for these gains were determined for each possible operating 

condition using a tuning algorithm. Eigenvalue analysis showed that all poles remained in the 

left half plane when the active power was gradually increased in a very weak grid (SCR<1), 

implying a stable control. 

In Chapter 3 the research gaps and drawbacks in existing adaptive control philosophies 

were identified. These include (i) the necessity to have in advance knowledge of the wind speed 

and grid damping for correct operation of the adaptive control, (ii) the need for a wide area 

measurement system and (iii) validation that the adaptive characteristic of the multiple-model 

adaptive control does not result in small-signal instability. The developed prediction based gain 

scheduling control introduced in Section 6.2 addresses these issues. It solves the need for 

a priori knowledge of wind speeds through forecasting. The wide area measurement system is 

not needed in the developed solution, as the gains are determined for the worst 𝑁-5 operating 

condition. Finally, small disturbances such as changing wind speeds and periodic variations in 

the converter controller parameters could trigger instability. The proposed validation procedure 

ensures that the adaptive behaviour of the developed control does not lead to small-signal 

instability. 
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6.2. PROPOSED SYSTEM LEVEL SOLUTION 

The system level solution that is developed in this work is a prediction based gain 

scheduling control (PGSC) and consists of three modules. The first module is the gain 

identification and scheduling module; the second module contains a prediction algorithm to 

forecast the scheduling variables; the last module is the real-time operation module. An 

overview of the processes and time frames associated with each module is depicted in Figure 

6.3. 

As was shown in Chapter 5, the wind speed has a determining influence on the occurrence 

of DFIG-SSR, where the influence of lower wind speeds is more pronounced. At low wind 

speeds, the damping of the DFIG as seen from the PCC is negative at subsynchronous 

frequencies. Due to this negative damping, subsynchronous currents will be undamped and 

potentially harm the wind power plant. The developed solution forecasts the wind speed for 

near real-time operational time frames (Module 2). The forecasted wind speed is then used to 

determine the value of some controller gains. The selected gains are then scheduled in the 

DFIG’s control. The values of the gains are determined using extensive offline EMT simulation 

based optimisations (Module 1). Finally, in real-time operation the actual wind speed is fed to 

the simulation model. In this situation, the DFIG’s gains are scheduled using the forecasted 

wind speed, while the DFIG will observe the actual wind speed. As such, the performance of 

the proposed prediction based gain scheduling control heavily depends on the accuracy of the 

prediction algorithm. 

 

 

Figure 6.3 Overview of prediction based gain scheduling control for DFIG-SSR mitigation. 

 

 

6.2.1. MODULE 1: GAIN IDENTIFICATION AND SCHEDULING 

In the proposed gain scheduling solution, the values of the gains are selected from a lookup 

table. The lookup table consists of different gains for selected controller parameters and 

operating conditions and is populated using extensive offline EMT simulation based 

optimisations. The operating conditions considered here encompass different wind speeds. 

First, the relevant controller parameters are identified using sensitivity analysis (Section 6.3). 
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The impedance based stability analysis method is used to evaluate the sensitivity analysis: 

controller parameters that influence the impedance characteristic of the DFIG are selected for 

the lookup table. Furthermore, relevant guidelines are provided to perform such simulations. 

Next, for the parameters selected through the sensitivity and impedance based stability 

analyses, multiple optimisations are performed to identify parameter values that mitigate 

DFIG-SSR under different wind speed conditions. The parameters and their associated values 

for each wind speed make up the lookup table (Section 6.4). 

The forecasted wind speed provided by Module 2 is used to select the gains associated with 

that wind speed. These gains are then deployed on the DFIG. A retuning of the parameters is 

only necessary when planned outages lead to phase margins lower than the most critical 𝑁-5 

contingency. 

 

 

6.2.2. MODULE 2: PREDICTION ALGORITHM 

When analysing the time series of the observed wind speeds, it was found that the difference 

in wind speed between two consecutive time instances could reach 15 m/s, as is shown for a 

twelve hour period in Figure 6.4. If these wind speed differences cross the cut-in or cut-off wind 

speeds, the simulation model showed instable behaviour when the associated gains were 

changed abruptly. After several trial and error simulations, it was found that when the gains 

were ramped over a time window of maximum 46.5 seconds, the simulation model was stable. 

To account for the time needed for ramping, a prediction algorithm is developed that 

forecasts the wind speed. The forecast attribute gives ample time to implement the required 

ramp for each scheduling action and is therefore essential in the developed solution. In 

Module 2 a forecasting algorithm is developed in Python version 3.7.1 [9], where the 

algorithm’s parameters are determined based on how they influence the forecast accuracy of 

the forecast model. The forecast model is built using an artificial neural network (ANN) and is 

schematically shown in Figure 6.5. 
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Figure 6.4 Observed and forecasted wind speeds for twelve hours. Red shaded areas represent the cut-in and cut-off wind speed regions. Black ellipses highlight the time instances at which the 

EMT model was instable due to high wind speed changes for consecutive time instances. 
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Figure 6.5 General architecture of an artificial neural network. 

 

As the PGSC’s performance directly depends on the accuracy of the forecast model, 

Chapter 7 develops and optimises a feedforward ANN based forecast model. The development 

of the model and optimisation of its parameters consist of three main steps. First, the combined 

influence of the input data, batch size, number of neurons and hidden layers, and the training 

data on the forecast accuracy is investigated for forecast horizons of 5, 15, 30 and 60 minutes. 

Next, the optimiser and loss function leading to the most accurate forecasts are identified. 

Finally, it is investigated if the most accurate optimiser-loss function combination is influenced 

by the choice of the performance metric. With the aim of ensuring robustness of the achieved 

results, the abovementioned investigations are performed using data of twelve different wind 

power plants. 

 

 

6.2.3. MODULE 3: REAL-TIME OPERATION 

With the gains associated to the forecasted wind speed, the DFIG is subjected to the actual, 

observed wind speed in the real-time operation module. For each time instant, an EMT 

simulation is performed to validate whether DFIG-SSR is indeed mitigated or not. In each EMT 

simulation a disturbance leads to the radial connection of the DFIG with the series capacitor. 

For convenience, the study model on which the analyses will be performed is shown again in 

Figure 6.6. The performance of the PGSC is deemed adequate when it is able to successfully 

mitigate DFIG-SSR. The assessment is performed using five years of wind speed data. 

Chapter 8 describes the performance of the PGSC and presents some practical considerations 

with regards to the proposed solution. 
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Figure 6.6 Study model for development of DFIG-SSR mitigation solutions. 

 

Next, the development of the gain identification and scheduling module is presented. 

 

 

6.3. GAIN IDENTIFICATION 

In the proposed gain scheduling solution, the lookup table is an offline populated table 

consisting of different values for predefined controller parameters and operating conditions. 

The operating conditions considered here encompass different wind speeds. The goal of this 

Section is to present the method developed to populate such a lookup table. The different 

controller parameters that will be adaptive, are identified using one factor at a time sensitivity 

analysis (explained in more detail further down in this Section). 

The influence of some controller parameters on DFIG-SSR was already investigated in 

existing literature and is summarised in Table 6.1. The considered parameters can be grouped 

in four classes: system characteristics, inverter-PLL parameters and rectifier and inverter 

parameters. The rectifier and inverter parameters are according to the double loop control 

structure shown in Chapter 3.2.1 and repeated for convenience in respectively Figure 6.7 and 

Figure 6.8. 

 

 

Figure 6.7 Generic rectifier control of a DFIG. 
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Figure 6.8 Generic inverter control of a DFIG. 

 

As was shown in Figure 5.11, lower wind speeds deteriorate the stability of the DFIG-SSR 

mode. This is observed by the lower damping. The phase margin at 10 Hz reduces from +20º 

at wind speed 20 m/s to -38º at wind speed 6 m/s. This relation between the wind speed and the 

stability was also found in [10]. The impact of the grid strength on DFIG-SSR was shown in 

Figure 5.26. Under a fixed compensation degree, a decrease in grid strength (i.e. increase in 

equivalent line inductance) increases the resonance frequency in the overall system. The 

increasing resonance frequency decreases the phase margin, ergo decreasing grid strength 

reduces the stability. This is also in line with [10]. Finally, eigenvalue analysis performed in 

[11] showed that with increasing number of online wind turbine generators the real part of the 

eigenvalue related to the DFIG-SSR mode increases, implying that increasing wind turbine 

generators decreases the stability. 

The influence of the rectifier PI parameters 𝐾𝑝,𝑑𝑅 and 𝐾𝑝𝑃,𝑃𝐶𝐶 on DFIG-SSR are reported 

in respectively [11] and [12]. For both cases, the stability of the DFIG-SSR mode is inversely 

proportional to these proportional gains. The influence of other parameters is not reported. 

According to [12], the inverter’s double loop control PI parameters do not influence DFIF-SSR. 

Finally, the PI parameters of the inverter PLL are analysed in [10] and it was concluded that 

the stability is enhanced when the PLL’s proportional gain is reduced, whereas the influence of 

the integral gain was only marginal. 

As is visible from Table 6.1, it is not yet clear how each rectifier parameter influences the 

stability of the DFIG-SSR mode. This information is needed for selecting the parameters for 

the gain scheduling solution. To get insight in the parameters’ influence, the one-factor-at-a-

time sensitivity analysis (OFAT-SA) method is used. In this method, each time the value of a 

single parameter is increased by 10% and the changes in the resonance frequency and associated 

phase margin are recorded. The OFAT-SA is conducted for all rectifier and inverter (including 

PLL) parameters shown in Table 6.1. The results are then compared with the base case to reveal 

the sensitivities of the parameters. The impedance based stability analysis described in 
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Chapter 4.3 is a well suited technique for OFAT-SA [13] and will be used in the sensitivity 

analysis. 

 
Table 6.1 Parameter influence on DFIG-SSR and SSCI. 

Class Parameter DFIG-SSR SSCI 

System 

characteristics 

Wind speed Decrease results in less stability [10] Decrease results in less stability [14] 

Grid strength Decrease results in less stability [10] Decrease results in less stability [14]–[19] 

# turbines Decrease results in more stability [11] Decrease results in more stability [16] 

Rectifier 

parameters 

𝐾𝑝,𝑑𝑅 Decrease results in more stability [11] 

As the DC bus decouples the rectifier and 

the inverter, the rectifier has insignificant 

participation in the adverse interactions 

with the grid [14], [18] 

𝑇𝑖,𝑑𝑅 research gap 

𝐾𝑝,𝑞𝑅 research gap 

𝑇𝑖,𝑞𝑅 research gap 

𝐾𝑝𝑃,𝑃𝐶𝐶 Decrease results in more stability [12] 

𝑇𝑖𝑃,𝑃𝐶𝐶 research gap 

𝐾𝑝𝑄,𝑃𝐶𝐶 research gap 

𝑇𝑖𝑄,𝑃𝐶𝐶 research gap 

Inverter-PLL 

parameters 

𝐾𝑝,𝑃𝐿𝐿 Decrease results in more stability [10] Under weak grid conditions a decrease 

results in more stability [17], [18], [20] 

𝑇𝑖,𝑃𝐿𝐿 No influence on stability [10] Decrease results in minor stability 

increase [20]. Also, an increase increases 

the oscillation frequency [20], [21] 

Inverter 

parameters 

𝐾𝑝,𝑑𝑆 

The inverter has insignificant 

influence on DFIG-SSR [12] 

Decrease results in less stability [16], [20] 

and lower resonance frequencies [14] 

𝑇𝑖,𝑑𝑆 Increase results in more stability [14]  

𝐾𝑝,𝑞𝑆 research gap 

𝑇𝑖,𝑞𝑆 Increase results in more stability [16] 

𝐾𝑝,𝑑𝑐 Increase results in less stability [14] and 

lower resonance frequencies [16] 

𝑇𝑖,𝑑𝑐 research gap 

𝐾𝑝,𝑄 research gap 

𝑇𝑖,𝑄 research gap 

 

The obtained impedance responses showing the OFAT-SA results for the inverter are 

shown in Figure 6.9, where it is observed that 10% changes in inverter parameters have a 

negligible impact on the DFIG’s impedance, i.e. the resonance frequency and associated phase 

margin do not change for different inverter parameter variations. Also, with varying PLL 

parameters, the phase margin of the DFIG remains unchanged, showing that the observed 

interaction is indeed DFIG-SSR and not SSCI-CGI. 
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Figure 6.9 Impedance response of the grid and DFIG under inverter parameter variations. 

 

The OFAT-SA results for the rectifier are shown in Figure 6.10. It shows that although the 

resonance frequency remains unchanged at 10 Hz, the rectifier parameters do influence the 

phase margin. 

 

 

Figure 6.10 Impedance response of grid and DFIG under rectifier parameter variations. 

 

Further examination revealed that all rectifier DLC parameters influence the phase margin 

at 10 Hz as shown in Figure 6.11. From these, the following six rectifier control parameters 

changed the phase margin with more than 1º and will be used for the gain scheduling module: 

• d-axis proportional gain of the inner control 𝐾𝑝,𝑑𝑅; 

• q-axis proportional gain of the inner control 𝐾𝑝,𝑞𝑅; 

• q-axis integral time constant of the inner control 𝑇𝑖,𝑞𝑅; 

• d-axis integral time constant of the outer control 𝑇𝑖𝑃,𝑃𝐶𝐶; 

• q-axis proportional gain of the outer control 𝐾𝑝𝑄,𝑃𝐶𝐶, and 

• q-axis integral time constant of the outer control 𝑇𝑖𝑄,𝑃𝐶𝐶. 
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Figure 6.11 Influence of 10% increase in rectifier parameters on the phase margin at 10 Hz. Negative phase margins imply 

deterioration of stability. Positive phase margins imply enhancement of stability. 

 

These six parameters are combined in the vector 𝒙 and multiple optimisations will be performed 

in the next Section with the goal to identify parameter values that mitigate DFIG-SSR for 

different wind speeds. 

 

 

6.4. DEVELOPMENT OF LOOKUP TABLE 

6.4.1. OPTIMISATION 

The parameter tuning is formulated as a single objective bound constrained optimisation 

problem. The goal of the optimisation is to minimise the oscillation energy defined by (6.1). 

The genetic algorithm [22] is deemed to be a suitable solver for such optimisation problems 

and was also used in [23]–[26] to tune converter parameters and to determine parameters of 

damping controllers. The settings of the genetic algorithm are given in Table 6.2 and were 

adopted from [27]. The use of other algorithms and a comparative assessment of their 

performance as well as the influence of the solver and its settings as given in Table 6.2 on the 

optimisation performance are out of the scope of this work. 

 

minimise 𝜂 =  ∫(𝑃𝑟𝑒𝑓 − 𝑃𝑎𝑐𝑡𝑢𝑎𝑙(𝑡)𝒙)
2
𝑑𝑡

𝑡2

𝑡1

 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  

𝒙𝒎𝒊𝒏 ≤ 𝒙 ≤ 𝒙𝒎𝒂𝒙 

where 

𝒙 = [𝐾𝑝,𝑑𝑅, 𝐾𝑝,𝑞𝑅 , 𝐾𝑝𝑄,𝑃𝐶𝐶 , 𝑇𝑖,𝑞𝑅 , 𝑇𝑖𝑃,𝑃𝐶𝐶 , 𝑇𝑖𝑄,𝑃𝐶𝐶] 

0 < 𝐾𝑝,𝑑𝑅, 𝐾𝑝,𝑞𝑅 , 𝐾𝑝𝑄,𝑃𝐶𝐶 ≤ 5 

0 < 𝑇𝑖,𝑞𝑅 , 𝑇𝑖𝑃,𝑃𝐶𝐶 , 𝑇𝑖𝑄,𝑃𝐶𝐶 ≤ 0.5 

(6.1)  

 

In general, the upper and lower bounds of the optimisation variables are defined by the 

vendor of the DFIG. In the range between the upper and lower bound, the model is expected to 

have a satisfactory overall performance. In the current model, these bounds were given and 
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guarantee satisfactory performance of the model with regards to harmonics and changes in 

operational conditions such as the wind speed and grid topology. 

 
Table 6.2 Genetic algorithm solver settings. 

Parameter Value 

Maximum number of iterations 10,000 

Initial Population 100 

Population of the Surviving Generation  80 

Population of the Mating Pool 40 

Elite Population 10 

Maximum Deviation Rate 10 

Binary Mutation Rate 5 

Real part Mutation Rate 5 

Pairing Method Random 

 

The simulation model is first initialised until steady state is reached after 35 seconds. The 

oscillation energy is calculated between 35-38.5 seconds, after which the simulation is 

terminated. The switching event leading to the radial connection of the DFIG occurs at 

36 seconds. The optimisations were performed for each wind speed, where the optimisation 

stopping criterium was defined as a maximum of 10,000 iterations. 

Through extensive empirical analysis it was concluded that when η  < 0.07, DFIG-SSR can 

be considered to be mitigated. In the subsequent analysis, 0.07 is used as a threshold to assess 

the suitability of 𝒙 in mitigating DFIG-SSR. 

 

 

6.4.2. LOOKUP TABLE 

The optimisation discussed in Section 6.4.1 is used to obtain values for the six rectifier 

parameters (𝐾𝑝,𝑑𝑅, 𝐾𝑝,𝑞𝑅, 𝐾𝑝𝑄,𝑃𝐶𝐶, 𝑇𝑖,𝑞𝑅, 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶) that mitigate DFIG-SSR. The 

optimisation is performed for wind speeds between 4 m/s (cut-in speed) and 20 m/s (cut-off 

speed). For each wind speed, the optimisation resulted in a six dimensional solution space 

essentially proving that DFIG-SSR can be mitigated as long as the parameter values are within 

this solution space. In the context of the proposed gain scheduling control, the wind speed 

determines the value of the each of the six rectifier parameters. With the aim of further 

minimising the number of parameters, it was possible to manually minimise the solution space 

from six dimensions to two dimensions as is shown in Figure 6.12. The reduction of the number 

of parameters will not be always possible and depends on the allowed upper and lower bounds 

of the optimisation variables. As such, only the two rectifier parameters 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶 need 

to be scheduled according to the expected wind speed. Further reduction was not possible, 

implying that for the developed DFIG, no unique set of the six rectifier parameters exists that 

is capable of mitigating DFIG-SSR under all possible wind speed conditions. The proposed 

gain scheduling solution is based on forecasted wind speeds. The forecasting algorithm will be 

developed in Chapter 7. 
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Figure 6.12 Parameter reduction for gain scheduling. 

 

Based on the optimisation and reduction techniques, the control rule for 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶 

is formulated as (6.2), with values as given in Table 6.3. For wind speeds lower than 4 m/s and 

higher than 20 m/s the controller parameters are changed to their initial values. The parameters’ 

values are graphically depicted as a function of the wind speed in Figure 6.13. It is worth noting 

that the value of these tuned parameters are larger than their initial values in the base case. This 

is in line with the sensitivity results, i.e. increasing 𝑇𝑖 lead to an increase in PM (Figure 6.11). 

 

𝑇𝑖 = 

{
 

 
𝑇𝑖,𝑙𝑜𝑤 4 ≤ 𝑣𝑤𝑖𝑛𝑑 < 6, 𝑣𝑤𝑖𝑛𝑑ϵ ℕ 

1

3
(𝑇𝑖,ℎ𝑖𝑔ℎ − 𝑇𝑖,𝑙𝑜𝑤) ∙ 𝑣𝑤𝑖𝑛𝑑 + 𝑐 6 ≤ 𝑣𝑤𝑖𝑛𝑑 ≤ 9, 𝑣𝑤𝑖𝑛𝑑ϵ ℕ

𝑇𝑖,ℎ𝑖𝑔ℎ 9 < 𝑣𝑤𝑖𝑛𝑑 ≤ 20, 𝑣𝑤𝑖𝑛𝑑ϵ ℕ

 (6.2)  

 

 
Table 6.3 Values for the constants of control rule (6.2). 

𝑻𝒊 
Initial 

Value 
𝑻𝒊,𝒍𝒐𝒘 𝑻𝒊,𝒉𝒊𝒈𝒉 𝒄 

𝑇𝑖𝑃,𝑃𝐶𝐶 0.02 0.171 0.483 -0.453 

𝑇𝑖𝑄,𝑃𝐶𝐶 0.02 0.368 0.103 0.898 

 

Further analysis on the scheduling of these controller parameters revealed that the 

maximum ramp needed to ensure a stable operation of the DFIG occurred when  𝑇𝑖𝑃,𝑃𝐶𝐶 needed 

to be reduced as a result of decreasing wind speeds. This was only the case when the initial 

wind speeds were higher than 14 m/s. 
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Figure 6.13 Graphical representation of the parameters’ values as a function of the wind speed. 

 

 

6.4.3. VALIDATION 

Next, for all wind speeds three validation steps are performed. Below the results are given 

when the DFIG is operated with wind speed 9 m/s. The goal of the first validation is to confirm 

that the optimisation and reduction results summarised by (6.1) and (6.2) are indeed able to 

mitigate DFIG-SSR. Figure 6.14 shows the impedance response for the base case without 

parameter tuning and for the case with scheduled parameters according to (6.2). Figure 6.15 

shows the corresponding detailed time domain EMT simulation results using the study model. 

It is concluded that the optimised set of parameters can successfully mitigate DFIG-SSR. 

 

 

Figure 6.14 Impedance response of the grid and DFIG before and after parameter tuning. 
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Figure 6.15 Validation of parameter optimisation and reduction results for wind speed 8 m/s. Phase 𝐶 instantaneous currents 

for (a) base case and (b) tuned parameters according to (6.2). 

 

The second validation is performed to ensure that the optimised parameters do not violate 

fault ride through (FRT) requirements as stipulated in grid codes. Parameter tuning solutions in 

literature are rarely accompanied by FRT-validations and as was discussed in Chapter 3, this 

validation step is crucial to ensure operational reliability. 

The FRT performance of the DFIG was evaluated against the FRT requirement as stipulated 

in the Network Code on Requirements for Generators in Europe [28]. The FRT performance 

was obtained by simulating a three-phase short circuit of 100 ms at the sending end bus of the 

study model (Figure 6.6). Figure 6.16 shows the FRT behaviour of the DFIG with and without 

parameter tuning. The imposed FRT requirement is also shown. The first observation is that for 

both cases the FRT requirements are met. The second observation is that the tuned parameters 

introduce a 2 cycle oscillation. This oscillation is well damped and is therefore not considered 

to be critical. 

 

 

Figure 6.16 Validation of FRT performance against grid code requirements. 

 

Finally, the last validation was performed with the aim to confirm that periodic changes of 

the controller parameters do not lead to small-signal instability when the DFIG is already in 



6.5. CONCLUSIONS 133 

 

 

 

operation. To investigate this, the DFIG was initialised with wind speed 9 m/s. The wind speed 

was increased and decreased according to the wind speed profile shown in Figure 6.17a. The 

rectifier parameters are changed at the indicated times. The active power output (Figure 6.17b) 

and DC-link voltage (Figure 6.17c) responses are shown for the cases with and without 

parameter tuning. The DFIG with tuned parameters performs as expected and no small-signal 

instability is observed. Furthermore, the performance difference between both cases is only 

minor. 

 

 

Figure 6.17 Validation of small-signal stability assessment using fictive wind speeds. 

 

The three validation steps show that the tuned parameters are able to mitigate DFIG-SSR 

without violating operating criteria. The validation steps were performed for all wind speeds as 

well as for various step changes in the wind speed. 

 

 

6.5. CONCLUSIONS 

This Chapter introduced the design framework of a mitigation solution based on system 

level coordination. The solution is a prediction based gain scheduling control and consists of 

three modules. The first module is the gain identification and scheduling module;  Module 2 

contains a prediction algorithm; the last module is the real-time operation module. This Chapter 

focused on the development of the first module. 

Using monothetic sensitivity analysis the influence of the rectifier, inverter and inverter-

PLL parameters on the impedance of the DFIG were assessed. The impedance based stability 

analysis showed that the influence of the inverter and its PLL on DFIG-SSR was negligible. On 

the other hand, rectifier parameters were found to have an influence and were used in the 

optimisation process. In this process, a loss function was formulated based on the oscillation 

energy. The optimisation resulted in a six dimensional solution space for each wind speed, 

which was then manually further reduced to a two dimensional solution space. Finally, the 
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obtained tuned parameters were validated in three steps using time domain EMT simulations. 

The first validation step aimed at confirming that the tuned parameters were able to effectively 

mitigate DFIG-SSR. The second step ensured that imposed fault ride through requirements are 

not violated when the tuned parameters are used. In the final step it was successfully illustrated 

that the gain scheduling resulting from the expected change in wind speed was stable in the 

small-signal sense. 

The next Chapter will focus on the development of the short-term wind speed forecasting 

model, which is the second module in the proposed gain scheduling solution. 
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7. FORECASTING MODULE DEVELOPMENT
* 

 

 

 

 

 

 

 

 

 

 

7.1. INTRODUCTION 

The previous Chapter presented the overall functionalities of the predictive gain scheduling 

control. It also elaborated on the identification of control parameters of the rectifier for the gain 

scheduling, as well as on determining the wind speed dependent gain values. 

The goal of the current Chapter is to develop an accurate wind speed forecasting algorithm 

by assessing the influence of several forecasting related parameters on the prediction accuracy 

and by tuning these parameters to yield a minimum prediction error. As will be shown in this 

Chapter, forecasting algorithms found in existing literature only perform a limited tuning of 

some of the forecasting algorithm’s parameters, whereas tuning of the optimiser and loss 

function for wind speed forecasting applications is not yet reported. The wind speed forecast 

model developed in this Chapter is based on an artificial neural network and the tuning is 

achieved in three steps. In the first step the combined influence of the input data, batch size, 

number of neurons in hidden layers, number of hidden layers, and the training data on the 

forecast accuracy across forecast horizons of 5, 15, 30 and 60 minutes is analysed. These 

parameters make up the structure of the artificial neural network. In the second step, the 

optimiser and loss function leading to the most accurate forecasts are identified. The optimiser 

and loss function are variables of the forecast algorithm itself. Finally, it will be investigated if 

the most accurate optimiser-loss function combination identified in the second step is 

influenced by the choice of the performance evaluation metric. The forecasting module is 

developed in Python and analyses will be performed using data of twelve wind power plants. 

 

 

 
Parts of this Chapter are published in V. N. Sewdien, R. Preece, J. L. Rueda Torres, E. Rakhshani, and M. A. M. 

M. van der Meijden, “Assessment of Critical Parameters for Artificial Neural Networks based Short-Term Wind 

Generation Forecasting,” Renew. Energy, vol. 161, pp. 878–892, 2020. 
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7.2. FORECASTING IN THE OPERATIONAL PLANNING PROCESS 

In the operational planning process, RES related forecasting is performed with different 

purposes and across different time horizons. A summary of such forecast horizons and their 

applications is summarised in Table 7.1. 

 
Table 7.1 Forecast time horizons in operational planning. 

Forecasting 

Time Horizon 
Range Application 

Long-term 
Days to weeks 

ahead 

• Maintenance schedules of transmission lines 

during low forecasted renewable energy 

generation; 

• Maintenance schedules of e.g. wind turbines in 

order to minimise revenue losses for wind power 

plant owners. 

   

Short-term: 

Day Ahead 
24 hours ahead 

• Operational decision making with regards to the 

dispatch of renewable energy sources; 

• Dynamic assessment of operating reserves 

requirements (e.g. for balancing). 

   

Short-term: 

Near Real Time 

Between 24 hours 

and 5 minutes 

ahead 

• Adjustments of real time dispatch; 

• Dynamic assessment of operating reserves 

requirements (e.g. for ramp management); 

• More accurate security analysis. 

 

Depending on the time horizon of interest, forecast models are generally divided in two 

categories: physical models and statistical models. Physical models use atmospheric quantities 

(e.g. wind speed and direction, temperature and pressure), physical properties (e.g. terrain 

ruggedness and wind power plant layout) and numerical weather predictions (NWP) as inputs 

for complex meteorological forecast models. Physical models are very accurate for forecast 

horizons exceeding six hours [1]. However, one of the main challenges with this approach is 

that it requires specialised equipment for the acquisition and processing of the atmospheric and 

physical data [2]. 

Statistical models are purely mathematical models and mainly use past observed data, 

sometimes complemented with NWP information. Statistical models consists of among others 

spatial correlation models, models based on probabilistic methods and models based on 

machine learning. Machine learning methods are widely used [3], where artificial neural 

networks (ANN) are among the top used techniques for short-term forecasting [2], [4]. The 

review performed in [5] even concluded that ANN based forecasting methods are the most 

accurate ones, provided that the ANN network configuration is optimised. 

The gain scheduling mitigating solution developed in this thesis is based on short-term 

forecasting of the wind speed. With ANNs being among the top used techniques for this 

purpose, it will be used for the wind speed prediction required for the proposed solution. The 
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next Section provides a brief summary of the basic form and function of an ANN, while more 

details can be found in [6]. 

 

 

7.3. ARTIFICIAL NEURAL NETWORKS 

An ANN acts as a black-box that maps inputs to outputs. It learns this input-output mapping 

by training and optimisation. Figure 7.1 illustrates the general structure of an ANN. It consists 

of an input layer, one or more hidden layers, an output layer and several synapses with their 

associated weighting factors. Each layer contains a number of neurons. A synapse is the link 

between two neurons of different layers. 

 

 

Figure 7.1 Generic architecture of an artificial neural network. 

 

With respect to the application of an ANN for short-term wind speed prediction, the input 

layer can consist of either previously observed wind speeds or numerical weather prediction 

data, where each input variable is assigned to a single neuron in the input layer. The neurons in 

the input layer are connected to the hidden layer and although the number of neurons in each 

hidden layer can be chosen arbitrarily, some sort of optimisation is required as this number 

influences the forecast accuracy. An activation function 𝜙(𝜏) is used to define the output of 

neurons for the next layer according to (7.1). The dimension of the output layer is determined 

by the number of outputs being forecasted. 

 

�̂�𝑀 = 𝜙(∑ 𝑤𝑖𝑢𝑗

𝑖,𝑗

𝑖,𝑗=1

) 
(7.1)  

�̂�𝑀: forecasted value  

𝜙: activation function 

𝑤𝑖: weighting factor of synapse  

𝑢𝑗: neuron in hidden layer 
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The activation function implemented in the ANN of this work is the rectifier function [7] 

and is mathematically described as given in (7.2). The rectifier function is widely used due to 

its low forecast error and high sparsity [8], [9]. 

 

𝜙(𝜏) = max(0, 𝜏) 
(7.2)  

 

Based on the objective function of the ANN’s optimiser, the weighting factors are updated 

using the feedforward back propagation (FFBP) technique [10]. The algorithm for the FFBP 

technique can be decomposed in four steps as is explained next. 

Consider the ANN as depicted in Figure 7.2. It consists of one input layer with three input 

neurons, two hidden layers with four neurons each and one output layer with two neurons. 

Weight 𝑤𝑖,𝑗 represents the weighting factor of the synapse connecting neuron i to neuron j. For 

simplicity reasons, the activation function 𝜙(. ) is shown only for the output layer. However, 

all neurons of the hidden and input layers have an activation function in the same structure as 

is shown for the output layer. 

 

 

Figure 7.2 ANN for development of feedforward back propagation algorithm. 

 

The first step of the FFBP technique consists of establishing the value of the output neuron 

�̂�𝑞 in terms of input neurons 𝑥𝑛. The value of neurons 𝑢1, 𝑢2, 𝑢3 and 𝑢4 of the first hidden layer 

are calculated as 

 

{
 
 

 
 
𝑢1 = 𝜙(𝑥1. 𝑤1,1 + 𝑥2. 𝑤2,1 + 𝑥3. 𝑤3,1)

𝑢2 = 𝜙(𝑥1. 𝑤1,2 + 𝑥2. 𝑤2,2 + 𝑥3. 𝑤3,2)

𝑢3 = 𝜙(𝑥1. 𝑤1,3 + 𝑥2. 𝑤2,3 + 𝑥3. 𝑤3,3)

𝑢4 = 𝜙(𝑥1. 𝑤1,4 + 𝑥2. 𝑤2,4 + 𝑥3. 𝑤3,4)

 (7.3)  

 

With 𝑁 neurons in the input layer and 𝑘 neurons in the first hidden layer, (7.3) becomes 

 

𝑢𝑘 = 𝜙(∑𝑤𝑛,𝑘 . 𝑥𝑛

𝑁

𝑛=1

) (7.4)  

 

Similarly, the value of neurons 𝑝𝑗 in the second hidden layer are calculated using (7.5). 
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{
 
 

 
 
𝑝1 = 𝜙(𝑢1. 𝑤1,1 + 𝑢2. 𝑤2,1 + 𝑢3. 𝑤3,1 + 𝑢4. 𝑤4,1)

𝑝2 = 𝜙(𝑢1. 𝑤1,2 + 𝑢2. 𝑤2,2 + 𝑢3. 𝑤3,2 + 𝑢4. 𝑤4,2)

𝑝3 = 𝜙(𝑢1. 𝑤1,3 + 𝑢2. 𝑤2,3 + 𝑢3. 𝑤3,3 + 𝑢4. 𝑤4,3)

𝑝4 = 𝜙(𝑢1. 𝑤1,4 + 𝑢2. 𝑤2,4 + 𝑢3. 𝑤3,4 + 𝑢4. 𝑤4,4)

 (7.5)  

 

With 𝑘 neurons in the first hidden layer and 𝑗 neurons in the second hidden layer, (7.5) 

becomes 

 

𝑝𝑗 = 𝜙(∑𝑤𝑘,𝑗. 𝑢𝑘

𝐾

𝑘=1

) (7.6)  

 

By substituting (7.4) in (7.6), neuron 𝑝𝑗 of the second hidden layer can be expressed in 

terms of the input neurons 𝑥𝑛 as shown in (7.7). 

 

𝑝𝑗 = 𝜙(∑𝑤𝑘,𝑗.

𝐾

𝑘=1

𝜙(∑𝑤𝑛,𝑘 . 𝑥𝑛

𝑁

𝑛=1

)) (7.7)  

 

The values of neurons �̂�𝑞 in the output layer are calculated using (7.8) and can be 

generalised to (7.9). 

 

{
𝑦1 = 𝜙(𝑝1. 𝑤1,1 + 𝑝2. 𝑤2,1 + 𝑝3. 𝑤3,1 + 𝑝4. 𝑤4,1)

𝑦2 = 𝜙(𝑝1. 𝑤1,2 + 𝑝2. 𝑤2,2 + 𝑝3. 𝑤3,2 + 𝑝4. 𝑤4,2)
 

 

(7.8)  

�̂�𝑞 = 𝜙(∑𝑤𝑗,𝑞 . 𝑝𝑗

𝐽

𝑗=1

) (7.9)  

 

Finally, when substituting (7.7) in (7.9), the generic mathematical expression of the output 

neurons in terms of the input neurons is obtained: 

 

�̂�𝑞 = 𝜙(∑𝑤𝑗,𝑞 . 𝜙 (∑𝑤𝑘,𝑗.

𝐾

𝑘=1

𝜙(∑𝑤𝑛,𝑘 . 𝑥𝑛

𝑁

𝑛=1

))

𝐽

𝑗=1

) (7.10)  

 

Equation (7.11) describes the concept of the feedforward forecasting algorithm. 

 

In the second step, the error between the forecasted output �̂�𝑞 and its actual observed value 𝑦𝑞 

is determined using a loss function. As �̂�𝑞 is determined among others by the weights 𝑤𝑖, the 

loss function is indirectly also a function of 𝑤𝑖,𝑗. A very basic loss function is given in (7.12). 

The error 𝐽(𝜽) is then back propagated to the output layer, hence the ‘back propagation’ 

terminology in FFBP. Loss functions are further discussed in Section 7.6.3. 
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�̂�𝑞

= 𝜙

(

 ∑𝑤𝑗,𝑞 . 𝜙 (∑𝑤𝑘,𝑗……(𝜙(∑𝑤𝑛,𝑘 . 𝑥𝑛

𝑁

𝑛=1

)

𝐻𝐿1

)

𝐻𝐿𝑝−1

𝐾

𝑘

)

𝐻𝐿𝑝

𝐽

𝑗=1
)

 

𝑜𝑢𝑡𝑝𝑢𝑡𝑙𝑎𝑦𝑒𝑟

 (7.11)  

�̂�𝑞: forecasted value of the qth neuron in the output layer 

J: number of neurons in hidden layer p 

𝑤𝑗,𝑞: 
weighting factor of synapse that connect the jth neuron 

of hidden layer p to the qth neuron of the output layer  

K: number of neurons in hidden layer p-1 

N: number of neurons in input layer 

HL1: first hidden layer 

p: number of hidden layers 

 

 

𝐽(𝜽) = 𝑦 − �̂�(𝜽) (7.12)  

J: forecast error 

𝜽: vector containing all weighting factors 𝑤𝑖 

𝑦: observed output 

�̂�: forecasted output 

 

In the third step, the back propagation continues to the hidden layers. In the final step, the 

weights are updated, with the aim of minimising 𝐽(𝜽). The algorithm stops when a predefined 

number of optimisation iterations has been reached. Usually, the objective function has the 

target to minimise (7.13): the error between 𝑁 pairs of forecasted and observed values. 

 

𝜀 =
1

𝑁
∑𝐽(𝜽)𝑖

𝑁

𝑖=1

 
(7.13)  

 

At the start of each training process, the weights 𝑤𝑖  need to be initialised. A widely used 

initialisation method is the Xavier initialisation [11]. However, as was shown in [12], the Xavier 

scheme is not appropriate for the current application, as the scheme loses its strengths when 

used with non-linear activation functions such as the rectifier activation function. In [12] the 

He initialisation scheme is shown to be appropriate for non-linear activation functions and is 

used throughout this work. The influence of weight initialisation methods on the forecast 

accuracy is out of the scope of this work. 

 

 

7.4. DATA 

Depending on the geographical location of a wind power plant, the same forecast algorithm 

will result in different forecast accuracies [13]. To ensure robustness of the forecast results 

obtained in this thesis, the analyses are carried out for twelve different wind power plants, each 
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with their own geographical characteristics. By doing so, the achieved results can be considered 

general enough to be applied on wind power plants with a wide range of geographical 

characteristics. The wind speed data is retrieved from the WIND Prospector Toolkit of USA’s 

National Renewable Energy Laboratory [14]–[17] and belongs to the wind parks shown in 

Figure 7.3 and Table 7.2. The dataset of each location consists of measured wind speeds with a 

5 minutes resolution for the time span 2007–2012. 

 

 

Figure 7.3 Location and site identification numbers of the considered wind power plants. 

 

 
Table 7.2 Geographical coordinates of considered wind power plants. 

Site ID Longitude Latitude 

136 -93.660828 25.789566 

1508 -82.809998 26.368622 

7115 -99.497406 30.336601 

8501 -77.39856 29.295036 

13604 -88.724579 33.849228 

15184 -80.262238 33.363693 

48312 -73.391205 37.496029 

64408 -70.430237 38.473736 

79930 -123.977585 39.193207 

92687 -118.889999 41.542522 

94690 -118.084106 41.870815 

112142 -90.955688 46.140095 

 

 

7.5. TUNING OF ANN STRUCTURE AND ALGORITHM 

As stated in Section 7.2, ANNs are among the most accurate methods for forecasting wind 

speeds, provided that the parameters of the ANN structure are optimised for forecast horizons 

(FH) 5, 15, 30 and 60 minutes. To develop a custom forecasting module for the gain scheduling 

algorithm, the influence of different ANN and FFBP algorithm parameters on the forecast 

accuracy is investigated next. The obtained results will be used to developed a tuned forecasting 
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module. Currently, five minutes forecasts are mainly useful in security constrained economic 

dispatch markets and for ramp forecasting in power systems with high penetration of RES [18]. 

FH 15, FH 30 and FH 60 are useful for intraday and balancing markets, where quarter-hourly 

and hourly products are traded. 

 

 

7.5.1. STATE OF THE ART 

The ANN parameters that are of interest are the amount of historical data (i.e. historical 

data size, HDS), the batch size (BS), the number of hidden layers (HL), number of neurons per 

hidden layer (NHL) and the amount of training data (TD). 

Whereas previous publications investigated the influence of the amount of historical data 

on the forecast accuracy, only few analysed the impact of HDS combined with other aspects of 

the ANN’s structure. In [19] the influence of the HDS for a single one-hour forecast of wind 

generation was investigated. The forecasting algorithm contained one hidden layer with three 

neurons, and TD 57 %. It was found that the optimum HDS was dependent on the learning rate 

of the algorithm. In [20] the influence of HDS on the forecast accuracy for FH 30 was 

investigated. The implemented forecasting algorithm contained one hidden layer, whereas HDS 

was varied from three to eight. The highest forecast accuracy was achieved for the ANN with 

HDS 8. In [21] the influence of HL and HDS on the forecast accuracy was investigated. A 

simple ANN with HDS 2 and no hidden layers achieved the highest forecast accuracy. 

The aim in the above mentioned references was to identify the ANN with the highest 

forecast accuracy across one specific forecast horizon. Furthermore, the solution space 

considered in these references was rather limited, as maximum two ANN parameters were 

varied. Therefore, there are still unresolved questions around the impact of proper tuning of the 

ANN’s parameters on the forecast accuracy and how the tuning results differ across different 

forecast horizons. Thus, the first goal of this Chapter is to examine the combined influence of 

the amount of historical data, batch size, number of hidden layers, number of neurons per hidden 

layer, and the amount of training data on the forecast accuracy for forecast horizons 5, 15, 30, 

and 60 minutes ahead. This influence on the forecast accuracy will be considered by observing 

the mean absolute error (MAE). 

 

 

7.5.2. SIMULATION RESULTS 

The influence of the following parameters on the forecast accuracy is investigated: 

- HDS: 5, 10, 20†; 

- HL: 1, 2, 3‡; 

- NHL: 100 % (i.e. equal to the number of neurons in the input layer) and 50 % (i.e. equal 

to the average of the neurons in the input and output layer); 

- TD: 50 % and 80 % of the test data; 

- BS, i.e. amount of samples after which the weighting factors are updated: 5, 10, 20. 

 
† Higher number of inputs did not influence the forecast error positively 
‡ More hidden layers did not influence the forecast error positively 
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For each FH, several permutations of the above mentioned parameters were produced for 

analysing their impact on the forecast accuracy. The analyses were carried out for twelve 

different wind power plants. For each of these sites and for each FH, Figure 7.4 depicts the first 

quartile of the MAE. 

 

 

Figure 7.4 First Quartile of MAE for twelve wind power plants across four forecast horizons. 

 

Two interesting observations can be made from Figure 7.4. First, for each of the sites, 

increasing forecast horizons consistently lead to increasing forecast errors. As the predictability 

of the state of any highly complex system decreases with increasing look ahead time, the 

forecast error increases. Similar conclusions were also reached in [22], [23]. Second, for the 

same forecast horizon the forecast errors are different across the different sites. When 

comparing different sites, it is observed that forecasts with longer look ahead times of a site 

perform better than forecasts with shorter look ahead times of another site: the 60 minutes 

forecast of site 136 has a better performance than the 30 minutes forecast of site 7115, whereas 

the 30 minutes forecast of site 1508 and the 15 minutes forecast of site 92687 outperform 

respectively the 15 minutes forecast of site 8501 and the 5 minutes forecast of site 8501. This 

is not an attribute of the forecast model, but is due to the geographical characteristics and 

ruggedness of the site. The ruggedness is expressed using the ruggedness index (RIX) and 

higher RIX values lead to increased forecast errors [24]. A similar conclusion regarding the 

sensitivity of the forecast error to the RIX was also achieved in [25]. 
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Figure 7.5 Parametric evaluation of ANN based forecast model. 

 

Maximising the system’s predictability with increasing forecast horizons increases the 

complexity of forecasting algorithms. Two factors that contribute to the algorithm’s complexity 

are the architecture of the ANN (i.e. the number of hidden layers, the number of neurons per 

hidden layer and the historical data size) and the training algorithm (i.e. the batch size and the 

test data size). Figure 7.5 shows for the four FH how often each of the parameters ended up in 

the top 5 MAE. The higher the presence of a parameter in the top 5, the higher its influence on 

the forecast error. The analysis gives insights in how the complexity of the forecasting 

algorithm changes as a function of the forecast horizon. 

In terms of the size of the training data set, it can be concluded that TD has an insignificant 

sensitivity for the forecast horizon and that either 50 % or 80 % of the test data can be used for 

learning purposes. The advantage of a lower TD is that the lower the size of the training data 

set, the earlier a forecast model can be fully operational. In this research the test data consisted 

of one year of data, which results in a 6 months period before the model could be deployed and 

be fully operational. 

In terms of the number of hidden layers, up to FH 30 one hidden layer provided sufficient 

complexity to minimise the forecast error (41.7 % of the top 5 cases for FH 5, 38.3 % for FH 15 

and 46.7 % for FH 30 contained one hidden layer). Two hidden layers claimed a share of 46.7 % 

in the top 5 MAE for FH 60. The complexity is even further increased by assigning 10 neurons 

per hidden layer for FH 60 (in 46.7 % of the top 5 cases), as opposed to 5 neurons for FH 5 (in 

61.7 % of the top 5 cases). Finally, the share of BS 5 in the top 5 cases consistently increases 

with increasing forecast horizons (from 36.7 % for FH 5 to 71.7 % for FH 60). This means that 

compared to FH 5 the algorithm needs to update its weights more often for FH 60. The increased 

complexity, observed by increased HL and NHL and reduced BS, confirms that the longer the 

look ahead time of the forecast model, the more complex the ANN structure and training 

algorithm will be. 

Regarding the historical data size, it is observed that HDS 5 and HDS 10 lead to the most 

accurate results. Furthermore, a steady increase in the share of HDS 5 is observed until FH 30. 

The share of HDS 5 in the top 5 for FH 60 decreases to 35 %, whereas HDS 10 increases to 
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55 %. The reason for this could be the need for increased observed data required for capturing 

the dynamics associated with FH 60, which is confirmed when examining the variance: data 

sets associated with FH 60 have a larger variance than datasets associated with FH 5. The lowest 

forecast errors and associated ANN parameters for each site and forecast horizon are given in 

Appendix B. 

 

 

7.6. TUNING OF FFBP ALGORITHM 

In the ANN, the optimiser and loss function are important parts of the forecast algorithm. 

The goal of a loss function is to determine the difference between an observed and its forecasted 

value. The optimiser minimises the selected loss function by updating a set of weights 𝜽. The 

influence of different optimiser-loss function pairs on the accuracy of wind speed forecasting 

is not yet examined. A majority of the considered references do not specify the optimiser and 

loss function of the implemented forecasting algorithm. When these are specified, no 

justification for the selection is provided. For example, the mean square error is used as the loss 

function in [19], [21]. The ANNs in [26]–[29] implemented the Levenberg-Marquardt 

algorithm as optimiser, whereas ADALINE was used in [21]. Neither the optimiser nor the loss 

function are given for the forecast model developed in [20]. The influence of the optimisers and 

loss functions on the forecast accuracy remains unknown. The second aim of this Chapter is to 

explore how different combinations of optimisers and loss functions influence the error of wind 

speed forecasting. 

Finally, the third aim of this Chapter is to investigate whether a dependency exists between 

the performance evaluation metrics and the most accurate optimiser-loss function combination. 

 

 

7.6.1. FORECAST EVALUATION METRICS 

Several metrics exist in literature for evaluating the performance of forecast models and 

usually multiple metrics are used to evaluate a forecast model. The most used ones are the mean 

absolute error (MAE) as defined by (7.14), the root mean squared error (RMSE) as defined by 

(7.15) and the mean absolute percentage error (MAPE) as defined by (7.16). 

 

Mean Absolute Error (MAE): 

 

𝑀𝐴𝐸 =
1

𝑁
∑|𝑦𝑖 − �̂�𝑖|

𝑁

𝑖=1

 
(7.14)  

 

Root Mean Square Error (RMSE): 

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑖 − �̂�𝑖)

2

𝑁

𝑖=1

 (7.15)  
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Mean Absolute Percentage Error (MAPE, also known as the bias error): 

 

𝑀𝐴𝑃𝐸 =
100

𝑁
∑|

𝑦𝑖 − �̂�𝑖
𝑦𝑖

|

𝑁

𝑖=1

 
(7.16)  

 

In (7.14) – (7.16) 𝑁 is the number of samples in the data set, 𝑦𝑖 and �̂�𝑖 are respectively the 

observed and forecasted value at timestep 𝑖. 

In order to evaluate the performance of different forecast models, their accuracies are 

compared with each other. However, this only makes sense when the input data is exactly the 

same across all models. Evaluating a model’s performance using forecast accuracies at different 

geographical locations does not lead to meaningful conclusions, as the accuracies are influenced 

by the geographical characteristics of the wind power plants under consideration. To illustrate 

the impact of the performance metric choice on the most accurate optimiser-loss function pair, 

all three performance metrics are used. 

 

 

7.6.2. OPTIMISERS 

The goal of ANN based forecast models is to converge to a set of weights 𝜽 that comply 

with the objective to minimise 𝐽(𝜽). Optimisers in ANNs are required for updating the set of 

weights 𝜽 used for mapping the input to the output. Assume a training data set for a forecasting 

algorithm containing 𝑁 samples, each with 𝑃 dimensions. At the i-th iteration, the following 

holds true for the parameter set 𝜽: 

 

𝜽𝑖+1 = 𝜽𝑖 + ∆𝜽𝑖 (7.17)  

 

The convergence of the weights 𝜽, with the aim of minimising 𝐽(𝜽), is achieved through 

the gradient descent method. In this method the updated parameter set 𝜽𝒊+𝟏 is achieved by 

applying small changes ∆𝜽𝒊 which are proportional to the negative of the gradient of the 

function at the current point (𝜽𝒊): 

∆𝜽𝑖 = −𝛼𝑔𝑖 (7.18)  

𝛼: learning rate 

𝑔𝑖: gradient of the parameters at the i-th iteration 

 

Several optimisers exist and the optimisers that will be investigated in this research are the 

Stochastic Gradient Descent, RMSprop, Adagrad, Adadelta, Adam, Adamax, and Nadam. A 

description of these optimisers are given in Appendix C. 

 

 

7.6.3. LOSS FUNCTIONS 

A loss function is a mathematical formula that calculates the difference between an 

observed output and its forecasted value. A very simple loss function is given in (7.19). 
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𝐽(𝜽) = 𝑦 − �̂�𝜽 (7.19)  

𝑦: observed output 

�̂�𝜽: forecasted output for weights 𝜽 

 

Several loss functions exist and different loss functions will give different errors for the 

same set of input data. As will be proven in this work, the choice of the loss function has a 

significant effect on the performance of the forecast model. The following loss functions will 

be evaluated: mean square error, mean absolute error, mean absolute percentage error, mean 

squared logarithmic error, squared hinge, hinge, logcosh, binary crossentropy, kullback leibler 

divergence, poisson, and cosine proximity. The mathematical formulas of these loss functions 

are given in Appendix C. 

 

 

7.6.4. SIMULATION RESULTS 

The second goal of this Chapter was to identify the optimiser, loss function and optimiser-

loss function combination that resulted in the most accurate forecasting algorithm. A brute force 

search across all possible combinations of optimiser and loss function was conducted for the 

different forecast horizons. To assess which optimiser and loss function led to the highest 

forecast accuracy, the forecast errors across the twelve selected sites and four forecast horizons 

were calculated. This provided a ranked list of combinations for each site and FH. Following 

this, the number of times an optimiser or loss function appeared in the top 5 of the ranked list 

was determined. The ranking was done for the performance evaluation metrics MAE, MAPE, 

and RMSE. 

From the results as shown in Figure 7.6, it is observed that Adadelta is the most accurate 

optimiser (32.3 % of the top 5 cases), followed by Adamax (18.6 %) and Adam (18.2 %). 

Adadelta has the biggest share in the top 5 MAEs for each forecast horizon: 26.7 %, 20 %, 

31.7 %, and 40 % for respectively FH 5, FH 15, FH 30 and FH 60. 

 

 

Figure 7.6 Ranking of optimisers. 

 

The best performance of Adadelta can be explained by the fact that it does not require 

manual selection of the global learning rate 𝛼 (see (7.18)), unlike e.g. RMSprop and Adagrad. 
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The influence of the learning rate on the forecast accuracy and required simulation iterations 

has been thoroughly investigated for different applications in [30]–[37]. These studies 

successfully show the effect of incorrect selection of the manual learning rate on the forecast 

performance. The current work complements these conclusions by providing a quantitative 

comparison among different optimisers. This work furthermore provides empirical evidence for 

the superiority of the Adadelta optimiser for short-term wind speed forecasting. 

Figure 7.7 plots for each optimiser the median versus the inter quartile range (IQR) of the 

MAE. The left graph gives an overview of the performance of all optimisers, whereas the right 

graph focuses on the optimisers with the lowest median and IQR. It indeed shows Adadelta as 

the optimiser with the lowest median. Depending on the trade-off between variability (i.e. IQR) 

and accuracy (i.e. median), users can choose different optimisers as the preferred algorithm. 

 

 

Figure 7.7 Median versus Inter Quantile Range for optimisers. 

 

Similar analyses were performed for the loss function. Based on the ranking of the loss 

functions (Figure 7.8), the mean absolute error results in the most accurate forecasting 

algorithm (72.7 % of the top 5 cases). This holds true across all the investigated forecast 

horizons: its share in the top 5 MAEs for each forecast horizon is 30 %, 51.7 %, 100 %, and 

85 % for respectively FH 5, FH 15, FH 30 and FH 60. 

This is an interesting result, considering that most of the investigated wind speed forecast 

models in literature have implemented the MSE as loss function (e.g. [19], [21], [26]–[28], [38], 

[39]). This can be explained by the fact that historically the (R)MSE has been popular, largely 

because of its theoretical relevance in statistical modelling [40]. However, as (R)MSE is more 

sensitive to outliers than the MAE, using (R)MSE results in a slower convergence of the 

forecasting algorithm, leading to less accurate results for the same number of optimisation 

iterations. This study gives empirical evidence for the consistent superiority of the MAE as a 

loss function for short-term wind speed forecasting applications. 
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Figure 7.8 Raking of loss functions. 

 

As was done for the optimisers, Figure 7.9 illustrates the median and the IQR for each loss 

function. The figure on the left gives a global overview of all the loss functions, whereas the 

figure on the right zooms in on the region of interest. One ANN configuration using the logcosh 

loss function has the lowest median, whereas the mean absolute error performs better on the 

IQR. As was the case with the optimisers, users might choose different loss functions depending 

on the trade-off between the variability and accuracy. 

 

 

Figure 7.9 Median versus Inter Quantile Range for loss functions. 

 

The third goal of this research was to identify whether there exists a relation between the 

forecast performance metrics MAE, MAPE and RMSE and the most accurate optimiser, loss 

function, and optimiser-loss function combination. Table 7.3 shows for the investigated 
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optimisers their share in the top 5 MAE, MAPE and RMSE. The order of the best optimiser is 

the same across all performance metrics, with the only difference for the RMSE: Adam comes 

second and Adamax comes third (it’s the other way around for MAE and MAPE). Therefore it 

is concluded that the forecast performance metric has a negligible influence on the optimiser’s 

ranking. Looking at the share of the optimisers in the top 5, it is clear that the adaptive 

optimisers that do not require manual selection of the learning rate (i.e. Adadelta, Adam, 

Adamax and Nadam) clearly outperforms other optimisers. 

 
Table 7.3 Raking of optimisers when using MAE, MAPE, and RMSE. 

Optimiser MAE (%) MAPE (%) RMSE (%) 

Adadelta 32.3 30.9 25.5 

Adagrad 0.5 1.8 6.8 

Adam 18.2 17.7 19.5 

Adamax 18.6 19.1 17.3 

Nadam 17.3 17.3 15.5 

RMSprop 12.7 13.2 14.1 

SGD 0.5 0 1.4 

 

For the loss functions, a strong relation is observed between the RMSE metric and the MSE, 

as is shown in Figure 7.8 and Table 7.4. However, it is still more appropriate to use mean 

absolute error as the loss function and these results suggest this is the best all-purpose loss 

function – particularly if one is concerned with MAE or MAPE forecast errors. 

 
Table 7.4 Raking of loss functions when using MAE, MAPE, and RMSE. 

Loss Functions MAE (%) MAPE (%) RMSE (%) 

logcosh 10.9 12.3 25.0 

MAE 72.7 71.4 34.5 

MAPE 0 0 0 

MSE 2.3 2.3 22.7 

MSLE 9.1 7.7 10.9 

poisson 5.0 6.4 6.8 

 

The shares of the different optimiser-loss function combinations in the top 5 when using 

the MAE forecast performance metric, is given in Table 7.5. From this table it is observed that 

the Adadelta-MAE pair results in the most accurate forecast model, with a share of 22.7 % in 

the top 5 MAEs. The second best combination is the Adamax-MAE pair (14.5 %), followed by 

the Adam-MAE pair (14.1 %). 

Table 7.6 and Table 7.7 give the shares in the top 5 when using MAPE, respectively RMSE. 

From these tables it is observed that the Adadelta-MAE pair results in the most accurate forecast 

model, independent of the metric used for evaluating the model’s performance. Adam-MAE 

and Adamax-MAE are the next best pairs. The results suggest that Adadelta is the most 

appropriate optimiser regardless of the error that is being minimised. However, the shares differ 

significantly when RMSE is used. In this case, optimiser-loss function pairs with MSE as the 

loss function have a major increase in their top 5 shares. 
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Table 7.5 Raking of optimiser-loss function pairs based on MAE (%). 

Optimiser → 

 Loss function  
Adadelta Adagrad Adam Adamax Nadam 

RMS

prop 
SGD 

logcosh 4.5 0 1.4 1.8 2.3 0.9 0 

MAE 22.7 0.5 14.1 14.5 12.7 8.2 0 

MAPE 0 0 0 0 0 0 0 

MSE 0.5 0 0.5 0.5 0.5 0.5 0 

MSLE 1.8 0 1.8 0.5 1.8 2.7 0.5 

poisson 2.7 0 0.5 1.4 0 0.5 0 

 

 
Table 7.6 Raking of optimiser-loss function pairs based on MAPE (%). 

Optimiser → 

 Loss function  
Adadelta Adagrad Adam Adamax Nadam 

RMS

prop 
SGD 

logcosh 4.5 0 0.9 2.7 2.3 1.8 0 

MAE 21.4 1.8 14.1 13.2 13.2 7.7 0 

MAPE 0 0 0 0 0 0 0 

MSE 0.5 0 0.5 0.5 0.5 0.5 0 

MSLE 1.4 0 1.8 0.5 1.4 2.7 0 

poisson 3.2 0 0.5 2.3 0 0.5 0 

 

 
Table 7.7 Raking of optimiser-loss function pairs based on RMSE (%). 

Optimiser → 

 Loss function  
Adadelta Adagrad Adam Adamax Nadam 

RMS

prop 
SGD 

logcosh 5.9 2.7 4.1 2.7 5.5 4.1 0 

MAE 10 1.4 7.7 7.7 4.5 3.2 0 

MAPE 0 0 0 0 0 0 0 

MSE 5.5 2.3 4.5 4.1 3.2 3.2 0 

MSLE 1.8 0.5 1.4 1.8 1.4 2.7 1.4 

poisson 2.3 0 1.8 0.9 0.9 0.9 0 

 

 

7.7. OPTIMISED FORECASTING ALGORITHM 

The following key findings result from the research on the tuning of the ANN structure and 

algorithm. First, increasing look ahead times require more frequent updates of the ANN’s 

weights, reducing the most efficient batch size to 5. Second, it is observed that HDS 5 and 

HDS 10 lead to the most accurate forecasts. Third, it was found that the influence of the 

considered amount of training data, i.e. 6 months (50 %) or 9.6 months (80 %), is rather limited. 

Fourth, Adadelta was found to be the most accurate optimiser, as it does not require manual 

selection of a global learning rate. The superiority of adaptive optimisers that do not require 

manual selection of the learning rate over other optimisers was proven. Fifth, the MAE loss 

function by far leads to the most accurate forecasts, in contrast to the MSE which is commonly 

used in literature. Finally, a strong relation was observed between the RMSE evaluation metric 
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and the MSE loss function, essentially showing that it may be worth considering using the MSE 

loss function if (and only if) the goal is to minimise the RMSE of the forecasts. 

The analysis in this work focused on two categories of parameters. The results obtained for 

the ANN-structure related parameters are also applicable for hybrid models, as they reveal 

which parameters have a large influence on the forecast accuracy and which do not (e.g. training 

data). For this category of parameters, any considered forecasting method would need retuning 

of the suggested parameters. The conclusions regarding the ANN-algorithm related parameters 

(i.e. optimiser and loss function) would remain valid for hybrid and complex ANN models. 

Hybrid and complex ANN models change the ANN’s structure and it was found that the most 

superior optimiser and loss function are not dependent on the ANN-structure related parameters 

(more so for the loss function than for the optimiser). Therefore, these results are valuable and 

transferable to other forecasting methods utilising ANNs. 

Based on the results of this work, a forecasting algorithm was developed with parameters 

tuned to lead to the most accurate forecast results. An overview of the observed and forecasted 

values including the 95 % confidence interval for one instance are shown in Figure 7.10. 

 

 

Figure 7.10 Observed versus forecasted values of most accurate implemented algorithm. 

 

It is practically impossible to evaluate the performance of forecast models by simply 

comparing their accuracies. This way of evaluation only makes sense when the models have 

the same input data, i.e. they are forecasting the wind speed of the same wind power plant. 

There are two main factors that pose limitations in comparing the accuracies of forecast models. 

First is the accuracy metric that is used for comparison. Different metrics exist in literature for 

quantifying the performance of a forecast model. Some use the MAPE, other the RMSE or 

MAE (or their normalised versions). An important consideration is the number of forecasts that 

is used for calculating the ‘mean’ value in these accuracy metrics. Second is the geographical 

complexity: the same forecast model will have different accuracies depending on the 

complexity of the terrain where the wind power plant is located. This geographical complexity, 

quantified using the RIX index, has a negative impact on the forecast accuracy: the higher the 

RIX value, the higher the forecast error will be. 

 

Table 7.8 illustrates the achieved improvements in forecast accuracies when the ANN structure 

and algorithm parameters are tuned. For FH 5 and FH 60, improvements of respectively 
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9.4 %-points and 4.3 %-points were gained, thus highlighting the importance of correct ANN 

design. 

 
Table 7.8 Accuracy improvement due to ANN tuning. 

FH Accuracy improvement 

5 9.4 %-points 

15 0.8 %-points 

30 0.6 %-points 

60 4.3 %-points 

 

Placing this in perspective: for a 100 MW wind power plant in the UK, a 1.2 %-points 

improvement in the MAE resulted in an increased estimated yearly revenue of 177,000 EUR 

[41]. Similar analysis were carried out for Ireland [42], Spain [43] and the IEEE 118-bus test 

system [44], where the decrease in system operational costs and increase in the revenue of wind 

power plant owners as the result of improvements in the forecast accuracy were presented. The 

benefits of improved forecast accuracies are not only limited to wind generation. In [45] the 

decrease in costs for ramping, curtailment and system operation due to improved solar power 

forecasting are presented. 

Finally, due to smoothing effects, the forecast accuracy will decrease further with 

increasing geographical area. When compared to the forecast of a single wind power plant (as 

is the case in this research), forecast errors on control area level are up to 63 % lower [46]. 

 

 

7.8. CONCLUSIONS 

The main contribution of this Chapter was the development of a forecasting algorithm for 

short-term wind speed prediction with forecast horizons of 5, 15, 30 and 60 minutes. The 

algorithm was developed using artificial neural networks, where the obtained performance was 

achieved through detailed tuning of several parameters. Three new key insights were obtained, 

while others were confirmed. First, it was found that increasing look ahead times require more 

complex ANNs. For up to 30 minutes ahead, the highest accuracy was achieved when the ANN 

consisted of one hidden layer with five neurons. For 60 minutes ahead, two hidden layers with 

ten neurons per hidden layer were required. The increasing complexity is also reflected by the 

more frequent updates of the weights, reducing the most efficient batch size to five. This 

influence of the batch size on the forecast accuracy was not reported before. For the historical 

data size, it is observed that HDS 5 and HDS 10 lead to the most accurate forecasts. 

Furthermore, it was shown that the influence of the considered amount of training data on the 

performance of the developed model is rather limited. The models were capable of achieving 

the same accuracies with six months of data, which could result in earlier deployment of such 

forecast models. 

Second, the optimiser, the loss function, and the optimiser-loss function pair that led to the 

most accurate forecasts were identified. Adadelta was found to be the most accurate optimiser, 

as it does not require manual selection of a global learning rate. In general, the analysis gave 

empirical evidence for the superiority of adaptive optimisers that do not require manual 
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selection of the learning rate (i.e. Adadelta, Adam, Adamax and Nadam) over other optimisers. 

Whereas the RMSE was found to be the preferred loss function in literature, the results obtained 

in this study do reveal that the MAE by far leads to the most accurate short-term wind speed 

forecasts. The Adadelta-MAE pair was also identified as the most accurate optimiser-loss 

function combination. 

Finally, the relation between the identified optimiser-loss function pair in the previous step 

and the evaluation metrics MAE, MAPE and RMSE was investigated. Whereas the Adadelta-

MAE pair remains the most accurate combination independent of the evaluation metric, a strong 

relation was observed between the RMSE evaluation metric and the MSE loss function. 

The forecasting module developed in this Chapter is one of the three modules of the 

proposed system level coordination based mitigation solution for DFIG-SSR. Based on the 

forecasted wind speed, optimum parameters for the converter control will be calculated using 

the control rule defined by (6.2) in Chapter 6. These optimum parameters ensure sufficient 

damping at the forecasted wind speed. As such, the performance of the gain scheduling 

approach directly rely on the performance of the forecast algorithm. In the next Chapter, the 

gain scheduling solution will be implemented and its performance will be evaluated.
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8.1. INTRODUCTION 

This Chapter discusses the real-time operations module and evaluates the performance of 

the gain scheduling solution. In this solution, the ANN based forecasting module of Chapter 7 

predicts the wind speed with an interval of five minutes. The parameters 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶, 

identified through monothetic sensitivity analysis, are then scheduled using the forecasted wind 

speed according to control rule (6.2) defined in Chapter 6.4.2. 

The real-time operations simulation module is first introduced in Section 8.2. It describes 

the different simulation actions such as switching and gain scheduling. Section 8.3 presents the 

performance of the overall prediction gain scheduling control. Section 8.4 presents a statistical 

analysis of DFIG-SSR. In Section 8.5 the developed control is implemented in the IEEE 39-

bus system as well as in a system with multi-DFIG representation. The final conclusions of this 

Chapter are presented in Section 8.6. 

 

 

8.2. REAL-TIME OPERATIONS MODULE 

The goal of the real-time operations module is twofold. First, it is responsible for scheduling 

the optimised values of 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶 as a function of the forecasted wind speed, where 

the scheduling should occur prior to the wind speed change. Second, for every time stamp the 

module should simulate a switching action, which leads to the radial connection of the DFIG 

to the series capacitor. This switching action creates the topological condition for DFIG-SSR. 

In practical applications, only the scheduling action is part of the gain scheduling solution. 

The process of the real-time operations module is depicted in Figure 8.1 and automated 

using Python. The process of each simulation run starts with the initialisation of the PSCAD 

DFIG model and ends after termination of the simulation. A simulation run consists of twelve 

time stamps of five minutes each. Recall that the forecast module predicts the wind speed with 

a five minutes forecast horizon. Twelve time stamps per simulation run are chosen to facilitate 

accurate wind speed data handling, however, this number can be any value.
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After initialisation, the forecasting algorithm (Module 2, developed in Chapter 7) provides 

the predicted wind speed for the next time stamp and using this wind speed, the optimised 

values of 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶 are calculated based on (6.2). The wind speed is changed with a 

delay of one minute following the scheduling of the rectifier parameters. Next, a switching 

action is performed resulting in the radial connection of the DFIG to the series capacitor. The 

simulation is ran for 3.5 seconds, enough to capture any DFIG-SSR dynamics, if any. For each 

time stamp, the observed and forecasted wind speed as well as the minimum and maximum 

active power are recorded. This is relevant to evaluate the performance of the PGSC. Next, the 

line is switched again in-service and the simulation is ran for another four seconds to make the 

switching transients settle. This process is repeated until all twelve time stamps are simulated, 

after which the simulation run is terminated. 

 

 

Figure 8.1 Process of real-time operations module. 
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8.3. PERFORMANCE OF PREDICTIVE GAIN SCHEDULING CONTROL 

This Section discusses the performance aspects of the developed predictive gain scheduling 

control. The performance of the PGSC depends on the individual performances of the gain 

identification and wind speed forecasting modules. The gain identification was thoroughly 

discussed in Chapter 6 and the parameter optimisation and reduction steps were evaluated in 

Chapter 6.4. It was concluded that the obtained optimisation results (i) were effective in 

mitigating DFIG-SSR, (ii) respected fault ride through requirements stipulated in [1] and (iii) 

did not lead to small-signal instability as a result of changes in the rectifier parameters and wind 

speeds. As such, the set of identified parameters for each wind speed is able to effectively 

address DFIG-SSR. This was illustrated for a random case in Chapter 6.4.3. 

The wind speed forecasting module was developed in Chapter 7. To maximise the 

performance of the PGSC, the parameters of the developed ANN based short-term wind speed 

forecasting algorithm were tuned, reducing the forecast error with up to 9.4%-points. 

The performance of the predictive gain scheduling control was evaluated for five years of 

observed wind speeds at Site ID 8501 (see Figure 7.3 on page 143). From all the time stamps 

that led to DFIG-SSR using the base case DFIG (i.e. without the PGSC), Table 8.1 shows the 

share of those time stamps where the developed PGSC was able to mitigate DFIG-SSR. As 

indicated in Figure 8.1, the switching action leading to the radial connection of the DFIG occurs 

for every time stamp. Comparing the DFIG-SSR behaviour of the base case with the 

PGSC-equipped DFIG, it was found that the latter had a superior performance and was able to 

mitigate on average 90.6% of the DFIG-SSR cases. 

 
Table 8.1 Performance of 

proposed gain scheduling solution. 

Year Accuracy (%) 

2008 90 

2009 87.8 

2010 94.1 

2011 91.8 

2012 89.3 

Average 90.6 

 

The next step in the performance analysis was to investigate under which circumstances 

the PGSC was not able to mitigate DFIG-SSR. To a large extent, the DFIG-SSR mode became 

unstable when the observed wind speed was between 6 and 9 m/s while the forecasted wind 

speed was larger than 9 m/s. In multiple instances, the difference between the observed and 

forecasted wind speeds reached up to 9 m/s. In some other cases, DFIG-SSR was also observed 

when in the range of 6 to 9 m/s there was a difference between the observed and forecasted 

wind speed. 

 

 

8.4. STATISTICAL ANALYSIS OF DFIG-SSR 

In the next study, the probability for DFIG-SSR in the Dutch power system is investigated 

using statistical analysis. For this analysis, the transmission line failure rate and probability of 
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wind speeds are required. The probability of DFIG-SSR depends on the probability of line 

switching and the probability that the wind speed is below a critical value. Consider the grid 

topology shown in Figure 4.12. The probability that the uncompensated line is switched off is 

calculated according to (8.1). The unavailability and availability of a line are calculated as given 

in respectively (8.2) and (8.3). 

 

𝑃(𝑙1 𝑜𝑢𝑡) = 𝑈1 ∙ 𝐴2 

𝑈1: unavailability of line 1 

𝐴2: availability of line 2 
(8.1)  

 

𝑈1 = 𝑙1 ∙ 𝑓1 ∙
𝑟1

8760
 

𝑙1: length of line 1 (km) 

𝑓1: failure rate of line 1 (failures/kmyear) 

𝑟1:repair time of line 1 (hours) 

(8.2)  

 

𝐴1 = 1 − 𝑈1 (8.3)  

 

Actual failure data of the transmission line is retrieved from the Nestor Database [2]. It 

contains transmission asset failure data for planned and unplanned outages and other system 

failures in the Netherlands. The data is provided by all electricity transmission and distribution 

system operators in the Netherlands since 1976. Based on this database, 𝑓1 is 0.0021/kmyear 

and 𝑟1 is 8 hours. With this data, 𝑃(𝑙1 𝑜𝑢𝑡) can be calculated as a function of the line length. 

The other missing variable for performing the statistical analysis is the wind speed 

probability. The wind speed probabilities are calculated using the observed wind speed at Site 

ID 8501 for the years 2008-2012. The observed wind speeds are retrieved from the WIND 

Prospector Toolkit [3]–[6] and the wind speed probabilities are shown in Figure 8.2. Only the 

probabilities of wind speeds between the DFIG’s cut-in and cut-off wind speeds are needed for 

the statistical analysis, as for wind speeds outside this interval the DFIG is not in operation. 
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Figure 8.2 Observed wind speed and its probability for the years 2008-2012. The red shaded areas represent the DFIG’s cut-in 

and cut-off regions. 

 

DFIG-SSR occurs when the uncompensated line is switched off and when the wind speed 

is between the cut-in wind speed 𝑣𝑐𝑢𝑡−𝑖𝑛 and a critical wind speed 𝑣𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙. At wind speeds 

larger than 𝑣𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 the DFIG damping at the resonance frequency is positive and DFIG-SSR 

will not be observed. The probability of DFIG-SSR is then calculated using (8.4). 

 

𝑃(𝐷𝐹𝐼𝐺 − 𝑆𝑆𝑅) = 𝑃(𝑇𝐿1 𝑜𝑢𝑡) ∙ ∑ 𝑃(𝑣𝑤𝑖𝑛𝑑)

𝑣𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙

𝑣𝑤𝑖𝑛𝑑=𝑣𝑐𝑢𝑡−𝑖𝑛

 (8.4)  

 

For the year 2010, the DFIG-SSR probability as a function of the transmission line length 

is calculated for the DFIG deploying the developed PGSC. The results are shown in Figure 8.3. 

As a comparison, the DFIG-SSR probability for the DFIG without PGSC is also shown. Finally, 

the probabilities are calculated for 𝑣𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 of 9, 13 and 17 m/s. The superior performance of 

the PGSC is clearly visible: with the PGSC implemented in the DFIG, the risk for DFIG-SSR 

is reduced by a factor up to 16.95. 

 



166 8. REAL-TIME OPERATIONS 

 

 

 

Figure 8.3 Probability of DFIG-SSR using the developed PGSC. Probabilities are given for wind speed Site ID 8501 for the 

year 2010. 

 

 

8.5. MULTI-DFIG SYSTEM 

In the analysis so far the wind power plant was modelled using a single aggregated WTG 

model. This single model representation is commonly used for investigating DFIG-SSR and 

SSCI interactions between a wind power plant and the grid. This representation, however, is 

only valid when all wind turbine generators of the considered power plant have the same 

machine and controller parameters as well as the same operating conditions [7]. The impacts of 

non-identical parameters and non-identical operating conditions are rarely documented. This 

Section aims to bridge this research gap. It will also illustrate that the developed PGSC remains 

effective in a wind power plant with a multi-DFIG representation. Finally, the question of 

deploying the developed PGSC in the centralised wind park control or decentralised DFIG 

control will be discussed. 

 

 

8.5.1. IMPACT OF NON IDENTICAL CONTROLLER PARAMETERS 

Consider the multi-DFIG wind power plant connected to the study model as shown in 

Figure 8.4. The WTGs are arranged in five rows across multiple columns. To investigate the 

impact of non-identical controller parameters on DFIG-SSR, one column with five parallel 

DFIGs is considered (shaded in green). Six cases will be investigated, where in the first case all 

DFIGs are modelled with parameters tuned according to the methodology described in 

Chapter 6. In the second case, 80% of the DFIGs will have tuned converter parameters and the 

remaining 20% will have the parameters of the initial, non-tuned DFIG model described in 

Chapter 4.2. This is continued until for the sixth case all DFIGs deploy non-tuned parameters 
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of the initial case. For sake of clarity, in all the considered six cases the total number of DFIGs 

remains constant. For the six cases all DFIGs are exposed to an identical wind speed of 10 m/s. 

Other operational conditions remain identical as well. Variations in operational conditions are 

explored in Section 8.5.2. 

 

 

Figure 8.4 Representation of a multi-DFIG wind power plant connected to the study model. The wind power plant has three 

depicted columns and five rows. The green shaded wind turbines are used for the multi-DFIG analysis. 

 

The impedance based stability method is used to investigate the stability of the combined 

system using non-identical controller parameters. The results for case 1 (100% of DFIGs with 

tuned parameters) and case 6 (0% of DFIGs with tuned parameters) are shown in Figure 8.5.  

 

 

Figure 8.5 Impedance responses of the series compensated grid and different shares of tuned DFIGs. 

 

Two main observations are made. First, the resonance frequency remains at 17 Hz and is 

hardly affected by the share of tuned DFIGs. Second, when all DFIGs are deployed with tuned 

parameters, the phase margin is positive, indicating a stable system. As such, the DFIG 

converter parameters have a larger influence on the phase margin than on the resonance 

frequency. This is in line with the findings of the sensitivity analysis in Chapter 6.3 and the 

     2  0.0192 H

0.005 H
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validation process in Chapter 6.4. Detailed time domain EMT simulations are performed to 

validate the obtained results and are shown in Figure 8.6. 

 

 

Figure 8.6 Instantaneous current response in a multi-DFIG system with different ratios of tuned DFIGs (non-identical 𝑦-axis 

scales). (a) 100% tuned DFIGs; (b) 80% tuned DFIGs; (c) 60% tuned DFIGs; (d) 40% tuned DFIGs; (e) 20% tuned DFIGs; 

(f) 0% tuned DFIGs. All DFIGs have the same wind speed of 10 m/s. 

 

In line with the results obtained from the impedance based stability analysis, when the 

converter parameters of all DFIGS are tuned, the DFIG-SSR mode is well damped. With 

decreasing numbers of tuned DFIGs, the DFIG-SSR behaviour becomes more pronounced and 

is noticeable by the increasing magnitude of the sub synchronous current in the different cases. 

Figure 8.7 shows the harmonic content of the instantaneous currents of Figure 8.6 and the 

dominance of the 17 Hz mode can be observed. 

Closer examination of the time domain simulations and the harmonic spectrum of the 

currents reveal that a low frequency oscillation (LFO) between 5 and 10 Hz emerges for the 

cases with 20% and 0% tuned DFIGs. Recall that this resonance frequency is not observed 

using the impedance based stability analysis. This is further investigated in Section 8.5.2. 

In summary, this Section investigated the impact of non-identical converter parameters on 

DFIG-SSR. It was found that when the DFIGs have non-identical converter parameters, 

DFIG-SSR occurs, where the severity of the interaction depends on the share of tuned DFIGs. 
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On the other hand, under the circumstances that the parameters are identical, the tuning 

methodology proposed as part of the developed PGSC is able to effectively mitigate DFIG-

SSR. In the theoretical case where also the operating conditions are identical across all DFIGs, 

the developed PGSC can be deployed centrally in the wind park control. However, as will be 

shown next, the operating conditions cannot be assumed to be identical due to wake effects. 

 

 

Figure 8.7 Harmonic content of the instantaneous current for different ratios of tuned DFIGs. 

 

 

8.5.2. IMPACT OF WAKE EFFECT 

The analysis with the multi-DFIG system in the previous Section assumed that all DFIGs 

are exposed to the same wind speed. This is not a valid assumption due to the presence of the 

wake effect. Since a wind turbine converts the aerodynamic energy in wind to electrical energy, 

the wind leaving the turbine must have a lower energy content than the wind arriving in front 

of the turbine. In the downwind direction behind the wind turbine, a turbulent and slowed down 

trail of wind is formed, known as a wake. The wake from one turbine will be detrimental on the 

wind speed and turbulence at down wind turbines. The effects of the wake spread out downwind 

and decay with distance. As the flow proceeds downstream, the wake recovers towards free 

stream conditions. The wake effect is the aggregated influence on the energy production of the 

wind power plant, which results from the changes in wind speed caused by the impact of the 

turbines on each other. The cost optimisation considering the geographical area (e.g. cost of 

land and cables) and the energy production of the wind power plant results in reduced but not 

completely absent wake effects. This Section investigates the impact of the variations in 

operating condition due to the wake effect on the performance of the developed PGSC. 

Consider the wind power plant shown in Figure 8.8. It contains 30 DFIGs, located across 

five rows and six columns. The wake effect is most severe when rows or columns in a wind 

power plant are closely aligned with the angle of the incoming wind. The analysis will only 

focus on the DFIGs in column 3. After the incident wind speed 𝑣𝑤𝑖𝑛𝑑 leaves the first turbine 

(indicated in red), a wake is created. The resulting wake width and wind speed deficit are 

determined among others by the turbine characteristics such as hub height and rotor diameter 

[8]. The wind direction direct down the column with minimum distance between the subsequent 

WTGs is denoted ‘exact rotor’ (ER). Due to this minimum distance, the wake effect is 

maximum for flows down an ER. WTGs in wind directions with an offset from ER (i.e. ER ± 5º, 
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ER ± 10º and ER ± 15º) observe a reduced wake created by 𝑣𝑤𝑖𝑛𝑑, where the larger the offset, 

the smaller the wake effect. 

The wake effect was quantified in [8] as a reduction of the power generated by wind 

turbines in the direction of ER and the offsets ± 5º, ± 10º and ± 15º. The measured generated 

power of wind turbines of the Horns Rev wind power plant is given in [8]. In the linear range 

of the wind power curve, the generated power is proportional to the wind speed. In Figure 8.9 

the wind speed reduction (based on the measured reduction in generated power) due to the wake 

effect is given for Horns Rev. It indeed confirms that the wake effect is most pronounced for 

ER. In the subsequent analysis, the wind speeds of the five DFIGs will be selected based the 

data for ER in Figure 8.9. 

 

 

Figure 8.8 Wind power plant layout with 30 DFIGs spread over five rows and six columns. For the incident wind speed the 

exact rotor (ER) direction as well as the directions with an offset of ± 5º (red), ± 10º (green) and ± 15º (yellow) are shown. 

 

vwind
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Figure 8.9 Normalised wind speed as a function of distance into the Horns Rev wind power plant [8]. In the linear range of the 

wind power curve, the wind speed is proportional to the power output.  

 

To assess the impact of the variations in operating conditions due to the wake effect on 

DFIG-SSR, five DFIGs are modelled according to ER shown in Figure 8.8. Assume that the 

first DFIG is exposed to a wind speed of 10 m/s. Then, in line with Figure 8.9, the remaining 

four DFIGs in the column will have a wind speed of 6 m/s. 

In the first analysis it is assumed that the PGSC does not schedule the gains according to 

the actual wind speed of each individual DFIG (i.e. 10 m/s and 6 m/s), but according to the 

wind speed of the first DFIG (i.e. 10 m/s). In this case, all five DFIGs have their converter 

parameters scheduled based on the tuning for wind speed 10 m/s. However, only the first DFIG 

will actually observe the 10 m/s; the wind speed will reduce to 6 m/s for the remaining four 

DFIGs. After 0.5 seconds, the non-compensated line is switched off, resulting in the radial 

connection of the five DFIGs to the series capacitor. The results from detailed time domain 

simulations and the impedance based analysis are shown in Figure 8.10. 
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Figure 8.10 Detailed EMT time domain simulations and impedance based stability analysis results for the five-DFIG wind 

power plant considering wake effects. PGSC does not take wake effects into account. (a) instantaneous currents; (b) frequency 

spectrum of instantaneous current; (c) and (d) impedance response of the combined system. Solid lines represent impedance 

response following partitioning along source-load combination 1; dotted lines represent impedance response following 

partitioning along source-load combination 2. 

 

The first observation is that when the wake effects are not considered by the PGSC, 

DFIG-SSR occurs (Figure 8.10a). When the harmonic spectrum of the instantaneous current is 

analysed, three sub synchronous frequencies are observed: 5 Hz, 11 Hz and 17 Hz (shaded red 

in Figure 8.10b). To proof that these frequencies are not introduced by their coupled frequencies 

(as explained in Chapter 4.4.4), the frequency components up to the second harmonic are shown 

in Figure 8.10b. Of these frequencies, only the 17 Hz component was identified using the 

impedance based stability analysis (Figure 8.10c and Figure 8.10d). The stability analysis was 

performed for partitioning along the two source-load impedance combinations as shown in 

Figure 8.11. In the first combination, the source impedance was comprised of the study model 

network, while the load impedance consisted of all five DFIGs. The identified corresponding 

resonance frequency was 15 Hz, as indicated by the solid response in Figure 8.10c. In the 

second combination, the source impedance consisted of the study model network and the first 

DFIG (𝑣𝑤𝑖𝑛𝑑 = 10 m/s), while the remaining four DFIGs (𝑣𝑤𝑖𝑛𝑑 = 6 m/s) determined the load 

impedance. The corresponding resonance frequency was 17 Hz, as indicated by the dotted 

responses in Figure 8.10c. The latter is in line with the observed current response, indicating 

that the interaction was among the two subsystems partitioned along the second source-load 

combination. 
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Figure 8.11 Partitioning of source-load subsystems. 

 

The next analysis focused on identifying the source of the 5 Hz and 11 Hz oscillations. The 

impedance based stability analysis did not identify these resonance frequencies along the two 

considered partitioning possibilities. This means that the these modes are not network modes, 

in contrast to the 17 Hz resonance. To investigate the LFOs, detailed EMT simulations are 

performed for cases with a varying number of DFIGs according to Table 8.2. Case 1a is 

identical to case 2a. 

 
Table 8.2 Description of simulation cases for investigation of low frequency oscillations. 

Case # DFIGs6 m/s # DFIGs10 m/s ∑ DFIG 

case 1a 4 1 5 

case 1b 4 0 4 

case 1c 3 0 3 

case 1d 2 0 2 

case 2a 4 1 5 

case 2b 3 1 4 

case 2c 2 1 3 

case 2d 1 1 2 

 

Figure 8.12 and Figure 8.13 show the simulation results for respectively case 1 and case 2. 

The changes in the network resonance frequency with varying numbers of DFIGs can be 

observed. Furthermore, it is evident that in some cases the LFOs are observed, while in others 

they are not present. This is summarised in Table 8.3. 

Vwind = 

10 m/s

Vwind 

= 6 m/s

source load

Vwind = 

10 m/s

Vwind 

= 6 m/s

source

load

Partitioning 1 Partitioning 2
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Figure 8.12 Detailed EMT time domain simulation results for case 1. PGSC does not take wake effects into account. All DFIGs 

have parameters tuned for wind speed 10 m/s. (a) instantaneous currents; (b) frequency spectrum of instantaneous current. 

 

 
Figure 8.13 Detailed EMT time domain simulation results for case 2. PGSC does not take wake effects into account. All DFIGs 

have parameters tuned for wind speed 10 m/s. (a) instantaneous currents; (b) frequency spectrum of instantaneous current. 
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Table 8.3 Summary of simulations with low frequency oscillations. 

The shaded cases represent the simulations of Section 8.5.1 and for these cases 

subscripts ‘  m/s’ and ‘1  m/s’ represent respectively not tuned DFIGs and tuned DFIGs. 

Case # DFIGs6 m/s # DFIGs10 m/s ∑ DFIG LFO Figure 

 0 5 5 ✗ 

Figure 8.7 

 1 4 5 ✗ 

 2 3 5 ✗ 

 3 2 5 ✗ 

 4 1 5 ✓ 

 5 0 5 ✓ 

case 1a 4 1 5 ✓ 

Figure 8.12 
case 1b 4 0 4 ✗ 

case 1c 3 0 3 ✗ 

case 1d 2 0 2 ✗ 

case 2a 4 1 5 ✓ 

Figure 8.13 
case 2b 3 1 4 ✓ 

case 2c 2 1 3 ✗ 

case 2d 1 1 2 ✗ 

 

In Table 8.3, non-tuned DFIGs (Section 8.5.1) and DFIGs deployed with parameters for 

the wrong wind speed (wake effect) are in both circumstances categorised as to be DFIGs with 

non-tuned parameters. When analysing Table 8.3 in more detail, it is concluded that the LFO 

emerges under two possible scenarios. First, when the DFIG wind power plant has DFIGs with 

both tuned and non-tuned parameters, LFO occurs when the share of the tuned DFIGs is below 

25% (Figure 8.7 and cases 1a and 2b). Second, when the power plant consists of only non-tuned 

DFIGs, LFO occurs when there are at least five DFIGs in operation (Figure 8.7). These findings 

were successfully validated by extending the number of DFIGs in the wind power plant to eight 

and performing the simulations again. 

In Chapter 2.4 it was stated that low frequency oscillations could also emerge in DFIGs 

when the bandwidths of the DC-link voltage control and the inverter PLL are close to each 

other. To investigate whether the observed LFO in Figure 8.10, Figure 8.12 and Figure 8.13 are 

caused by the bandwidths of the DC-link voltage control and the inverter PLL, the PLL gains 

were varied and the corresponding oscillations were observed. It was found that variations in 

the PLL parameters of the inverter did not affect the LFO mode, indicating that this oscillation 

is not a SSCI-CGI. 

It is worth mentioning that in none of the cases where the low frequency oscillations were 

observed, the impedance based stability analysis was able to identify those. This means that 

although the impedance based method is able to correctly and accurately identify the network 

mode, it does not provide any visibility of the low frequency modes. Even when the partitioning 

is adjusted, this visibility is not obtained. The detailed investigation of the low frequency modes 

as well as the required modifications to the impedance based method to identify these modes 

are left for further research. 
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Finally, when the PGSC does take the wake effect into account, the gains of each DFIG are 

scheduled according to the observed wind speed considering wake effects at each DFIG. In this 

case, the first DFIG observes a wind speed of 10 m/s and the gains are scheduled according to 

the observed wind speed. The remaining four DFIGs observe a wind speed of 6 m/s due to wake 

effects. Their gains are scheduled accordingly. Figure 8.14 shows that when the wake effects 

are accounted for by the PGSC, DFIG-SSR is effectively mitigated (Figure 8.14a). The well 

damped 18 Hz oscillation (Figure 8.14b) is in line with the results of the impedance based 

stability analysis (Figure 8.14c and Figure 8.14d). 

 

 

Figure 8.14 Detailed EMT time domain simulations and impedance based stability analysis results for the five-DFIG wind 

power plant considering wake effects. PGSC does take wake effects into account. (a) instantaneous currents; (b) frequency 

spectrum of instantaneous current; (c) and(d) impedance response of the combined system. 

 

The impact of wake effects on the performance of DFIG-SSR mitigation solutions was not 

yet reported in literature. However, as the simulations above show, it is necessary to also assess 

mitigation capabilities in the presence of wake effects. For the PGSC it is concluded that a 

decentralised control deployed in each DFIG and that takes wake effects into account, has better 

DFIG-SSR mitigation capabilities than when the PGSC is deployed on wind park level and 

does not account for wake effects. 

 

8.5.3. IEEE 39-BUS SYSTEM 

The IEEE 39-bus system described in Chapter 4 is used next to validate the performance 

of the developed PGSC. The DFIG parameters were re-tuned to account for the IEEE 39-bus 

system’s worst 𝑁-5 grid condition. This worst case is defined as the 𝑁-5 grid topology with the 

lowest phase margin at the resonance frequency. The tuning of the DFIG and validation of the 

parameters was performed using the methodologies proposed in Chapter 6. 
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Using the impedance based stability analysis on the IEEE 39-bus system and the DFIG 

(base case) an oscillation of approx. 20 Hz is observed when the DFIG is not tuned (Figure 

8.15). The corresponding phase margin is -65º. With tuned parameters of the DFIG, the phase 

margin increases to 3.5º, indicating stability. The stability is confirmed by the results of the 

detailed EMT simulations shown in Figure 8.15. 

 

 

Figure 8.15 Detailed EMT time domain simulations for IEEE 39 bus system. (a) Tuned DFIG parameters. (b) DFIG parameters 

according to base case. 

 

Section 8.5.1 shows that when the phase margin is 8º, there are some cycles of 17 Hz 

oscillations observed in the instantaneous current. Although the phase margin when using the 

IEEE 39-bus system is only 3.5º for the stable case, the 20 Hz oscillations are hardly observed. 

It would be expected that with lower phase margins, oscillations would take more time to damp 

out. This can be explained as follows. It is correct that when the phase margin is lower, the 

oscillation is less damped. However, this is true when the phase margins are compared for the 

same system. When phase margins of different systems are compared, it is necessary to also 

look at the grid damping. When looking at the SMIB system, the phase margin at the resonance 

frequency (17 Hz) is 8º. For the SMIB this corresponds to a grid damping of 0.060 Ω at 17 Hz. 

When looking at the IEEE 39 bus system, the phase margin at the resonance frequency (20 Hz) 

is lower, i.e. 3.5º. However, the corresponding grid damping at 20 Hz is 1.485 Ω, which is 

almost 25 times higher than the grid damping at the resonance frequency in the SMIB. This 

major increased grid damping is the reason that the oscillation in the IEEE 39-bus system is 

hardly observed. 

 

 

8.6. CONCLUSIONS 

This Chapter described the goal and performance of the real-time operations module. The 

real-time operations module uses the input from the gain identification (Module 1) and wind 

speed forecasting modules (Module 2) to schedule the 𝑇𝑖𝑃,𝑃𝐶𝐶 and 𝑇𝑖𝑄,𝑃𝐶𝐶 parameters of the 

DFIG for every five minute time stamp. With the goal to assess the overall performance of the 

prediction gain scheduling control, a switching action creating the condition for DFIG-SSR was 
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simulated for each time stamp. Five years of observed wind speed data at Site ID 8501 were 

used for this purpose. Over this five years period, the developed PGSC was able to mitigate 

DFIG-SSR on average in 90.6% of the time. Further analysis revealed that when the PGSC was 

not able to mitigate DFIG-SSR, it was mainly under the circumstances when the observed wind 

speed was between 6 and 9 m/s and the forecasted wind speed was larger than 9 m/s. At multiple 

instances, the forecast error reached up to 9 m/s. To a lesser extent, DFIG-SSR occurred when 

the actual and forecasted wind speeds were different in the range 6-9 m/s. 

The DFIG-SSR probability was calculated next. This calculation required on the one hand 

the probability of a radial connection of the DFIG to a series capacitor, and on the other hand 

the probabilities of different wind speeds. The probability of the radial connection was 

calculated using actual outage and failure data of power system equipment in the Netherlands. 

The probabilities of the wind speeds were determined using five years of measured wind speed 

data at Site ID 8501. The results showed that compared to the base case, the developed PGSC 

reduced the DFIG-SSR risk by a factor up to 16.95. 

The impact of non-identical operating conditions and converter parameters in a multi-DFIG 

wind power plant was investigated. It was concluded that when the DFIGs had non-identical 

converter parameters, DFIG-SSR occurred and the severity of the interaction depended on the 

share of tuned DFIGs. On the other hand, under the circumstances that the parameters were 

identical, tuning using the proposed tuning methodology effectively mitigated DFIG-SSR. 

The impact of the variations in operating condition due to the wake effect on the 

performance of the developed PGSC was also investigated. The wake was modelled using 

measured wind speeds at the Horns Rev wind power plant. It was concluded that when wake 

effects were modelled in the wind power plant, but not included in the PGSC, DFIG-SSR was 

not mitigated. On the contrary, an additional low frequency oscillation was introduced. This 

oscillation emerged under two possible scenarios. First, when the DFIG wind power plant had 

a mixture of tuned and not tuned DFIGs, the low frequency oscillations occurred when the share 

of the tuned DFIGs was below 25%. Second, when the power plant consisted of only not tuned 

DFIGs, the low frequency oscillations emerged when there were at least five DFIGs in 

operation. Although the impedance based method was able to correctly and accurately identify 

the network mode, it did not provide any visibility of the low frequency modes. Even when the 

partitioning was adjusted, this visibility was not obtained. Detailed investigation of the low 

frequency modes as well as the identification of required modifications to the impedance based 

method to identify these modes were proposed as topics for further research. 

When the wake effects are accounted for in the developed PGSC, it was able to successfully 

mitigate DFIG-SSR. When considering the location of the PGSC, it was shown that a 

decentralised PGSC deployed in each DFIG results in the best DFIG-SSR mitigation. This is 

due to the fact that the PGSC in the individual DFIGs can better estimate the actual wind speed. 

Finally, the results were successfully validated using the IEEE 39-bus system. 
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9.1. RESEARCH SYNTHESIS 

The energy transition is posing several technical challenges for transmission system 

operators worldwide. As part of the research activities, an overview of such challenges was 

created and validated by the industry. These challenges were categorised in three classes. The 

first class (Reduced Voltage and Frequency Support) consisted of technical challenges resulting 

from insufficient availability or inability to meet the ancillary services demand, both in terms 

of type and volume. A practical example of a technical challenge in this category is the 

increasing rate of change of frequency. The second class (New Operation of the Power System) 

grouped together those challenges that require new ways of operating the power system. Power 

system restoration in the presence of high shares of power electronics interfaced generation is 

a related example. Finally, the third class (New Behaviour of the Power System) described 

technical challenges that result in a new behaviour of the power system. An example of such a 

challenge is the risk for DFIG-SSR, i.e. adverse interactions between a DFIG and a series 

compensated transmission line. 

The objective of this work was to investigate and validate the degree of effectiveness of 

existing methods and the design and validation of new principles to mitigate DFIG-SSR. To 

this extent the existing phase imbalance compensation concept and the newly developed 

predictive gain scheduling control were evaluated. The phase imbalance compensation concept, 

which is an alternative way of fixed series compensation, was initially designed to address SSR. 

Its capability to mitigate DFIG-SSR was thoroughly investigated in this thesis and it was 

concluded that the phase imbalance concept is an effective measure when the required 

compensation degree of a transmission line is below a critical, system dependent compensation 

degree. 

The newly developed predictive gain scheduling control utilises the forecasted wind speed 

to schedule two parameters in the rectifier’s double loop control. Using actual wind speed and 

transmission line failure data, it was found that compared to classical compensation, the 

developed predictive gain scheduling control reduced the DFIG-SSR risk with a factor up to 

16.95. 
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Detailed analysis also showed that the developed control was able to successfully mitigate 

DFIG-SSR in a multi-DFIG representation of a wind power plant, while accounting for non-

identical operating conditions of individual DFIGs. Finally, all the findings were validated 

using the larger IEEE 39-bus system. 

To methodically address the main research objective, this thesis was structured around the 

following four research questions: 

RQ 1. How can emerging SSO phenomena be positioned in the existing classification of sub 

synchronous oscillations? 

RQ 2. What are the limitations and recognised application boundaries of existing approaches 

for mitigating DFIG-SSR? 

RQ 3. To what extent is the phase imbalance compensation concept as a potential hardware 

solution able to mitigate DFIG-SSR? 

RQ 4. How can gain scheduling control based on system level coordination be used to mitigate 

DFIG-SSR? 

In the following sections the answers to these questions as well as a more complete overview 

of the obtained results are given. 

 

 

9.1.1. RECLASSIFICATION OF SSO 

The first research question addressed the positioning of DFIG-SSR and other emerging 

SSO phenomena within the wider scope of SSO and the reclassification of the latter. Since 

recent years, the power industry has been experiencing three new types of electromagnetic sub 

synchronous oscillations, which cannot be categorised under the existing SSO framework. 

These oscillations are fundamentally different and occur under different circumstances as is 

summarised in the next paragraph. Also, the existing SSO definition explicitly only considers 

electromechanical oscillations. Finally, there is a lack of consensus in academia and industry 

regarding the terminology of the emerging oscillations, leading to addressing fundamentally 

different phenomena with the same terminology. These reasons underlined the need for, on the 

one hand, a new definition of SSO, and on the other hand, a reclassification of SSO to include 

the emerging oscillations. This research gap was addressed in this work resulting in a proposal 

for a new definition and classification of SSO. 

The first phenomenon was defined in this work as DFIG-SSR and occurs when a DFIG 

gets radially connected to a series compensated transmission line. This phenomenon is 

sometimes also referred to as ‘sub synchronous controller interaction’ or ‘sub synchronous 

controller instability’. However, as the DFIG’s controllers do not participate in this SSO mode, 

‘controller interaction’ is not the correct terminology for this oscillation. The second 

phenomenon was defined as SSCI-CGI, which is the interaction between a converter and a 

weak grid. It was shown that when the inverter is deployed with active power control, 

SSCI-CGI was manifested as a low frequency oscillation. When DC-link voltage control was 

used, a PLL with low bandwidth made the low frequency mode unstable, whereas a high PLL 

bandwidth mainly deteriorated the stability of the sub synchronous mode. Finally, the last 

phenomenon was defined as SSCI-CCI and occurs when two electrically close converters 

adversely interact. 
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9.1.2. MITIGATION OF DFIG-SSR 

The second research question focused on the identification of the limitations and recognised 

application boundaries of existing measures to mitigate DFIG-SSR. The existing solutions were 

grouped based on their geographical location of implementation into hardware solutions, 

solutions based on system level coordination and control solutions. Control solutions were 

defined in this thesis as control modifications or new control concepts that are deployed in the 

rectifier or inverter control of the converter. It was found that so far mainly the tuning of existing 

double loop control parameters has been used for practical implementation, as new control 

concepts have too many performance related uncertainties. 

Hardware solutions were defined as those solutions that require additional hardware to be 

installed in either the high or low voltage side of the coupling transformer. These solutions can 

be broadly divided into FACTS controllers and other VSC based methods. A major drawback 

of any FACTS based solution is that it requires capital intensive investments. It is only 

considered a cost-effective solution when on top of DFIG-SSR mitigation, additional system 

services such as voltage support are required. When a risk for DFIG-SSR is identified in the 

design stage, the TCSC is one of the preferred mitigation solutions. Replacing a fixed series 

capacitor before the end of its lifetime is not a cost-effective measure. Therefore, when a risk 

for DFIG-SSR is identified after commissioning, other measures including operational 

measures (e.g. topological restrictions) are preferred. With regards to the other emerging SSO 

phenomena, it was found that FACTS controllers installed for mitigating SSCI-CGI could 

potentially create SSCI-CCI. 

Finally, solutions based on system level coordination were defined as control actions that 

require coordination between the converter’s behaviour and the changing grid response. The 

only practical implementation in the context of DFIG-SSR is the sub synchronous frequency 

relay. However, from system operation perspective, protection solutions are the most intrusive, 

as they abruptly disconnect generation and/or change the system topology and transform a 

small-signal stability problem into a more difficult to manage large disturbance. Therefore, 

protection solutions should be used as the last resort to mitigate SSO. 

 

 

9.1.3. HARDWARE SOLUTION: PHASE IMBALANCE COMPENSATION 

The third research question investigated the capability of the phase imbalance 

compensation concept, as a hardware solution, to mitigate DFIG-SSR. It is an alternative way 

of fixed series compensation, where the imbalance can be implemented as a series or parallel 

resonance scheme, in one or two phases of the compensated transmission line. An analytical 

model was developed for the series scheme, which made it possible to understand how the 

resonance frequency of the compensated line shifted for different degrees of compensation 

asymmetry. It was found that the shift in resonance frequency is always positive in the series 

scheme, where the change in resonance frequency is inversely proportional to the degree of 

asymmetry. As the negative resistance of the DFIG becomes even more negative with an 

increase in the resonance frequency, it was shown that as long as the resonance frequency 

resulting from the series scheme remained within the negative resistance region of the DFIG, 

the stability of the system decreased even further compared to when classical compensation 
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was used. The deterioration of the stability was even more pronounced when the series scheme 

was deployed in two phases, as the resulting increase in resonance frequency is larger. 

The parallel scheme on the other hand was able to decrease the frequency of the series 

resonance, and consequently increase the phase margin, albeit that with an initial compensation 

degree of 36% this resonance remained unstable. The parallel phase imbalance compensation 

introduced an additional parallel resonance in the frequency range between 20 and 30 Hz. It 

was shown that depending on the ratios of 𝐶1/𝐶2 and 𝐶𝐴/𝐶1 the parallel resonance could be 

stable. The findings from the assessment of the series and parallel schemes were used to develop 

a methodology for the systematic assessment of the phase imbalance compensation concept in 

the context of DFIG-SSR mitigation. This methodology was used on the IEEE 39 bus system 

to successfully design a phase imbalance scheme capable of mitigating DFIG-SSR. 

To assess the stability of the classical compensation concept and of the one and two phase 

series and parallel imbalance compensation concepts under varying operating conditions, their 

marginal stabilities under different short circuit levels were examined. The compensation 

degree leading to marginal stability was found to be proportional to the short circuit level. The 

highest compensation degree for marginal stability was achieved using the two phase parallel 

scheme, whereas the two phase series scheme resulted in the lowest compensation degree. This 

finding was true for all the considered short circuit levels, albeit that the difference in 

compensation degree among the various concepts reduced with decreasing short circuit levels. 

 

 

9.1.4. SYSTEM LEVEL COORDINATION: PREDICTIVE GAIN SCHEDULING CONTROL 

The final research question aimed at developing a novel system level coordination based 

solution to mitigate DFIG-SSR. To this extent, a prediction based gain scheduling control 

consisting of three modules was developed. The first module focused on the gain identification 

and scheduling. Monothetic sensitivity analysis was used to identify those DLC parameters of 

the DFIG’s converters that influenced the electrical damping. Then, for wind speed dependent 

operating conditions, adequate DLC parameter values capable of mitigating DFIG-SSR were 

determined using single objective bound constrained optimisations. For each wind speed, a six 

dimension solution space was obtained, which was successfully reduced to two dimensions. 

Based on the optimisation results, a non-linear control rule was developed for the gain 

scheduling control. The optimised results were validated in three steps. The first step confirmed 

that the optimised parameters were indeed capable of mitigating DFIG-SSR. The second 

validation step investigated how the fault ride through behaviour of the optimised DFIG 

changed and ensured that the DFIG remained compliant to requirements as stipulated in grid 

codes. The last validation step proofed that changes in the wind speed and the scheduling of the 

gains did not lead to small-signal instability. 

The goal of the second module was to forecast the wind speed, which is used in the control 

rule to determine the value of the gains. To this end, a short-term wind speed forecast model 

based on feedforward artificial neural networks was developed for forecast horizons of 5, 15, 

30 and 60 minutes. As part of this development, parameters of the ANN structure and algorithm 

were tuned to obtain the highest forecast accuracy. It was found that increasing look ahead 

times required more complex ANNs, which was reflected by the increase in the historical data 

size, the number of hidden layers and the number of neurons in each hidden layer. Furthermore, 
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the optimiser and loss function leading to the most accurate forecasts were identified. In general. 

the analysis gave empirical evidence for the superiority of adaptive optimisers (i.e. Adadelta, 

Adam, Adamax and Nadam) that do not require manual selection of the learning rate over other 

optimisers. From all the considered optimisers, an ANN with the adaptive optimiser Adadelta 

led to the most accurate forecasts. Finally, although ‘root mean square error’ was found in 

literature to be the preferred loss function, the results obtained in this study do reveal that the 

‘mean absolute error’ by far leads to the most accurate forecasts. 

The real-time operations module is the last part and was developed with two goals. First, it 

was responsible for scheduling the correct values of the rectifier control parameters 𝑇𝑖𝑃,𝑃𝐶𝐶 and 

𝑇𝑖𝑄,𝑃𝐶𝐶 as a function of the forecasted wind speed, where the scheduling should occur prior to 

the wind speed change. Second, for every time stamp the module performed a switching action, 

which resulted in the radial connection of the DFIG to the series capacitor and created the 

topological condition for DFIG-SSR. The performance of the developed control was assessed 

using five years of observed wind speed data. Compared to the case without gain scheduling 

control, the proposed solution was able to mitigate DFIG-SSR on average in 90.6% of the time. 

Using real failure data, the probability of DFIG-SSR was assessed, showing that the developed 

control reduced the DFIG-SSR risk by a factor up to 16.95 compared to the base case. The 

developed solution was also validated on the IEEE 39-bus system. 

The impact of non-identical converter parameters and operating conditions in a multi-DFIG 

wind power plant was investigated as well. It was concluded that when the DFIGs had 

non-identical converter parameters, DFIG-SSR occurred and the severity of the interaction 

depended on the share of tuned DFIGs. On the other hand, under the circumstances that the 

converter parameters were identical, the tuning proposed as part of the developed control 

effectively mitigated DFIG-SSR. 

The impact of non-identical operating conditions on the performance of the developed 

control was investigated by considering the wake effect. It was concluded that when wake 

effects were modelled in the wind power plant, but excluded in the proposed control, DFIG-SSR 

was not mitigated. On the contrary, an additional low frequency oscillation was introduced. 

This oscillation emerged under two possible scenarios. First, when the DFIG wind power plant 

consisted of tuned and not tuned DFIGs, low frequency oscillations occurred when the share of 

the tuned DFIGs was below 25%. Second, when the power plant only consisted of not tuned 

DFIGs, the low frequency oscillations emerged when there were at least five DFIGs in 

operation. Finally, when the developed control did account for the investigated wake effects, it 

was able to successfully mitigate DFIG-SSR. When considering the location of the control, it 

was shown that a decentralised control deployed in each DFIG resulted in the best DFIG-SSR 

mitigation. 
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9.2. SCIENTIFIC CONTRIBUTIONS 

The research questions developed in the beginning of this work resulted in novel scientific 

contributions. These contributions are directly relevant for both, the academia and the industry 

and are summarised as follows: 

1. An industry validated overview of operational challenges due to the energy transition was 

created (Chapter 1). The clear benefit of this overview is that it presents the research needs 

of industry based on the actual input from and views of system operators throughout the 

world. It is already being used by the Dutch-German transmission system operator TenneT 

in the Netherlands and Germany to develop its research and development road map for 

future system operations. Other institutions such as CIGRE are using it as a basis for their 

future activities. 

2. The proposed reclassification of SSO (Chapter 2) takes away the ambiguity related to the 

terminology of distinct SSO phenomena and will help academia and industry to correctly 

address these. Furthermore, this reclassification also enables the better understanding of the 

fundamental differences between the distinct phenomena. 

3. An assessment with the goal of identifying the advantages as well as limitations and 

recognised application boundaries of existing DFIG-SSR mitigation solutions was 

performed (Chapter 3). This assessment can help network owners and vendors of power 

electronics interfaced devices in selecting adequate solutions for DFIG-SSR. 

4. Recommendations were developed to obtain the frequency dependent impedance of black 

box, non-linear power electronics interfaced devices through numerical EMT simulations 

(Chapter 4). These recommendations are valid for offline (e.g. PSCAD) as well as online 

(hardware in the loop) EMT environments and will be beneficial to vendors, network 

owners and third parties in the context of interaction and harmonic studies. The influence 

of the impedance calculation time, granularity of the model and composition of the 

perturbation signal on the obtained impedance was presented and guidelines were given on 

how to select correct settings. The decrease in phase margin as a result of using the average 

model instead of the detail model was quantified and its impact was illustrated. 

5. A methodology was developed to design the phase imbalance compensation concept for 

mitigating DFIG-SSR (Chapter 5). The influence of the series and parallel schemes and 

their different degrees of asymmetry on the stability of the system was thoroughly 

investigated, showing that the effectiveness of the concept in mitigating DFIG-SSR is 

determined by the required compensation degree. 

6. A predictive gain scheduling control for DFIG-SSR was developed, which was able to 

reduce the risk for DFIG-SSR by a factor up to 16.95 (Chapters 6-8). A validation 

methodology was proposed, which ensured that solutions not only mitigate DFIG-SSR, but 

also respect any imposed fault ride through requirements and do not create small-signal 

instability. The latter two validation steps are often not considered in existing scientific 

publications. 

7. The influence of several ANN structure and algorithm related parameters on the accuracy 

of a short-term wind speed forecasting model was identified (Chapter 7). With these insights 

it becomes possible to further increase forecast accuracies and consequently decrease the 

system operational costs. 
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9.3. RECOMMENDATIONS FOR FUTURE WORK 

9.3.1.  IMPEDANCE BASED STABILITY ANALYSIS 

In this thesis, the impedance based stability method was used to screen for the potential risk 

of DFIG-SSR. In this method the power system is partitioned in two subsystems and the 

stability is assessed along this partitioning. The point of common coupling is a logical 

partitioning point when performing interaction assessments. 

When the wind power plant was aggregated and represented as a single machine in the 

interaction analysis, the impedance method accurately identified the resonance frequency of the 

system. However, when the wind power plant had a multi-DFIG representation in the 

interaction analysis, the impedance method failed to identify low frequency oscillations that 

were otherwise visible using detailed time domain EMT simulations. This leads to false 

dismissals of SSO in the screening process. Further research is needed to assess the nature of 

this interaction within a wind power plant and methods need to be identified on how to increase 

the observability of the impedance based stability method to prevent such false dismissals. 

 

 

9.3.2. GRID FORMING CONTROL 

Grid forming control is gaining increasing attention in the industry as a potential solution 

for addressing operational challenges such as the increasing rate of change of frequency and 

the instability related to the phase lock loop. A battery energy storage system equipped with 

grid forming control is even already operational in Australia and is one of the first commercially 

commissioned grid forming applications. In Europe, grid forming control is seen as one of the 

measures to maintain operational reliability in the context of proliferation of renewable energy 

sources. As such, several grid forming control concepts are already designed and existing and 

ongoing research on grid forming control mainly focus on its ability to provide synthetic inertia, 

to provide blackstart capabilities and to operate in power systems with low short circuit levels. 

In the context of mitigation solutions, it will be interesting and relevant to investigate the 

capability of grid forming control to mitigate DFIG-SSR. 

 

 

9.3.3. FORECASTING 

It is acknowledged that practical forecast models will often implement more complex 

ANNs such as recurrent networks or hybrid models, than the one that is implemented within 

this thesis. Some of these forecast models have a higher forecast accuracy than the model 

developed in this research. It is recommended to investigate whether this increased forecast 

accuracy is also reflected in a further reduction of DFIG-SSR risks, when such an advanced and 

more complex forecast model is used in the developed predictive gain scheduling control. 
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APPENDIX A. DFIG EMT PARAMETERS 
 

The tables below contain the data of the EMT DFIG model that was developed in the framework 

of the MIGRATE project. It is based on the following reference: 

MIGRATE, “MIGRATE Project Type 3 and Type 4 EMT Model Documentation,” 2017. 

 

 
Table A1 DFIG Converter Parameters 

Parameter Value/Range Description 

Capacitance 18000 [µF] DC bus capacitance  

AC system frequency 50 [Hz] Nominal AC system frequency 

Voltage on high side of TRF 161 [kV] Voltage of the collector system 

System MW at PCC 3.6 [MW] The expected full active power at the point of 

common coupling.  

Machine rating 4.0[MVA] The MVA rating of the machine.  

Machine terminal voltage 0.9 [kV] Nominal voltage of the stator terminals  

Stator resistance 0.005 [pu] Resistance of the stator windings  

Slip_max 0.3 Maximum operating slip of the machine  

Stator/Rotor turns ratio 0.3 Turns ratio between stator and rotor windings 

Cutoff frequency 300 [Hz] Cut-off frequency for the low pass filter  

Cfilter 300 [uF] Main filter capacitance  

Cdamp 350 [uF] Damping branch capacitance  

Ldamp 621 [uH] Damping branch inductance 

Rdamp 1.332 [ohm] Filter’s damping resistance 

Activation voltage 1.65 [kV] Chopper hysteresis control activation voltage 

Off voltage 1.6 [kV] Chopper hysteresis control turn off voltage 

Shunt resistor 1.0 [ohm] Chopper resistance 

DC crow bar on voltage 1.75 [kV] Crow bar activation by DC link overvoltage: 

Activation voltage 

Maximum Irotor 3 [kA] Crow bar activation by overcurrent in rotor 

circuit: Activation current 

Crow bar resistance 0.2 [ohm] Crow bar resistance 

Crow bar inductance 20 [uH] Value of inductance series to crow bar system 
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Table A2 DFIG Inverter Parameters 

Parameter Value/Range Description 

Rated MVA 1.5 [MVA] Rating of the grid side converter in MVA. 

Typically between 20 and 40% of the Wind 

Turbine Generator rating 

Rated AC voltage 0.69 [kV] Voltage on the AC side of the grid side 

converter 

Vdc base 1.45 [kV] Base DC voltage of DC bus 

Current controller upper limit 

order 

1.2 [pu] Maximum current allowed in converter 

compared to nominal current at nominal 

voltage 

Converter VSC reactor 200 [uH] VSC reactor for Grid Side Converter 

Carrier frequency multiple 60 Carrier frequency expressed as a multiple of 

the fundamental frequency 

d regulator gain 0.01-5 d-axis PI controller proportional gain  

d regulator time constant 0.01-0.5 d-axis PI controller time constant 

q regulator gain 0.01-5 d-axis PI controller proportional gain 

q regulator time constant 0.01-0.5 d-axis PI controller time constant 

Edc regulator gain 0.01-10 DC voltage PI controller proportional gain 

Edc regulator time constant 0.01-0.5 DC voltage PI controller time constant 

Q regulator gain 0.01-5 Reactive power PI controller proportional gain 

Q regulator time constant 0.01-0.5 Reactive power PI controller time constant 

Ki_PLL_Gr 1-2000 Grid side converter PLL integral gain  

Kp_PLL_Gr 1-5000 Grid side converter PLL proportional gain 
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Table A3 DFIG Rectifier Parameters 

Parameter Value/Range Description 

Rated MVA 1.5 [MVA] Rating of the grid side converter in MVA. 

Typically between 20 and 40% of the Wind 

Turbine Generator rating 

Rated AC voltage 0.69 [kV] Voltage on the AC side of the grid side 

converter 

Current controller upper 

limit order 

1.2 [pu] Maximum current allowed in converter 

compared to nominal current at nominal 

voltage 

Carrier frequency 

multiple 

37 Carrier frequency expressed as a multiple of 

the fundamental frequency 

Kpd_R 0.01-5 d-axis PI controller proportional gain to be 

used in the inner PI controller 

Tid_R 0.01-0.5 d-axis PI controller time constant to be used in 

the inner PI controller 

KpP_PCC 0.01-5 d-axis PI controller proportional gain to be 

used in the PCC active power PI controller.  

TiP_PCC 0.01-0.5 d-axis PI controller time constant to be used in 

the PCC active power PI controller.  

Kpq_R 0.01-5 q-axis PI controller proportional gain to be 

used in the inner PI controller 

Tiq_R 0.01-0.5 q-axis PI controller time constant to be used in 

the inner PI controller 

KpQ_PCC 0.01-5 q-axis PI controller proportional gain to be 

used in the PCC reactive power PI controller.  

TiQ_PCC 0.01-0.5 q-axis PI controller time constant to be used in 

the PCC reactive power PI controller.  

Ki_PLL_DFIG 1-5000 Rotor side converter PLL integral gain  

Kp_PLL_DFIG 1-5000 Rotor side converter PLL proportional gain 
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APPENDIX B. BEST PERFORMING ANN 
 

The lowest forecast errors and associated ANN parameters for each investigated site and 

forecast horizon are given in the tables below. 

 

 
Table B1 Best ANN parameters for FH 5 

Site HL NHL BS HDS TD MAE(%) 

136 2 5 10 10 0.8 2.405 

1508 1 5 5 10 0.8 1.252 

7115 3 5 5 10 0.5 1.534 

8501 1 10 5 10 0.5 2.363 

13604 1 10 5 10 0.5 1.526 

15184 1 5 10 5 0.5 1.613 

48312 2 5 10 5 0.5 1.340 

64408 3 5 5 5 0.5 1.874 

79930 1 10 5 10 0.5 0.871 

92687 2 5 5 5 0.5 0.468 

94690 1 3 5 5 0.5 0.828 

112142 3 3 5 5 0.5 1.160 

 

 

 
Table B2 Best ANN parameters for FH 15 

Site HL NHL BS HDS TD MAE(%) 

136 2 3 5 5 0.8 3.606 

1508 3 3 20 5 0.5 2.537 

7115 1 10 10 10 0.8 4.582 

8501 1 10 20 10 0.5 4.116 

13604 3 10 5 10 0.8 3.921 

15184 1 3 10 5 0.5 4.108 

48312 1 5 5 5 0.8 2.910 

64408 2 5 10 10 0.8 3.819 

79930 3 5 5 10 0.8 2.151 

92687 2 3 5 5 0.5 1.906 

94690 3 10 5 10 0.8 2.926 

112142 2 5 5 5 0.5 3.718 
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Table B3 Best ANN parameters for FH 30 

Site HL NHL BS HDS TD MAE(%) 

136 1 10 10 10 0.5 4.442 

1508 3 5 10 5 0.5 3.409 

7115 2 3 5 5 0.5 6.911 

8501 3 5 5 5 0.5 4.893 

13604 1 5 10 5 0.8 6.547 

15184 2 5 5 5 0.8 6.049 

48312 3 5 5 5 0.5 4.447 

64408 1 10 10 10 0.8 4.930 

79930 3 20 5 20 0.2 4.035 

92687 3 5 5 5 0.8 3.503 

94690 1 5 5 5 0.5 5.272 

112142 1 5 10 5 0.5 6.215 

 

 

 
Table B4 Best ANN parameters for FH 60 

Site HL NHL BS HDS TD MAE(%) 

136 2 5 5 10 0.8 5.840 

1508 2 10 5 10 0.8 5.288 

7115 3 10 5 10 0.5 11.542 

8501 3 5 5 5 0.5 6.347 

13604 3 5 5 5 0.5 9.331 

15184 1 3 5 5 0.5 10.737 

48312 2 10 5 10 0.8 6.389 

64408 3 10 5 10 0.8 7.257 

79930 2 5 5 5 0.5 6.053 

92687 2 10 5 10 0.8 6.053 

94690 3 10 5 10 0.5 7.985 

112142 3 5 5 10 0.8 9.554 
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APPENDIX C. OPTIMISERS AND LOSS 

FUNCTIONS 
 

For each considered optimiser, a description is given below. 

For each considered loss function, the mathematical formula is given below. 

 

OPTIMISERS 

Stochastic Gradient Descent 

The Stochastic Gradient Descent (SGD) method [1] calculates the gradient of a loss function 

𝐽(𝜽) with regards to the weights 𝜽 after each sample pair (𝑥𝑖 , 𝑦𝑖). A learning rate 𝜶 needs to 

be determined manually and remains unchanged throughout the full set of simulations. For the 

SGD method, 𝜶 is identical for all input neurons and is therefore defined as a global learning 

rate. The set of weights 𝜽 are updated 𝑁 times per epoch: 

 

𝜽𝑖+1 = 𝜃𝑖 − 𝜶∇𝜃𝐽(𝜃; 𝑥𝑖 , 𝑦𝑖) (C1)  

 

On the contrary, when using the batch gradient descent method, the weights are updated only 

once per epoch. 

 

 

Adagrad 

The adaptive gradient descent (Adagrad) algorithm [2] contains a global learning rate 𝜶. This 

𝜶, however, is not constant and is updated after each iteration 𝑖. To implement this adaptive 

characteristic, Adagrad introduces an exponentially decaying correction factor for each 

dimension 𝑃 and is based on all previous gradients of dimension 𝑃: 

 

∆𝜃𝑖 = −
𝜶

√∑ 𝑔𝑛
2𝑖

𝑛=1

𝑔𝑖 
(C2)  

𝜶: global learning rate 

 

In this way, each dimension 𝑃 has its own dynamic 𝛥𝜃𝑖 which is inversely proportional to the 

past gradient magnitudes. Because of this characteristic, the algorithm is suitable for data sets 

with high levels of sparsity [3]. One of the drawbacks of this method is the manual selection of 

an initial global 𝜶. 

 

 

Adadelta 

The Adadelta method [4] dynamically adapts the learning rate over time using, among others, 

an exponentially decaying average of the previous squared gradients. Furthermore, it eliminates 

the need for the manual selection of a global 𝜶 as shown in (C3). 
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∆𝜃𝑖 = −
𝑅𝑀𝑆[Δ𝜃]𝑖−1

𝑅𝑀𝑆[𝑔]𝑖

𝑔𝑖 (C3)  

 

One of the advantages of the Adadelta algorithm is its robustness against different initial values 

of 𝛼, which is not the case with the SGD or Adagrad algorithm. The RMSprop and Adadelta 

methods are somewhat similar. The main difference is that RMSprop still requires the manual 

selection of the learning rate. 

 

 

Adam 

The adaptive moment estimation (Adam) method [5], like Adagrad, determines a unique 

learning rate 𝛼𝑖 for each weight 𝜃𝑖, which is updated for every sample pair (𝑥𝑖 , 𝑦𝑖). It uses two 

correction factors for the update rule: an exponentially decaying average of the previous 

squared gradients (like Adagrad and Adadelta) and an exponentially decaying average of the 

previous updates Δ𝜃𝑖. In [5] it was shown that Adam has a better performance than other 

adaptive optimiser algorithms. It is among the most popular optimisers used in ANNs [6]. When 

Adam is generalized, the Adamax algorithm is achieved. 

 

 

Nadam 

The Nesterov-accelerated adaptive moment estimation (Nadam) method [6] is developed based 

on the Adam algorithm. The main difference is that whereas Adam uses a classical momentum 

for determining the exponentially decaying factor, Nadam uses the Nesterov accelerated 

gradient. 

 

 

LOSS FUNCTIONS 

Mean Squared Error 𝑙𝑜𝑠𝑠(𝑦, �̂�)  =
1

𝑁
∑(𝑦𝑖 − �̂�𝑖)2

𝑁

𝑖=1

 (C4)  

 

Mean Absolute Error 𝑙𝑜𝑠𝑠(𝑦, �̂�)  =
1

𝑁
∑|𝑦𝑖 − �̂�𝑖|

𝑁

𝑖=1

 (C5)  

 

Mean Absolute Percentage 

Error 
𝑙𝑜𝑠𝑠(𝑦, �̂�)  =

100

𝑁
∑ |

𝑦𝑖 − �̂�𝑖

𝑦𝑖
|

𝑁

𝑖=1

 (C6)  

 

Mean Squared Logarithmic 

Error 
𝑙𝑜𝑠𝑠(𝑦, �̂�)  =

1

𝑁
∑(log (𝑦𝑖 + 1) − log (�̂�𝑖 + 1))2

𝑁

𝑖=1

 (C7)  

 

Hinge 𝑙𝑜𝑠𝑠(𝑦, �̂�)  = ∑ max (0,
1

2
− 𝑦𝑖�̂�𝑖)

𝑁

𝑖=1

 (C8)  
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Squared Hinge 𝑙𝑜𝑠𝑠(𝑦, �̂�)  = ∑ max (0,
1

2
− 𝑦𝑖�̂�𝑖)2

𝑁

𝑖=1

 (C9)  

 

Log-Cosh 𝑙𝑜𝑠𝑠(𝑦, �̂�) = ∑ log (cosh (

𝑁

𝑖=1

�̂�𝑖 − 𝑦)) (C10)  

 

Binary Cross-Entropy 

 
𝑙𝑜𝑠𝑠(𝑦, �̂�)  =

1

𝑁
∑[𝑦𝑖 . log(�̂�𝑖) + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − �̂�𝑖)]

𝑁

𝑖=1

 (C11)  

 

Kullback Leibler 

Divergence 

 

𝑙𝑜𝑠𝑠(𝑦, �̂�) =
1

𝑁
∑(𝑦𝑖 . log(𝑦𝑖))

𝑁

𝑖=1

−
1

𝑁
∑(𝑦𝑖 . log(�̂�𝑖))

𝑁

𝑖=1

 (C12)  

 

Poisson 

 
𝑙𝑜𝑠𝑠(𝑦, �̂�)  =

1

𝑁
∑(�̂�𝑖 − 𝑦𝑖 . log(�̂�𝑖))

𝑁

𝑖=1

 (C13)  

 

Cosine Proximity 

 

𝑙𝑜𝑠𝑠(𝑦, �̂�)  =
∑ 𝑦𝑖 . �̂�𝑖

𝑁
𝑖=1

√∑ (𝑦𝑖)2𝑁
𝑖=1 . √∑ (�̂�𝑖)2𝑁

𝑖=1

 
(C14)  
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