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SUMMARY

As one of the most promising emerging memory technologies, spin-transfer torque mag-
netic random access memory (STT-MRAM) offers non-volatility, fast access speed, high
density, nearly unlimited endurance, radiation immunity, and low-power consumption.
Thanks to these advantageous features, STT-MRAM is customizable as both embedded
and discrete memory solutions for a variety of applications such as enterprise SSD, AloT,
automotive, and aerospace. Therefore, numerous start-ups (e.g., Everspin) have been
founded focusing on STT-MRAM commercialization, and major foundries worldwide
(e.g., TSMC, Samsung, and Intel) also invest heavily on it. As STT-MRAM mass pro-
duction and deployment in industry is around the corner, high-quality yet cost-efficient
manufacturing test solutions are needed to ensure the required quality of products being
shipped to end customers.

This dissertation mainly focuses on robust design and high-quality test for STT-MRAM.
We first investigate the manufacturing process of STT-MRAM and physical defects that
may take place in each step based on literature survey and silicon measurements. Spe-
cial attentions are given to those unique steps and defects related to the fabrication of
magnetic tunnel junction (MTJ]) devices, which are the data-storing elements in STT-
MRAMSs. We build a complete STT-MRAM simulation platform, composed of a Python
simulation controller and an STT-MRAM circuit design. The former controls and au-
tomates all simulation procedures, whereas the latter is a circuit netlist consisting of a
1T-1MTJ memory array and peripheral circuits such as write drivers and sense ampli-
fiers. To enable fast and accurate electrical/magnetic co-simulations of STT-MRAM, we
propose a magnetic-field-aware compact model for MTJs with perpendicular magnetic
anisotropy; itis optimized and calibrated with comprehensive measurement data of MTJ
devices fabricated at imec. This model can be used for robust device/circuit co-design
of STT-MRAM under PVT variations and various magnetic configurations including ex-
ternal disturbance fields and internal magnetic coupling effects.

Based on this simulation platform, we explore STT-MRAM testing with the conven-
tional fault modeling and test approach. In this approach, any physical defect irrespec-
tive of its physical nature is modeled as a linear resistor (i.e., open, short, or bridge),
which is then injected into our STT-MRAM netlist for fault analysis. Test development
is also covered based on the fault modeling results. Although it is convincing to model
defects in interconnects as linear resistors, this approach has never been validated for
defects inside semiconductor devices such as MT]. Based on comprehensive characteri-
zation on fabricated MTJ devices, we demonstrate that modeling an MTJ-internal defect
as alinear resistor is inaccurate. This is because linear resistors cannot reflect the defect-
induced changes in MTJ’s magnetic properties which are as important as electrical ones.
Furthermore, we experimentally observed extremely low, intermediate, and extremely
high resistances in some defective MTJs; these resistance values are out of the specifica-
tion oflogic ‘0’ and ‘1. We also observed that some MT]J faulty behaviors are intermittent
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viii SUMMARY

rather than permanent. Hence, the conventional fault modeling and test approach is un-
able to derive high-quality test solutions for STT-MRAMs.

To address these issues, we propose Device-Aware Test (DAT) approach which goes
beyond cell-aware test and specifically targets device-internal defects. DAT consists of
three steps: 1) device-aware defect modeling, 2) device-aware fault modeling, and 3)
device-aware test development. In the first step, a physical defect is characterized and
modeled physically; the impact of the defect on the technology parameters of the defec-
tive device is determined. Subsequently, such impact is incorporated into the device’s
electrical parameters to obtain a parameterized defective device model which can be
calibrated by silicon data if available. In the second step, we define a complete fault
space using an upgraded fault primitive notation to cover all possible resistive states
in STT-MRAMs; a systematic fault analysis is then performed to validate realistic faults
within the pre-defined fault space in the presence of the defect. Finally, the obtained
faults are used to develop appropriate test solutions; e.g., March tests, DfT designs, and
stress tests.

We have applied the proposed DAT to three key types of MT]-internal defects as case-
studies in this thesis. They are pinhole defects, synthetic anti-ferromagnet flip (SAFF)
defects, and intermediate (IM) state defects. For each type of MT] defects, we perform
comprehensive characterization on fabricated MT]J devices, and develop a defective MT]
compact model with defect parameters as inputs; the model is also calibrated with the
measured silicon data. By applying device-aware fault modeling, accurate and realistic
faults are obtained. Comparing the results to those obtained using the conventional
approach reveals two observations: 1) The conventional approach leads to wrong fault
models which in turn would lead to test escapes and a waste of test time and resources;
2) Our DAT approach results in more accurate fault models which reflect the physical
defects, thus ensuring high-quality tests at minimal cost. With the obtained faults using
our DAT approach, we propose optimized test solutions for the above-mentioned three
types of MTJ-internal defects.



SAMENVATTING

Als een van de meest veelbelovende opkomende geheugentechnologieén biedt spin-
transfer torque magnetic random access memory (STT-MRAM) niet-vluchtigheid, hoge
lees- en schrijfsnelheid, hoge dichtheid, nagenoeg onbeperkt schrijfuithoudingsvermo-
gen, een hoge robuustheid tegen straling en een laag energieverbruik. Deze eigenschap-
pen zorgen dat STT-MRAM zowel kan worden toegepast als ingebedde en als discrete
geheugenoplossing voor een verscheidenheid aan applicaties, zoals enterprise SSD, kun-
stmatige intelligentie voor het internet der dingen en in de auto-, lucht- en ruimte-
vaartindustrie. Daarom zijn er talloze startups (bijv. Everspin) opgericht die zich richten
op de commercialisering van STT-MRAM, maar ook grote chipproducenten over de gehele
wereld (bijv. TSMC, Samsung en Intel) doen grote investeringen in deze technologie.
Aangezien de massaproductie en -implementatie van STT-MRAM nabij is, zijn hoog-
waardige maar toch kostenefficiénte productietestoplossingen cruciaal om de vereiste
kwaliteit van de producten die naar de eindklanten worden verzonden te garanderen.

Dit proefschrift richt zich voornamelijk op het robuust ontwerpen en het ontwikke-
len van hoogwaardige tests voor STT-MRAM. We onderzoeken eerst het fabricagepro-
ces van STT-MRAM en de fysieke defecten die in elke stap kunnen optreden op basis
van literatuuronderzoek en siliciummetingen. Speciale aandacht wordt geschonken aan
de unieke stappen en defecten die verband houden met de fabricage van de magnetis-
che tunneljunctie (MT]), welke het gegevensopslagelement is in STT-MRAM’s. We on-
twikkelen een compleet STT-MRAM-simulatieplatform, bestaande uit een simulatiecon-
troller geschreven in Python en een STT-MRAM-circuitontwerp. De eerstgenoemde con-
troleert en automatiseert alle simulatieprocedures, terwijl de laatstgenoemde een cir-
cuitbeschrijving is van een 1T-1MTJ-geheugenraster en randcircuits zoals schrijfcircuits
en leesversterkers. Om snelle en nauwkeurige elektrische/magnetische co-simulaties
van STT-MRAM mogelijk te maken, introduceren we een compact model voor MTJ’s met
loodrechte magnetische anisotropie, dat rekening houdt met het magnetisch veld. Het
model is geoptimaliseerd en gekalibreerd met uitgebreide meetgegevens van MTJ’s die
bij imec zijn vervaardigd. Dit model kan worden gebruikt om robuuste MTJ’s en STT-
MRAM-circuits te ontwerpen met inachtneming van proces-, spannings- en temper-
atuurvariaties alsook verschillende magnetische configuraties, waaronder externe stor-
ingsvelden en interne magnetische koppelingseffecten.

Op basis van dit simulatieplatform bestuderen we het testen van STT-MRAM mid-
dels de conventionele foutmodellerings en testbenadering. In deze benadering wordt elk
fysiek defect, ongeacht zijn fysieke aard, gemodelleerd als een lineaire weerstand (d.w.z.
als een open verbinding, een kortsluiting of een overbruggingsverbinding), die vervol-
gens wordt toegevoegd aan ons STT-MRAM-circuitontwerp voor foutanalyse. Teston-
twikkeling wordt ook behandeld op basis van de foutmodelleringsresultaten. Hoewel het
overtuigend is om defecten in verbindingen te modelleren als lineaire weerstanden, is
deze benadering nooit gevalideerd voor defecten in halfgeleidercomponenten zelf, zoals
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in MTJ’s. We laten op basis van uitgebreide karakterisering van gefabriceerde MTJ’s zien
dat het modelleren van een intern MTJ-defect als een lineaire weerstand onnauwkeurig
is. Dit komt doordat lineaire weerstanden de door defecten veroorzaakte veranderin-
gen in de magnetische eigenschappen van MTJ, die even belangrijk zijn als elektrische,
niet kunnen weerspiegelen. Daarnaast hebben we extreem lage en extreem hoge weer-
standen alsook weerstanden die tussen de twee gewenste weerstandswaarden liggen ex-
perimenteel waargenomen in sommige defecte MTJ’s. Deze weerstandswaarden vallen
buiten de specificaties van een logische ‘0’ en ‘1. We hebben ook vastgesteld dat het
foutieve gedrag van sommige defecte MT]’s niet permanent is maar met tussenpozen op-
treedt. Om deze redenen is het onmogelijk om met de conventionele foutmodellerings-
en testbenadering hoogwaardige testoplossingen voor STT-MRAM te genereren.

Om deze problemen aan te pakken, stellen we een Componentbewuste Test (CBT)
-benadering voor die verder gaat dan celbewuste tests en specifiek gericht is op interne
defecten van de component. De CBT-benadering bestaat uit drie stappen: 1) compo-
nentbewuste defectmodellering, 2) componentbewuste foutmodellering en 3) compo-
nentbewuste testontwikkeling. In de eerste stap wordt een productiedefect gekarak-
teriseerd en de consequenties ervan gemodelleerd. Hiermee wordt de uitwerking van
het defect op de technologieparameters van de defecte component bepaald. Vervolgens
wordt de impact opgenomen in de elektrische parameters van de component om een
geparametriseerd model van de defecte component te verkrijgen dat, indien beschik-
baar, kan worden gekalibreerd met siliciummetingen. In de tweede stap definiéren we
een volledige foutruimte met behulp van een verbeterde notatie van foutprimitieven om
alle mogelijke weerstandstoestanden in STT-MRAM’s te beschrijven. Vervolgens wordt
een systematische foutanalyse uitgevoerd om de foutruimte te valideren in de aanwezig-
heid van een defect en dus realistische fouten te determineren. Ten slotte worden de
gevalideerde fouten gebruikt om geschikte testoplossingen te ontwikkelen. Dit kunnen
bijvoorbeeld marcheertests, ontwerp-voor-test-structuren en stresstests zijn.

In dit proefschrift passen wij als casestudy de CBT-benadering toe op drie belangrijke
MTJ-defecten. Deze defecten zijn: een minuscule gaten in de MgO-tunnelbarriére, syn-
thetische anti-ferromagnetische omkeringsdefecten en tussenliggende-toestanddefecten.
Voor elk MTJ-defect voeren we een uitgebreide karakterisering uit op gefabriceerde MTJ’s
en ontwikkelen we een compact MTJ-defectmodel met defectparameters als invoer; het
model is tevens gekalibreerd aan de hand van de uitgevoerde metingen. Door compo-
nentbewuste foutmodellering toe te passen, worden nauwkeurige en realistische fouten
gevonden. Wanneer de resultaten van deze aanpak vergeleken worden met die verkre-
gen middels de conventionele benadering, kunnen de volgende twee waarnemingen
gemaakt worden. (1) De conventionele aanpak leidt tot verkeerde foutmodellen die
op hun beurt zouden leiden tot valsnegatieve testresultaten en verspilling van testtijd
en -middelen. (2) Onze CBT-benadering resulteert in nauwkeurigere foutmodellen die
de werkelijke productiedefecten beschrijven, waardoor hoge testkwaliteit tegen mini-
male kosten kan worden gegarandeerd. We leggen voor elk van de drie bovengenoemde
interne MTJ-defecten geoptimaliseerde testoplossingen voor die gebaseerd zijn op de
fouten verkregen middels onze CBT-benadering.
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INTRODUCTION

1.1 VLSI Test Philosophy

1.2 Emerging Non-Volatile Memory Technologies
1.3 State of the Art in Memory Testing

1.4 Research Topics

1.5 Contributions of the Thesis

1.6 Thesis Organization

Spin-transfer torque magnetic random access memory (STT-MRAM) is considered as one
of the most promising non-volatile memory technologies. After more than 40 years’ re-
search and development, its mass production is around the corner as numerous foundries
and start-ups worldwide swarm into its commercialization. Like any semiconductor prod-
uct, effective yet cost-efficient test solutions are of great importance to ensure high-quality
STT-MRAM products being shipped to end customers. The main subject of this disserta-
tion is to investigate STT-MRAM-specific manufacturing defects, accurately model them
to derive realistic fault models, and eventually develop high-quality test solutions for STT-
MRAMs. This chapter serves as a brief introduction to this dissertation. We start with
highlighting the role of VLSI test, its importance, and basic concepts. Second, we introduce
emerging non-volatile memory technologies covering three main classes: PCM, RRAM,
and MRAM. Their working principles are briefly reviewed and their performance is com-
pared to each other as well as to existing charge-based memories: SRAM, DRAM, and flash.
Their development status, potential applications, and positioning in the present memory
hierarchy is also discussed, with an emphasis on STT-MRAM. Third, we present the state
of the art in both conventional memory testing and STT-MRAM testing. Fourth, we ex-
plain the research topics explored over the course of this PhD project. Fifth, we present
the main contributions of this dissertation advancing the state-of-the-art in STT-MRAM
testing. Finally, we detail the thesis organization.




2 1. INTRODUCTION

1.1. VLSI TEST PHILOSOPHY

This section introduces the VLSI test philosophy as well as some basic concepts and
terminologies in this field. It first identifies the position and role of VLSI tests within the
broad scope of electronic testing. Thereafter, a classification of VLSI tests is discussed.
Finally, the concepts of test escape and yield loss in production tests are elaborated.

1.1.1. POSITION AND ROLE OF VLSI TESTS
With the successful advancement in very large scale integration (VLSI) technology for
nearly half a century, semiconductor chips have become indispensable components in
any modern electronic system. For example, smartphones are probably the most com-
monly known and used electronic system in our daily lives nowadays. Typically, a smart-
phones contains a large number of semiconductor chips, of which the system-on-chip
(SoC) is undoubtedly the most important one. A SoC is a monolithic VLSI circuit includ-
ing a variety of modules; an example is the Kirin 990 5G processor which integrates a
central processing unit (CPU), neural processing unit (NPU), graphics processing unit
(GPU), 5G modem, on-chip memories etc., which together are built with 10.3 billion
transistors in a single chip of 113.31 mm? using TSMC’s 7nm process[1]. It is obvious
that fabricating such a sophisticated VLSI chip is a complicated and time-consuming
process which is prone to manufacturing defects. Therefore, to guarantee the quality
and reliability of semiconductor chips, it is crucial to rigorously test them in different
manners at different phases of lifetime.

Typically, the lifetime of a VLSI chip can be divided into three phases involving three
key parties, as illustrated in Figure 1.1. The first phase is the gestation period, where the

t=0 t=Tifetime
VLSI Electronic
chips systems
VLSI chi >
P . System ) End user
manufacturer ¢ intergrator ¢

Customer Customer

returns returns

Figure 1.1: Three key phases and involved parties in the lifetime of a VLSI chip.

involved party is the VLSI chip manufacturer which defines the specifications of semi-
conductor chip products and subsequently designs and mass produce them. Note that
the design company of a semiconductor chip may also be different from the one which
eventually manufactures it. In the semiconductor industry, this is also a typical business
model where a fabless company designs a product and get it fabricated in a foundry
company which is dedicated to manufacture instead of designs. In the second phase,
the fabricated chips are delivered to the system integrator which mounts them into elec-
tronic systems such as smartphones, laptops, and servers; these electronic systems are
intended to be sold to the electronic market. The third phase mainly involves the end
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user which buys these electronic devices and use them to accomplish a specific task.
From a semiconductor chip’s perspective, its life starts (typically referred to as t=0) when
being shipped out from the manufacturer. Obviously, most of its lifetime is with the end
user where it performs its designed functions in a system in the field of operation until
wear-out.

In the above-mentioned three phases, VLSI chips are subjected to different tests. The
VLSI chip manufacturer needs to conduct various manufacturing tests to weed out de-
fective parts and guarantee that the outgoing parts to customers perform good functions
as designed at t=0. Typically, the quality of VLSI chips is evaluated using a metric called
defective part per million (DPPM). For instance, ten-DPPM means statistically ten parts
out of one million parts shipped to the system integrator are defective. The test efforts
that the manufacturer would make vary significantly depending on the chip quality re-
quirements that are demanded by the system integrator. The chip quality requirements
are in turn determined by the specific application that the system integrator expects its
electronic system products to be used for. For example, a VLSI chip product targeting
healthcare or aerospace applications requires much higher quality and therefore more
stringent tests than that for kids’ toys or consumer electronics.

In phaseII, the second party, system integrator, may perform some basic tests (known
as incoming inspection) with much less efforts and time than the previous manufactur-
ing tests on certain number of selected samples of purchased VLSI chips, depending on
the chip quality and system requirement. The purpose of incoming inspection is to avoid
assembling defective chips into systems. But this practice is gradually disappearing, as
companies nowadays expect the received chips to be high-quality and are often pres-
sured by the time to market. Nevertheless, the system integrator focuses on a different
type of test called system test. In other words, once a system composed of a large number
of VLSI chips and other electronic components such as resistors, capacitors, batteries,
and screens is manufactured, it also necessitates extensive tests before delivering to a
customer. During this stage of testing, VLSI chips which are identified to be defective or
cause system failures will be sent back to the manufacturer in the form of customer re-
turns. The manufacturer is then expected to investigate these returned chips for failure
analysis and diagnosis, which will be useful for improvements in either the test program
or manufacturing process.

In phase III, the end user as the third party is not expected to conduct any testing
work on the received product other than setting it up for regular usage. Similar to the
customer returns from the system integrator to the chip manufacturer, the end user
sends back defective products to the system integrator for reparation or replacement.
However, as modern electronic systems are becoming increasingly complex and CMOS
technology has entered into sub-10ns era raising more reliability concerns, on-line test
have become an important field for testing especially for some mission-critical industrial
sectors such as satellites, automotive, and medical electronics [2]. On-line test is the test
procedures running without the engagement of the end user in the field of operation,
to monitor the hardware status so as to detect defective parts and enhance reliability or
robustness. It can take place either concurrently during the normal operation mode or
periodically during the idle mode.

Despite the fact that defective chips can be detected in all three phases of their life-
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time, the first phase and the chip manufacturer should be primarily relied on to ensure
the chip quality. This is because of the exponential increase in the cost of detecting a de-
fective chip after being integrated into increasingly more complicated systems. A widely
accepted rule of thumb in test economics in the electronics industry is the rule of ten
[3]. It suggests that if a defective chip is not caught by chip-level testing, then finding it
at printed circuit board level costs ten times as much as at the chip level. This cost fac-
tor continues to apply when the defective chip is incorporated into higher-level systems.
Apart from the economic reason, selling defective chips to customers and receiving them
back also have a negative impact on the manufacturer’s reputation. In the worst case, a
system failure due to a defective chip in the field may lead to a catastrophic accident or
even the loss of human lives in some mission-critical applications such as automotive
and healthcare.

All of the above aspects emphasize the importance of VLSI tests in phase I before
t=0, which are mainly performed by the chip manufacturer. Since this test stage plays
the most critical role in determining the chip quality, it incurs the biggest investment in
testing, thus having the highest possibility of payback on research. Due to this reason,
this thesis will be focused on this domain.

1.1.2. CLASSIFICATION OF VLSI TESTS

If a VLSI chip product is designed, fabricated, and tested, and it fails the test, then there
must be a cause for the failure [3]. The cause can be the following: 1) the test is wrong, 2)
the manufacturing process is faulty, 3) the design is incorrect, and 4) the specifications
have a problem. Anything can go wrong. The responsibility of VLSI tests is to detect
whether there is something wrong. If all chips fail, probably the first cause applies, i.e.,
the test is wrong. If the test is good and only a very small fraction of fabricated chips are
tested negative, then we suspect 2), 3) and 4) might be the potential cause. To determine
which type of cause leading to a chip failure, typically a variety of tests will be performed
over the entire course of developing a VLSI chip product. Next, the classification of VLSI
tests will be discussed.

VLSI tests taken by the chip manufacturer in phase I can be classified into three types
as follows, depending on the test objectives and the development stage of a VLSI chip
product [3].

1) Characterization: also known as design debug or verification test. This test form
is performed on a new design before being sent to mass production. The first objective
of characterization test is to verify that the design is correct and meets all specifications.
Functional tests along with comprehensive AC and DC parametric measurements are
run at this stage, to determine the limits of chip operation conditions such as supply volt-
age, temperature, and speed. Typically, these conditions are swept in given ranges and
functional tests are performed repetitively for each combination of the above parame-
ters. The measured results are plotted as a Shmoo plot where both the pass (P) and fail
(F) regions are marked [4]. Other objectives of characterization tests include measuring
chip characteristics for setting final specifications and determining a final production
test program.

2) Production: every fabricated chip has to go through production tests. The objec-
tive of production tests is to enforce the quality requirements by determining whether
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the chip under test meets all specifications. Production tests are go/no-go decision mak-
ing processes which are less comprehensive than the previous characterization tests.
The tests at this stage may not cover all possible functions, but they must guarantee a
high coverage of modeled faults such that defective chips can be weeded out with a high
confidence. As every chip must be tested, production test time for each chip is typically
very short and the cost needs to be minimized as much as possible but without sacrific-
ing the effectiveness of test.

3) Burn-in: passing production tests means that the passed chips meet design spec-
ifications at t=0, but it does not guarantee that they perform their functions as long as
expected when getting to actual usage. Burn-in tests ensure the reliability of those chips
which have passed production tests by testing either continuously or periodically over
a long period of time at elevated voltage and/or temperature to force weak chips to fail
at an accelerated speed [3]. Two types of failures can be isolated by burn-in tests: in-
fant mortality and freak failures. The former are typically caused by weak defects or
process variations; they can be screened out by short-term burn-in (10-20 hours) in a
normal or slightly accelerated conditions. The latter occur to those chips which are as
reliable as designed, thus requiring long burn-in time (100-1000 hours) in accelerated
conditions. Compared to production tests, burn-in tests are much more expensive and
time-consuming. Therefore, in practice, a manufacturer must take economics into ac-
count and make a trade-off between test overheads and chip reliability depending on
the target applications.

1.1.3. TEST ESCAPES AND YIELD LOSS

As introduced previously, a production test is a short and go/no-go decision making pro-
cess for every single fabricated chip which is intended to going to costumers. Figure 1.2a
depicts the production test process where all fabricated chips need to go through the test
program and end up in four sets of test results as follow.

(D Pass, OK. Refer to chips which have passed the test and are real defect-free.
(2) Pass, OK. Refer to chips which have passed the test but are defective actually.
(3) Fail, OK. Refer to chips which have failed the test but are real defect-free.

(4) Fail, OK. Refer to chips which have failed the test and are defective actually.

Ideally, we would like to have all defect-free chips pass the test and all defective chips
fail the test. In other words, only set (1) and (4) are desired assuming that the test pro-
gram is perfect. This maximize the interest of the manufacturer, as all chips being sold
to customers would be as good as designed (i.e., 0 DPPM). However, this is almost im-
possible to achieve in practice, at least not achieved based on today’s test technology at
the point of writing this dissertation. A practical test program usually gives us a certain
number of chips fallen into set (2) and (3), unfortunately. Both of these two sets of chips
cost money to a manufacturer.

Set (2) contains defective chips that escape the test and therefore will be delivered to
customers, along with other real defect-free chips in set (1). Test escapes can be caused
by incomplete coverage of fault models due to high complexity or high cost. Fault models
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(a) Production test process and four sets of test results. (b) Venn diagram of set 2,3, and 4.

Figure 1.2: Test escapes and yield loss in production tests.

typically are the target of production tests; they are the high-level abstraction of physi-
cal defects. Another cause could be that, in practice, not all physical defects are taken
into account and are well modeled and represented by existing fault models. Some of
these defective chips will be mounted onto PCBs and electronic systems, and subse-
quently leaked to the market. As a result, they may incur user complaints and even lead
to accidents or loss of human lives in the worst case. Some will be sent back the their
manufacturer in the form of customer returns if identified by higher-level tests such as
system and on-line tests. costumer returns have a significant influence on the business-
to-business relationship and may even damage the established reputation of the chip
manufacturer.

Set (3) contains good chips which however fail the test. This can be caused by exces-
sively stringent tests; an example is Ippg test [3] which may over kills some good chips by
mistakenly identifying the increased leakage current due to process variations as defects.
This set of chips directly lead to yield loss, thus increasing the cost of manufacturing a
chip on average. In addition, rejecting good chips also indicates that the test itself needs
to be improved so that this set would be minimized as much as possible in the future
production.

Set (4) contains defective chips which are captured by the test. These chips do not
meet design specifications and should go to the failure analysis and repair department
along with the chips in set (3) and customer returns (belonging to set (2)). As illustrated
in Figure 1.2a, investigating and understanding the failure mechanisms of chips in Set
(4) are very important for yield learning process; the results can be used to fix design
and/or manufacturing process.

Figure 1.2b shows a Venn diagram describing the relationship of set (2), (3), and (4).
Set (2) and (3) are mainly caused by the incompetence of the test program. Thus, inves-
tigating the failure analysis of chips in these two sets are beneficial for an enhancement
in the test program. From an economic point of view, the two circles in Figure 1.2b need
to be as closely overlapped as possible for the purpose of reducing test escapes and yield
loss. Since these two benefits literally mean higher quality and less cost in manufactur-
ing for a VLSI chip product, identifying the real defective chips, i.e., making these two
circles overlap, is the invariable goal of R&D investment in VLSI tests.
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1.2. EMERGING NON-VOLATILE MEMORY TECHNOLOGIES

Memory is an indispensable component in any computer system, and it is also one of
the biggest sectors in the semiconductor industry. As existing memories such as SRAM,
DRAM, and flash gradually approach their down-scaling limits, they become increas-
ingly power hungry, and less reliable while the fabrication is more expensive due to the
increased manufacturing complexity. As alternative solutions, several promising non-
volatile memory (NVM) technologies have emerged and attracted extensive R&D atten-
tion for various levels in the memory hierarchy. This section starts with a brief overview
of today’s memory hierarchy. Then, a classification of mainstream existing and emerging
memories is provided. Finally, a comparison of these memories is presented.

1.2.1. PRESENT MEMORY HIERARCHY

It is well recognized that the classical Von Neumann architecture comprises separate
central processing unit (CPU) and memory unit. This means that data and instructions
have to be frequently moved between these two units. Ideally, one would desire a system
with its memory as fast as CPU, which maximizes the system performance. However,
the reality is that the CPU speed is much higher than that of any type of existing memory
nowadays. Starting from 1980 when their speeds are approximately the same, both CPU
and memory have substantially evolved over the past four decades. The performance
of CPU has improved tremendously by first boosting clock rate of single-core processor
and subsequently incorporating multiple cores starting from around 2005. For instance,
the Intel Core i7-960 processor contains 4 cores, each of which runs at 3.2GHz (i.e., 0.3ns
per clock cycle). In contrast, the performance of main memory has not improved signif-
icantly in the past few decades, despite the fact that the density has increased consid-
erably and the price per bit has become more and more affordable. Typically, the ac-
cess latency of dynamic random access memory (DRAM) is 50-100ns [5], which is more
than three orders of magnitude slower than the speed of a high-end multi-core processor
these days. This is well known as the “memory wall” [6], making memory the bottleneck
of system performance. Compared to DRAM, static random access memory (SRAM) is
much faster, up to ~1ns. However, the downsides of SRAM are its high cost per bit and
large area of memory cell. Other memory technologies such as flash and magnetic disk
are cheap and large in volume, but they are orders of magnitude slower than DRAM. Un-
fortunately, there is no such an ideal memory technology which is fast, cheap, and large
in volume, combining the benefits of all aforementioned memaories.

To build such a desirable memory system, an economical solution is a memory hi-
erarchy, which takes advantage of locality and cost-performance trade-offs of memory
technologies. The principle of locality means that programs tend to reuse data and in-
structions they have used recently [6]. Figure 1.3 shows a multi-layer memory hierarchy,
including the typical access speed of each level and the position of each memory tech-
nology. Traditionally, the memory hierarchy consists of three major layers: cache, main
memory, and mass storage, implemented by SRAM, DRAM, and hard drive disk, respec-
tively. Cache is fast, small, and expensive; thus, it is located the closest to the CPU. Main
memory provides medium performance and cost, thus following the cache as the next
memory layer in the hierarchy. With the lowest speed and largest volume, mass storage
layer is the farthest layer to the CPU. In most cases, the data contained in a farther layer
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Figure 1.3: Present memory hierarchy in computer systems.

is a superset of data in the previous layer closer to the CPU. The goal of the memory hi-
erarchy is to provide a memory system with cost per bit almost as low as the cheapest
layer and speed almost as fast as the fastest layer.

With the CPU-memory performance gap becoming wider and the emergence of new
memory technologies, the memory hierarchy has also been evolving over time. First,
the cache layer has been split into several sub-layers to meet the ever-increasing mem-
ory access demand from the CPU. Figure 1.3 shows a three-level cache structure with
the fastest L1 cache closest to the CPU and slower but larger L2 and L3 at lower lev-
els. Second, flash memories are ubiquitous these days, serving as complementary stor-
age media to the traditional hard disks. Thanks to their fast speed, non-volatility, and
continuous bit cost reduction, they are widely used in solid-state drives (SSDs), smart
phones, tablets, laptops, databases etc. Third, the gap in performance and price be-
tween the storage layer (including both flash and hard disk) and the main memory layer
(DRAM) is still much wider than that between main memory and last-level cache. This
has motivated the idea of adding a new memory layer which is commonly referred to
as storage-class memory (SCM) [7] to fill in this gap in recent years. Flash memory, as
a successful pioneer non-volatile memory technology, has the potential to adapt to the
SCM layer. However, the main obstacles include its limited endurance and access speed
in comparison to DRAM, making flash memory alone unable to serve as SCM. To address
this issue, research attempts have been focused on hybridizing flash memory with other
high-performance memory types such as DRAM [8].

Candidates for SCM also include emerging NVM technologies such as phase-change
memory (PCM), resistive random access memory (RRAM), and magnetic random access
memory (MRAM). These memory technologies offers storage-class retention, relatively
higher endurance than flash memory, and attractive read/write performance as high as
DRAM or even SRAM but with considerably less static power consumption [9]. Due to
these advantageous features, they can not only adapt to the SCM layer, but also may
even revolutionize the entire memory hierarchy once they are mass produced and their
cost per bit drops. Figure 1.3 shows the potential application position of each of these
NVM technologies in the memory hierarchy. Limited by endurance (primary) and speed
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(secondary), PCM and RRAM are predicted to be suitable for the SCM layer and below
[10]. In contrast, MRAM provides an excellent tailorability by making trade-offs between
retention, endurance, and speed with different programming technologies. Therefore,
many believe that MRAM including its sub-classes with different flavors can be a true
universal memory technology in the future [11]. Next, we will introduce all these mem-
ory technologies in more detail.

1.2.2. TYPES OF SEMICONDUCTOR MEMORIES

In general, semiconductor memories can be classified into two categories: volatile and
non-volatile [10], as shown in Figure 1.4a. Volatile memories require continuous power
supply to retain the stored data while non-volatile memories can retain the stored data
even if the power is switched off. The mainstream volatile memories are SRAM and
DRAM, which are ubiquitous in today’s computer systems. Non-volatile memories in-
clude magnetic disk and flash memory conventionally. Note that magnetic disk is not
considered as a type of semiconductor memory, as it is not based on transistors and in-
volves slow mechanical movements in read and write operations. Thus, magnetic disk,
through still the dominant storage medium at the moment, is not covered in our discus-
sions in this thesis. Flash memory has two types: NAND and NOR. NAND flash features
increasingly higher density and lower cost per bit, thanks multi-level cell and 3D stack
technologies [8]. It is suitable for high-end storage applications in replacement of mag-
netic disk. In contrast, NOR flash memory is more expensive and faster in random access
but lower in programming and erasing operations. These features make NOR flash more
suitable for storage applications requiring fast read and occasional write (e.g., storing
program code in mobile devices).

In addition, the majority of emerging memory technologies are non-volatile. For ex-
ample, PCM, RRAM, and MRAM have attached large amounts of R&D attention over the
past decades and have been prototyped and even commercialized in a small scale by
worldwide semiconductor companies such as Intel, Samsung, Globalfoundries, and Ev-
erspin in recent years [12-15]. There are also several emerging memory technologies
at early R&D stages, including ferroelectric random access memory (FeRAM), Carbon-
based memory, Mott memory etc. [10]. These memories will not be discussed in this
thesis.

‘ Semiconductor memories ‘
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(a) Classification of semiconductor memories. (b) Basic 1T-1R memory cell sturcture.

Figure 1.4: Types of semiconductor memory technologies.
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Based on the physical form in which the information is stored, the aforementioned
semiconductor memories can also be categorized into charge-based and resistance-based
memories. The former category include three existing mainstream semiconductor mem-
ories on the market: SRAM, DRAM, and flash memories, which utilize the quantity of
electric charge to encode logic state ‘0’ and ‘1’. The latter category comprises emerging
memories: PCM, RRAM, and MRAM, which store data in the form of resistance; based on
the write mechanism, MRAM can be further divided into first-generation Toggle-MRAM,
second-generation STT-MRAMs, and SOT-MRAM as a representative of third-generation
MRAM technologies. As the data-storing devices of these three types of NVM all encode
logic states by exploiting the large resistance contrast in distinct physical states (e.g.,
amorphous and crystalline phases), they are all referred to as Memristors sometimes.
These three types of Memristor are all compatible with the conventional CMOS process
and are typically integrated between two adjacent metal lines in the back-end-of-line
(BEOL) process. Figure 1.4b shows a schematic of the most commonly used 1T-1R mem-
ory cell structure. It consists of a transistor (access selector) at the bottom fabricated
in the front-end-of-line (FEOL) process and a Memristor device (data-storing element)
inserted in the subsequent BEOL process. Note that there exist several other selector
candidates such as two-terminal diode or non-linear device in [10, 16], despite transis-
tor is still the most popular one. Next, the working principle of each type of memristor
will be elaborated.

PHASE-CHANGE MEMORY (PCM)

Phase-change memory (PCM) stores data by exploiting the large resistance contrast be-
tween poly-crystalline and amorphous phases in phase-change materials such as chalco-
genide [17, 18]. Figure 1.5 illustrates the basic structure of mushroom-shaped PCM de-
vice and the transformation principle between the two phases. To reset the PCM device
into the amorphous phase, a positive pulse with large amplitude (Vi) and short width
(tsec~50ns) is applied across the device. As a result, a current flows through the heater
(resistor) which contacts the above phase-change layer in the device, generating a large
amount of Joule heating. The generated Joule heating raises the temperature above the
melting point, thus transforming the phase-change material in the mushroom-cap area
into the amorphous phase, corresponding to the high resistance state (HRS). To set the
PCM device into the crystalline phase, a medium pulse (V;s) with the same polarity as

V, ’
Top Electrode (+) mt T>T(melting) Top Electrode (+)
Phase-change material Phase-change material
0 > Qg >0 ; o> O
[ —>
Changeable Dielectric Changeable Dielectric
region T(crystallization)<T<T(melting) | region
Vset
—I—l— Heater
t
Bottom Electrode (-) <= — Bottom Electrode (-)
Crystalline phase (LRS) Amorphous phase (HRS)

Figure 1.5: Basic mushroom-shaped structure of PCM device and its working principle.
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the previous set pulse is applied for 100ns-10us (#st), which anneals the changeable
region at a temperature between the crystallization point and the melting point. The
crystalline phase corresponds to the low resistance state (LRS), whose resistance can be
three or four orders of magnitude lower than that of HRS. The large contrast in resistance
is used to distinguish the two phases by applying a small bias to the device without dis-
turbing its state.

PCM is among the most promising NVM technologies and has undergone signifi-
cant academic and industrial research since the late 1960s. This has resulted numerous
demonstration chips including a 1Gb chip by Micron in 2010 [19], a 8Gb chip by Sam-
sung in 2012[12] and even a commercial product: 3D-Xpoint by Intel[20] in 2016. In the
2000s, PCM was considered to serve as a universal memory replacing both DRAM and
NAND flash, as it exhibited high speed and scalability competitive to DRAM while being
nonvolatile and owning higher endurance than NAND flash. However, this initial goal
was not achieved due to the continuous improvement of DRAM and NAND flash as well
as the limitations of PCM itself. Further innovations on PCM are needed to reduce power
consumption, minimize resistance drift, improve endurance, and increase density [18].
Later on until now, the community has converged on the use of PCM as a SCM candidate
complementing the traditional memory hierarchy shown in Figure 1.3.

RESISTIVE RANDOM ACCESS MEMORY(RRAM)

Resistive Random Access Memory (RRAM) stores data by exploiting the large resistance
contrast between the complete conductive filament (CF) phase and the incomplete CF
phase in the metal-oxide materials such as HfO, [21]. Figure 1.6 illustrates the basic
structure of metal-oxide RRAM device and its working principle as a non-volatile mem-
ory. ARRAM device fundamentally consists of two electrodes sandwiching a metal-oxide
layer. As pure metal oxides are intrinsically dielectric, a fresh RRAM device (left one in the
figure) exhibits a extremely high resistance. To make the RRAM device ready for transi-
tions between the aforementioned binary states, a key manufacturing step known as the
forming process is required. It refers to the process of creating a conductive filament,
akin to a tunnel for electrons to freely move through, in the metal oxide by applying a
high voltage (Viorming) across the raw RRAM device. Under the applied high electric field
(>10MV/cm), oxygen atoms are knocked out of the lattice and drift in the form of nega-
tive ions towards the top electrode (anode). This process leaves oxygen vacancies behind
in the oxide layer. When enough oxygen vacancies are localized and form a conductive
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Figure 1.6: Basic structure of metal-oxide RRAM device and its working principle.
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filament connecting the top and bottom electrodes, the device exhibits high conduc-
tance (i.e., LRS) as illustrated with the device schematic in the middle of the figure.

After the forming process, the RRAM device can be transformed from LRS to HRS
(reset process) and from HRS to LRS (set process) by applying appropriate pulses. To re-
set the device, a negative pulse (Vi) has to be applied. Under the induced electric field,
oxygen ions migrate back to the oxide layer and recombine with a portion of oxygen
vacancies near the top electrode. As the device contains an incomplete CF in its oxide
layer, it transforms to the HRS (the right device schematic in Figure 1.6). Note that the
resistance with an incomplete CF is much smaller than that of raw samples before the
forming process, since the incomplete CF acts as a virtual bottom electrode. To set the
device, a positive pulse (Vset) is applied to regenerate the complete CE Due to the exis-
tence of the incomplete CF during normal switching cycles, both Vi5 and Ve are smaller
than Viorming. To read the resistive state of the device, a small bias is applied, similar to
the read operation for the PCM device previously. The read window (i.e., HRS/LRS ratio)
for RRAM devices is very wide, typically in the range of 10! —10* [21].

With the intensive R&D investment in the past decades, several RRAM test chips have
been prototyped as both embedded and standalone memories [22]. Embedded RRAMs
are used as IPs integrated into SoCs to replace existing e-flash memories. For example, in
2013, Panosonic announced the world’s first mass-production of MCU with embedded
RRAMs [23], which outperformed Flash-based MCU by five times faster and 50% less
power consumption. In addition, RRAMs have demonstrated their capability to fit into
SCM layer between DRAM and NAND flash as standalone memories. In 2014, Micron
and Sony unveiled a 16Gb RRAM macro [24] in a 27nm technology node with 200MB/s
write speed and 1GB/s read speed. In the same year, SanDisk also demonstrated a 32Gb
cross-point RRAM chip in a 24 nm process [25]. During the persistent memory summit in
2019, Sony disclosed that it aimed to commercialize 128Gb RRAM chips targeting high-
end SSDs in 2020 (similar market positioning to Intel’s Optane memory products).

MAGNETIC RANDOM ACCESS MEMORY (MRAM)

Magnetic Random Access Memory (MRAM) stores data by exploiting the significant re-
sistance contrast between two different magnetic configurations in magnetic tunnel junc-
tions (MTJs), which are the data-storing elements in MRAMs. Figure 1.7 shows the basic
MT]J structure and its working principle. Fundamentally, an MT] is composed of two fer-
romagnetic layers sandwiching an ultra-thin (~1nm) dielectric layer. These three layers
are named as free layer, tunnel barrier, and pinned layer respectively as illustrated in the
figure. The magnetization in the free layer can be switched by [26]: 1) a perpendicular
magnetic field, 2) a perpendicular electric current flowing through it under the effect of
spin-transfer torque (STT), and 3): a horizontal electric current flowing through the top
electrode in contact with the free layer under the effect of spin-orbit torque (SOT). These
three switching methods lead to the three generations of MRAM technologies as shown
in Figure 1.4a. In contrast, the magnetization in the pinned layer is strongly pinned to
a certain direction. When the magnetizations in the two ferromagnetic layers are paral-
lel, the MTJ exhibits LRS. When anti-parallel, the MTJ is in HRS. To switch between the
two magnetic states, a pulse has to be applied across the MTJ; the pulse polarity deter-
mines the switching direction, as shown in the figure. To read the resistive state, a small
bias is applied. Unlike the large read window in PCM and RRAM devices, MTJs have a
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Figure 1.7: Basic structure of MRAM device (MT]) and its working principle.

much smaller read window, typically HRS/LRS=2-3, limited by today’s MRAM technolo-
gies. More details about MTJ technologies and write/read circuits will be explained later
in Chapter 3.

Over the past two decades, MRAM R&D has experienced an exciting progress, which
attracts a large amount of investment from most of the global semiconductor compa-
nies. Key players across the globe include Everspin, Avalanche, Honeywell, Intel, Sam-
sung, Globalfoundry, SK hynix, and TSMC, TDK Headway, Toshiba, IBM, IMEC, SPIN-
TEC. For example, Everspin technologies has commercialized both standalone Toggle-
MRAM products since 2006 [27] and STT-MRAM products since 2015 [28] on a small
scale. Avalanche offers both stand-alone and embedded STT-MRAM products [29]. SK
hynix demonstrated a 4Gb STT-MRAM prototype targeting the replacement of DRAM
and flash memories in 2016. Intel presented its embedded STT-MRAM solution in 2019
[30] and CMOS compatible process integration of SOT-MRAM in 2020 [31]. Samsung
[14], Globalfoundries [4], and TSMC [32] demonstrated embedded STT-MRAM macros
up to 1Gb in 2019. It is clear that Toggle-MRAM and STT-MRAM technologies are ready
for mass production and deployment in the industry, while SOT-MRAM technology still
requires further efforts in improving process and device/circuit co-optimization. Ac-
cording to a report from Coughlin Associates after the 2018 MRAM Developer Day, it was
projected that the market for MRAM solutions will experience a fast growth from $36
million in 2017 to about $3.3 billion in 2028, and the annual shipped capacity will rise to
84PB by 2028 [33].

1.2.3. COMPARISON OF SEMICONDUCTOR MEMORIES

Table 1.1 compares the performance of semiconductor memories in Figure 1.4a using
various metrics. SRAM is the fastest existing memory with high endurance and low dy-
namic power. Thus, it is mainly used as caches which are the closest to CPU in the mem-
ory hierarchy. However, the drawbacks of SRAM include: 1) volatility, 2) large cell size
(6 transistors in a cell), 2) high static power due to leakage current, and 3) high cost per
bit. DRAM features high speed, high endurance, and low cost per bit, but it is limited by
its volatility and high static power induced by constantly refreshing DRAM cells to retain
data. NOR flash is byte addressable and providers much faster read than NAND flash
which is only accessed in page or block. However, NOR flash has lower density, high cost
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Table 1.1: Performance comparison between different types of semiconductor memories.

vetic . SRAM DRam WOR NP pow  mraw S8R BN o
Non-volatile No No Yes Yes Yes Yes Yes Yes Yes
Cell size (F?) 120 6-10 10 5 6-12 6-10 20-30 6-10 10
Read time ~2ns ~30ns 5us 50us 20-50ns 10-50ns ~35ns ~5ns ~1ns
Write/ ~2ns ~30ns 500us/ 200us/ 100ns-10us 10ns-100us ~35ns 5-100ns ~1ns
Erase time 900ms 2ms

Endurance 1016 1016 10° 10° 106-10° 10°-10° 1016 10°-1012  >1012
Dynamic power L M H H H M H M L
Static power H H L L L L L L L

per bit, and lower write and erase speed, compared to NAND flash. Therefore, NOR flash
is more suitable for code storage and execution while NAND flash is the best medium for
bulk data storage such as solid-state drives (SSDs).

The performance of PCM and RRAM lies between DRAM and NAND flash; thus,
these two types of NVMs are believed to be promising candidates to complement the
existing memory hierarchy as storage-class memory. The density (cell size) of PCM and
RRAM is comparable to DRAM but still much smaller than NAND flash at present. To
further improve the density of these two memories, techniques such as multi-level cell
and 3D stacking have to explored. The write speed of PCM varies from 100ns to 10 us,
whereas RRAM has even larger range of write speed (10ns-100 us) according to the col-
lected data of test chips [10]. The endurance of PCM and RRAM is typically limited below
10°, as the write operations for these two memories involve physical changes (atom/ion
movements) in the memory devices. This has made them incompetent to serve as main
memory alone despite the fact that their access speed can be as fast as DRAM. Moreover,
the dynamic power of PCM and RRAM in write operations are comparably high; thus,
innovations in reducing switching power are still required.

The performance of MRAM family spans a wide spectrum in the memory hierar-
chy, from the fastest L1 cache down to SCM. The first-generation MRAM: Toggle-MRAM
has slightly bigger cell size than later STT-MRAM and SOT-MRAM, as it requires to add
current-carrying wires to generate magnetic field in the proximity of MTJ device to switch
its state. The read/write latency of Toggle MRAM is ~35ns and its endurance is almost
unlimited. The downsides of Toggle-MRAM include it poor scalability towards advanced
technology nodes and high dynamic power. In contrast, the second-generation MRAM
technology: STT-MRAM surpasses Toggle-MRAM in most performance metrics except
for endurance. The write speed of STT-MRAM is typically 5-100ns, which means STT-
MRAM can be as fast as last-level cache. A key challenge facing STT-MRAM is the high
switching current, which not only incurs high dynamic power but also limits endurance.
To obtain sub-ns write speed and low write power, novel write mechanisms are being
explored, typically referred to as third-generation MRAM technologies. A representative
third-generation MRAM is SOT-MRAM, which is still in intensive R&D. SOT-MRAM man-
ufacturing and COMS-compatible integration solutions were demonstrated separately
by first IMEC in 2019 [34] and Intel in 2020 [31].

Comparing the performance of different semiconductor memories in Table 1.1, STT-
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MRAM stands out due to its advantageous features: non-volatility, high density, fast ac-
cess speed, high endurance, and low standby power. The tunability of write speed, en-
durance and data retention makes STT-MRAM customizable for a variety of applications
such as SSD buffer, last-level cache, Internet-of-Things (IoTs), and automotive. Accord-
ing to areport from Coughlin Associates after the 2018 MRAM Developer Day, it was pro-
jected that the market for STT-MRAM solutions will experience a fast growth from $36
million in 2017 to about $3.3 billion in 2028, and the annual shipped capacity will rise
to 84PB by 2028 [33]. As STT-MRAM technology and manufacturing process get mature
over time, an industrial ecosystem from equipment providers to chip manufacturers, to
system integrators, is gradually getting shaped. This would undoubtedly drive the mass
production and adoption of STT-MRAMs in the industry in the upcoming years. Under
such a circumstance, the research carried out in this thesis aims to develop high-quality
STT-MRAM test solutions with minimum test cost and time.

1.3. STATE OF THE ART IN MEMORY TESTING

Compared to logic testing, memory testing is more difficult as memory contains millions
or even billions of states. Exhaustive testing of all possible states in a memory chip is an
impossible task. Therefore, dedicated test techniques have to be developed and applied
to guarantee the quality of memory chips. This section first reviews the milestone ad-
vancements in traditional memory testing over the past decades. Thereafter, the prior
art in STT-MRAM testing is discussed.

1.3.1. TRADITIONAL MEMORY TESTING

Memory testing has gone through a long evolution process. The early memory tests (be-
fore 1980) can be classified as ad-hoc tests due to the absence of formal fault models and
proofs [35]. They have a low defect coverage and a very long test time, typically in the
order O (nz), where 7 is the number of bits in a memory chip. Examples of ad-hoc tests
are Zero-One test, GALPAT test, and Walking 1/0 test [35, 36].

To reduce the test time and cost per memory chip with the exponential increase
in memory capacity, the focus of test development shifted to investigating the possible
faults which can appear in the memory. For this reason, many functional fault models
had been introduced during the early 1980’s. The advantage of these models is that the
fault coverage of a certain test can be provable while the test time is usually in the order
O (n); i.e., linear with the size of the memory. Some important fault models introduced
in that time were stuck-at faults and address-decoder faults [36]. These are abstract fault
models not based on any actual memory design nor real defects.

In the late 1990s, experimental results based on DPPM screening of a large num-
ber of tests applied to a large number of memory chips indicated that many detected
faults cannot be explained with the well-known fault models [37, 38], which suggested
the existence of additional faults. This stimulated the introduction of new fault models
(both static and dynamic) based on linear resistor defect injection and SPICE simula-
tion [39, 40]: read destructive faults, write disturb faults, transition coupling faults, read
destructive coupling faults, etc.

The current cell-aware test (CAT) approach [41, 42] is quite similar to the conven-
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tional linear-resistor-based test approach in essence. As CMOS technology scales down
to more advanced nodes, a growing number of defects occur within library cells. It was
reported that less than 50% of these cell-internal defects were detected by the conven-
tional tests targeting defects at the library cell ports [41]. This has motivated the devel-
opment of CAT which explicitly targets cell-internal defects in the past decade to further
reduce test escapes rate. CAT has demonstrated its value in the semiconductor industry
for recent technology nodes: 45nm, 32nm, and even 14nm based on FinFET technol-
ogy [42]. As the technology down-scaling continues, 5nm FinFET process technology
has entered into volume production by TSMC in the first half of 2020 [43]. However,
it is widely recognized that defects and variability in device characteristics during the
fabrication process, and their impact on the overall quality and reliability of the system
represent major challenges, especially when considering high-quality levels, e.g., in the
range of defective parts per billion (DPPB) [44]. As CAT only targets resistive defects (e.g.,
opens and bridges) at the terminals and interconnects of devices (e.g., transistors), its
effectiveness in detecting device-internal defects remains a question to date.

Moreover, with the advent of emerging devices such as PCM, RRAM, and STT-MRAM
devices introduced previously, new materials, fabrication steps, and failure mechanisms
are involved. It is shown in [45] that the fault mode of chips is dominated by transient, in-
termittent, and weak faults rather than hard and permanent faults in the nano-era. This
shift in failure mechanisms may impact the way fault modeling and test development
have to be done in the future.

1.3.2. STT-MRAM TESTING

STT-MRAM mass production is around the corner as major foundries worldwide invest
heavily on is commercialization. Like all semiconductor products, STT-MRAM chips
need to undergo intensive electrical tests to weed out the defective parts and guaran-
tee outgoing product quality and reliability to customers. The STT-MRAM manufactur-
ing process involves not only conventional CMOS process but also MTJ fabrication and
integration [46]. The latter is more vulnerable to defects as it requires deposition, etch,
and integration of magnetic materials with new tools [47]. A blind application of conven-
tional tests for existing memories such as SRAMs to STT-MRAMs may lead to test escapes
and yield loss. Hence, it is crucial to research on developing effective and cost-efficient
test solutions for STT-MRAMs.

Testing MRAM started with toggle MRAM and thermally-assisted switching MRAM
[48]. They are typically considered as the first generation of MRAM technology prior to
STT-MRAM, as the switching method is based on external magnetic field. The first paper
on testing MRAM was published in 2004 by Su et al. [49]. In this work, the authors in-
jected resistive shorts and opens into a SPICE model of MRAM cell and found that most
of the injected defects can be covered by the stuck-at fault model; they also identified two
additional faults models: multi-victim and kink faults. In 2006, the same research group
presented write disturbance fault model for MRAM, due to excessive magnetic field dur-
ing write operations; the results were validated by designing and fabricating an MRAM
chip on a 0.18 um CMOS process [50]. In 2012, Azevedo et al. [51, 52] analyzed the impact
of resistive bridges and opens on the read and write operations for thermally-Assisted
switching MRAM,; the simulation results revealed three fault models: stuck-at fault, tran-
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sition fault, and state coupling fault. These early works focus on field-driven MRAM
technologies; i.e., the magnetic states of MRAM cells are switched by applying external
magnetic fields generated by current-carrying wires. Therefore, the above-mentioned
fault models may not be applicable to STT-MRAM which is driven (written) by current
instead of magnetic field.

Testing STT-MRAM is still in its infant stage with limited publications. In 2015, Chin-
taluri et al. [53, 54] studied the faulty behaviors of STT-MRAM induced by resistive opens
and shorts as well as extreme process variations. Based on circuit simulations, they de-
rived six fault models: stuck-at fault, transition fault, incorrect read fault, read disturb
fault, retention fault, and coupling fault. In 2016, the same research group presented a
memory built-in-self-test (BIST) to detect these faults; furthermore, this MBIST design
was also claimed to have the capability of characterizing retention time of STT-MRAM
cells at affordable test time [55]. In 2018, Nair et al. [56] performed layout-aware defect
injection and fault analyses, whereby they observed dynamic incorrect read faults; a test
algorithm was also proposed to detect all observed faults in the same paper. More re-
cently, Radhakrishnan et al. [57] developed and implemented a Design-for-Testability
(DfT) scheme for STT-MRAM parametric testing and process optimization. The CMOS-
based DAT circuit replicates the electrical characteristics of MT] devices. They also ex-
tended this DfT design to monitor electrical parameter deviations of MT] device due to
aging defects formation over time [58].

Scanning the prior works on testing STT-MRAM or MRAM reveals four major limi-
tations. First, linear resistors are used to model all STT-MRAM manufacturing defects,
including those in MTJ devices which are the data-storing elements in STT-MRAMs.
However, linear resistors (with only electrical properties) cannot reflect the changes of
defects on the MTJ’s magnetic properties which are as important as electrical ones. Sec-
ond, there is a lack of characterization data of defective STT-MRAM cells; this is needed
to understand the mechanisms, causes, locations, and impact of STT-MRAM defects.
Third, existing fault modeling approaches are unsystematic, and the fault model termi-
nology is ambiguous. For instance, Chintaluri et al. [54] refer to a failed transition write
fault as transition fault (TF), while Vatajelu et al. [59] use the term slow write fault (SWF)
to describe the same faulty behavior. In addition, the term read distrub fault (RDF) is
used to describe different faulty behaviors with different failure mechanisms in [54] and
[60]. Finally, the proposed test solutions in the prior art have never been implemented
in real-world STT-MRAM prototype chips; therefore, their effectiveness in detecting STT-
MRAM-specific defects has not been justified with silicon data yet.

1.4. RESEARCH TOPICS

Conventionally, the structural approach used to develop test solutions for memories and
logic circuits mainly consists of three steps: 1) defect modeling, 2) fault modeling, and
3) test development. Given the limitations of STT-MRAM testing in prior art discussed
previously, innovations in all these three steps are required to develop high-quality test
solutions for STT-MRAM production. Next, we elaborate research issues in each step.
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1.4.1. DEFECT MODELING

Defect modeling is the first critical step in the test development process. Having an ac-
curate defect model that is able to mimic the way a physical defect manifests itself at
the electrical level is the best way to close the gap between the reality and the abstrac-
tion (fault models). To this end, the research carried out in this thesis focuses on the
following three topics.

1) Complete defect space: The first research topic is to survey all possible types of
physical defect that may take place during the STT-MRAM manufacturing process, es-
pecially those in MTJ devices which are the data-storing elements in STT-MRAMs. Fur-
thermore, understanding the forming mechanisms, occurrence rates, electrical conse-
quences of these defects are also of great importance. Preferably, silicon data on real
fabricated STT-MRAM devices or prototype chips has to be collected for better under-
standing of the characteristics and effects of defects.

2) Accurate defect modeling approach: The traditional test approach assumes that
all manufacturing defects can be modeled as linear resistors irrespective of their physical
natures, as can be found in the prior art reviewed in the previous section. Although this
assumption is convincing for modeling defects in interconnects, it has never been cor-
roborated for defects in devices such as MTJs. It is well known that MT]J is a non-linear
bipolar device of which its magnetic attributes (e.g., hysteresis loop) are as critical as its
electrical ones. As a consequence, having linear resistors represent the MT]J-related de-
fects may not necessarily appropriate in reflecting the defect-induced changes in the
MTJ’s magnetic attributes, switching mechanism, and tunneling magneto-resistance.
Thus, whether or not the aforementioned assumption is applicable to MTJ-internal de-
fects is a fundamental question which needs to be answered. If linear resistors are un-
qualified in modeling one or more defects in MTJ devices, an alternative device-aware
defect modeling approach has to be developed to accurately present a physical defect at
electrical level.

3) Accurate and realistic defect models: Once the defect modeling approach is ob-
tained, it has to be applied to each defect in STT-MRAMs. This allows us to derive an
accurate defect model which represent how the physical defect behaves at the electrical
level. If possible, the obtained defect model has to be calibrated with silicon data of the
defect being modeled. By repeating the same modeling process for all physical defects
found in STT-MRAMs, a complete set of defect models can be obtained for subsequent
fault modeling and test development. Note that inaccurate defect modeling may lead to
inaccurate fault models. This in turn results in low-quality tests and/or DfT solutions,
which cannot guarantee a low test escape rate, even with a claim of high fault coverage.

1.4.2. FAULT MODELING
Fault modeling is the second step in the test development process. This step is extreme
important since the derived results, fault models, are typically the targets of test. There-
fore, developing accurate and realistic fault models which capture the faulty behavior of
amemory cell in the presence of a defect is the key to high-quality tests. To this end, the
following four topics are explored in this thesis.

1) Circuit simulation platform: Typically, fault modeling is performed by SPICE-
based circuit simulations. Therefore, a practical circuit simulation platform has to be
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built. It has to include a complete STT-MRAM design with memory arrays and all nec-
essary peripherals. Write and read functions in normal mode should be verified in the
defect-free case. In addition, defect injection method (i.e., inserting defect models into
STT-MRAM circuits) has to be developed to study and model the resultant faulty behav-
ior of memory cell in the presence of a defect.

2) Complete fault space: Unlike SRAMs and DRAMs which store data in the form
of electric charge, STT-MRAMs store data in the form of tunneling magneto-resistance.
Apart from the data-storing principle, write/read methods and defect mechanisms in
STT-MRAMs are also fundamentally different from those in conventional memories. There-
fore, it is imperative to investigate whether existing fault models developed from con-
ventional memories are applicable to STT-MRAMSs, whether there are unique faults in
STT-MRAMs. In other words, the complete fault space dedicated to STT-MRAMSs has to
be defined; in contains all possible faults that may occur in STT-MRAMs.

3) Fault analysis procedure: Based on the STT-MRAM circuit simulation platform, a
sound fault analysis procedure has to be developed and automated to validate the de-
fined fault space.

4) Accurate and realistic faults: Finally, the above fault analysis procedure has to
be applied to all defect models in STT-MRAMs to obtain accurate and realistic faults.
This step aims to create a clear mathematical graph between faults and defects in STT-
MRAMs.

1.4.3. TEST DEVELOPMENT

Test generation is the last step in the test development process. In this step, the following
three topics are explored to generate optimal test solutions for STT-MRAMs.

1) March algorithms and conditions: March tests are the most commonly used test
solutions for memory testing. In this phase, we aim to develop March algorithms that
cover all observed fault models in STT-MRAMs. Optimization of the tests for efficient test
time and effective application from chip-external test equipment will also be explored.
Furthermore, it is also important to take into account magnetic requirements during
testing and how they can be best realized in a test environment, and to look into the
need for stress/burn-in tests and conditions (voltage, temperature, duration etc.).

2) DfT and BIST/R solutions: In this phase, we will address the issue of how to pro-
vide test access to embedded STT-MRAMs (e.g., embedded in a MCU or SoC chip). We
will devise test algorithms with regular structure to minimize the hardware cost of built-
in-self-test (BIST). We will look into STT-MRAM repair options and built-in-self-repair
(BISR). Special DfT to increase the fault coverage and/or reduce test time will be explored
as well.

3) Validation of test solutions: This phase aims at validating and measuring the pro-
posed solutions. If possible, the proposed test solutions will be implemented and eval-
uated with STT-MRAM demonstration chips. Experiments will be conducted to collect
silicon data so as to optimize the test solutions if necessary.
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1.5. CONTRIBUTIONS OF THE THESIS

Over the entire course of this PhD project, we are devoted to addressing the research
issues at all the three phases of test development, as presented in the previous section.
The main contributions of this thesis can be summarized into five items as follows.

1) Survey on STT-MRAM failure mechanisms, fault models, and tests. We first sur-
veyed STT-MRAM failure mechanisms in the literature, and classified them into five cat-
egories: i) manufacturing defects, ii) extreme process variations, iii) magnetic coupling,
iv) STT-switching stochasticity, and v) thermal fluctuation. We also investigated and
classified fault models induced by these failure mechanisms. Finally, the state-of-the-
art test solutions were examined and discussed. The limitations of the state of the art
include: i) physical defects are all modeled as linear resistors (i.e., opens, shorts, and
bridges) regardless of their physical natures; ii) existing fault modeling approaches are
unsystematic, and the fault model terminologies are ambiguous and inconsistent in the
literature; 3) the proposed faults and tests have never been corroborated with silicon
data. This work is published in [61] and is excluded in this thesis as they belong to the
prior art.

2) Define the complete STT-MRAM defect space. Defects are closely related to man-
ufacturing imperfections. In this thesis,we introduce the manufacturing process of STT-
MRAM and potential defects that may take place in each step [46]. As the fabrication
of MT]J devices (data-storing elements) entails extra and unique steps inserted into the
conventional CMOS process, special attentions are given to these new manufacturing
steps and associated defects in MTJs (see Table 3.3). To the best of our knowledge, we
are the first to open the "black box" of MTJ and look into manufacturing defects inside
the device in the test community.

3) Characterize and model STT-MRAM defects based on silicon measurements. We
divide STT-MRAM defects into two categories: interconnect defects and MTJ-internal
defects. For interconnect defects, we model them as linear resistors using the conven-
tional approach. For MTJ-internal defects such as pinhole defects, we demonstrated
with silicon measurements and circuit simulations that modeling them as linear resis-
tors is inaccurate [62]. A linear resistor is not qualified to mimic the way an MTJ-internal
defect behaves at the functional level, leading to non-existent fault models. This in turn
results in poor-quality test solutions and a waste of test time and resources. To address
this issue, we propose a device-aware defect modeling approach, which specifically tar-
gets MTJ-internal defects [47]. This approach has been applied to pinhole defects [62],
synthetic anti-ferromagnet flip (SAFF) defects [63], intermediate (IM) state defects [64].
All of these defects are integrated into a parameterized defective MT] model, which is
calibrated by the measured silicon data at imec.

4) Characterize, model, and evaluate the magnetic coupling effect based on sili-
con measurements [65]. The magnetic coupling effect is a unique mechanism in STT-
MRAM,; it poses a critical constraint when designing MTJ devices and STT-MRAM arrays.
In this thesis, we present magnetic characterization results of MTJ devices with various
sizes ranging from 35nm to 175nm. We propose an analytical intra-cell magnetic cou-
pling model, which is calibrated and validated by the measured silicon data. Thereafter,
we extrapolate this model to study inter-cell magnetic coupling on a memory array with
varying pitches. We also introduce the inter-cell magnetic coupling factor ¥ to quantify
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the coupling strength. The impact of magnetic coupling on the MTJ’s write characteris-
tics and retention time is also evaluated.

5) Develop a field-aware compact model of pMT] in Verilog-A for electrical/magnetic
co-simulation of STT-MRAM: With the fast development of spintronics and STT-MRAM
commercialization, there is an urgent need for magnetic/electrical co-simulations of hy-
brid MTJ/CMOS circuits. This is because spintronic circuits such as STT-MRAMSs exploit
both charge and spin properties of electron, thus they are very sensitive to magnetic
fields. We propose a field-aware compact model of pMT]J, implemented in Verilog-A.
With this compact MTJ model, electrical/magnetic co-simulation of STT-MRAM circuits
can be performed under PVT variations and various magnetic configurations, for fast
and robust device/circuit co-design of STT-MRAM using existing commercial CAD tools.

6) Develop accurate and realistic fault models for STT-MRAM using SPICE-based
circuit simulations: We propose a device-aware fault modeling framework, which con-
sists of complete fault space definition and fault analysis [66]. We extend the conven-
tional fault primitive notation to describe all memory faults in emerging non-volatile
memories. To our knowledge, we are the first to propose undefined (‘U’), extreme low
(‘), and extremely high (‘H’) resistive states, and corroborate their existence with sil-
icon data of defective MT] devices [67]. To obtain realistic faults in the presence of a
defect, we propose a systematic fault analysis procedure. We are also the first to observe
intermittent faults in STT-MRAM; they are intermittent passive neighborhood pattern
sensitive fault (PNPSF1;) caused by SAFF defects and intermittent write transition faults
(W1TFU; and WOTFU;) caused by IM state defects.

7) Propose optimal test solutions for STT-MRAM: With the clear mapping relations
between physical defects and fault models in the previous phases, optimal test solutions
can be derived depending on the target applications with different IC quality require-
ments.

* Resistive defects in interconnects result in a set of easy-to-detect faults, which can
be detected by conventional March tests such as March C- [46].

* The detection of pinhole defects depends on the defect size. Large pinhole de-
fects can simply be detected by March tests, while small pinhole defects require
stress tests with hammering write ‘1’ operation sequence at elevated voltage or
prolonged pulse [62].

o SAFF defects cause an intermittent fault PNPSF1;; conventional March tests can-
not guarantee the detection of such a fault. To detect it, we propose a hybrid March
test incorporating a magnetic write operation (W0y or WO0y). To our knowledge,
we are the first to introduce magnetic write operations in STT-MRAM testing [63].

¢ IM state defects lead to intermittent faults W1TFU; and WOTFU;. To detect them,
we propose and implement a test with weak write operations (W0 and W1) [68].
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1.6. THESIS ORGANIZATION

The aforementioned contributions advancing the state of the art in STT-MRAM testing
will be elaborated in detail in the remainder of this thesis, which is organized as follows.

Chapter 2 introduces STT-MRAM behavior and architecture. First, a hierarchical
modeling approach is described; it covers different abstraction levels from chip external
behavior down to the physical buildup of internal components. Thereafter, the behav-
ioral STT-MRAM model is discussed; it describes the external behavior of STT-MRAM
using Everspin’s latest 1Gb discrete STT-MRAM product as an example. This chapter
also presents the STT-MRAM functional model, covering all functional blocks inside the
chip, memory organization, and internal behavior.

Chapter 3 covers STT-MRAM fundamentals and implementation. It starts with intro-
ducing MT]J device technologies. Then, electrical and layout models for STT-MRAM are
discussed. Thereafter, STT-MRAM manufacturing process and potential defects are de-
tailed. Finally, this chapter ends with a brief review of milestone breakthroughs in the de-
velopment of STT-MRAMSs, potential applications, and remaining challenges along the
road towards mass production and deployment in the semiconductor industry.

Chapter 4 presents STT-MRAM testing using the conventional approach based on
linear resistors (i.e., opens, shorts, and bridges). First, a Verilog-A compact model for
defect-free MT]Js is developed can calibrated with silicon data. Thereafter, STT-MRAM
manufacturing defects are modeled as linear resistors at all possible locations in a sin-
gle memory cell. This is followed by a comprehensive fault modeling process based on
circuit simulations, which derive appropriate fault models. The derived fault models are
then used to develop a March algorithm, which covers all considered resistive defects.

Chapter 5 is concerned with a magnetic-field-aware compact model of pMT]J. First,
the motivation and prior work is examined, followed by a detailed explanation of three
sources of magnetic field disturbance. Thereafter, magnetic fields are physically mod-
eled and calibrated with silicon data. Then, the implementation of the magnetic-field-
aware compact MTJ model is detailed. Finally, SPICE-based circuit simulations are per-
formed to demonstrate electrical/magnetic co-simulation for robust STT-MRAM designs.

Chapter 6 elaborates the device-aware test approach. First, the motivation behind
DAT is presented. Thereafter, the three key steps of DAT: device-aware defect modeling,
fault modeling, and test generation are detailed respectively.

Chapter 7 applies DAT to pinhole defects in MTJ devices. First, the pinhole defect
mechanism is discussed. Second, comprehensive characterization of pinhole defects at
both t=0 and t>0 is presented. This is followed by device-aware defect modeling to ob-
tain a pinhole-parameterized MTJ compact model, which is calibrated by the measured
data. Subsequently, device-aware fault modeling and test generation are performed to
develop appropriate test solutions for pinhole defects.

Chapter 8 and Chapter 9 are another two case-studies, which apply DAT to synthetic
anti-ferromagnet flip and intermediate state defects respectively, in the same way as the
above pinhole defects.

Chapter 10 concludes this thesis and provides an outlook to future research direc-
tions.
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2.1 STT-MRAM Modeling Hierarchy
2.2 Behavioral STT-MRAM Model
2.3 Functional STT-MRAM Model

The first stand-alone STT-MRAM product was commercialized by Everspin in 2015. Since
then, numerous start-ups and foundries worldwide had joined the race in improving and
commercializing this new memory technology in both embedded and stand-alone forms
with various interfaces. In 2019, Everspin announced its 1Gb stand-alone STT-MRAM
chip with DDR4 interface using GlobalFoundries’s 28nm CMOS technology node, target-
ing at DRAM replacement for applications which require low access latency, high data
persistence, and high endurance. It is expected that STT-MRAM is going to gradually pene-
trate into the semiconductor memroy market as it becomes mature and cheaper over time.
This chapter employs a hierarchical modeling approach to describe a stand-alone STT-
MRAM chip in a top-down manner. We first introduce the generic modeling hierarchy
for a semiconductor chip covering five abstraction levels: behavioral, functional, logical,
electrical, and layout levels. Thereafter, we describe in detail the STT-MRAM behavioral
model, which is concerned with chip package, input/output pins, and operations with the
associated timing diagrams. Finally, we present the STT-MRAM functional model, cov-
ering all functional blocks inside the chip, memory organization, and internal behavior.
The logical model is generally not applicable for memory chips; the electrical and layout
models will be presented in the next chapter for balanced contents and length in each
chapter.

23
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2.1. STT-MRAM MODELING HIERARCHY

Today’s IC chips are extremely complex systems which may contain billions of transis-
tors, on-chip memories, and analog/mixed signal components. It is almost impossible
for a single person or a small team to design and implement them. Therefore, it be-
comes increasingly important to have collaborations between colleagues with different
expertise and between companies worldwide in the semiconductor industry. To facil-
itate seamingless and effective interaction between different designers, a hierarchical
design and modeling methodology is crucial. It describe an IC at different abstraction
levels and hide unnecessary design and implementation details.

Figure 2.1 depicts five different modeling levels for an IC chip. The lowest level, rep-
resented by the largest block, is the layout model; it is the one which is closest to the
actual physical system and contains the most implementation details. As we move from
the layout model (lowest level) towards the behavioral model (highest level) in the fig-
ure, the models become less representative of the physical buildup of the IC and more
related to the way the IC behaves, or in other words, less physical and more abstract.
In the figure, each modeling level is called a level of abstraction. It is possible to have a
model that contains components from different levels of abstraction, an approach refer-
eed to as mixed-level modeling. With mixed-level modeling, one may focus on low-level
details only in the area of interest in the system, while maintaining high-level models for
the rest of the system. Next, we elaborate each modeling level in more detail [69].

Behavioral Functional Logical Electrical Layout
model model model model model

Increase of abstraction level
Figure 2.1: IC modeling hierarchy.

1) Behavioral model: This is the highest modeling level in the figure and it is based
on the specifications of the system. At this level, there is practically no information given
about the internal structure of the system or possible implementations of the performed
functions. The only information given is the relation between input and output signals
while treating the system as a black box. A model at this level usually makes use of timing
diagrams to convey information about the system’s behavior. It describes how the model
interacts with the external world, such as memory read and write operations. In this
chapter, the behavioral STT-MRAM model is presented in Section 2.2.

2) Functional model: This model describe the functions of the system that it needs
to fulfill in order to operate properly. At this abstraction level, the system is divided into
several interacting subsystems, each of which has a specific function. Each subsystem
is basically a black box called a functional block with its own behavioral model. The
collective operation of the functional blocks result in the proper operation of the system
as a whole. In this chapter, the functional STT-MRAM model is presented in Section 2.3.
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3) Logical model: This model is based on the logic gate representation of the system.
At this level, simple Boolean relations are used to establish the desired system function-
ality. It is a common model to describe digital circuits. However, for memory circuits, it
is not common to model and present them exclusively using logic gates. This is because
logic gates constitute peripheral circuits and only account for a small part in a mem-
ory chip. The majority area is occupied by memory arrays where information is stored.
Therefore, no exclusive STT-MRAM logical model is given in this chapter.

4) Electrical model: This model is based on the basic electrical components that
make up the system. In semiconductor memories such as SRAM and DRAM, the basic
electrical components are transistors, resistors, and capacitors. For STT-MRAM, MT] de-
vice is the most important component as it serves as the data-storing element. At this
level, we are not only concerned with the logical interpretation of an electrical signal but
also the actual electrical value of it (e.g., voltage, current, and resistance). Since this the-
sis is primarily concerned with electrical-level simulations (SPICE-based) of STT-MRAM
circuits, this memory model is presented in depth in Section 3.2.

5) Layout model: This is the lowest modeling level shown in the figure and the one
with the most implementation details about the system. It is directly related to the ac-
tual physical structure with information about location and dimension etc. Section 3.3
briefly discusses the layout model of STT-MRAM.

2.2. BEHAVIORAL STT-MRAM MODEL

The behavioral model of STT-MRAM describes how the STT-MRAM interacts with the
external world. Therefore, the adopted interface standard, input and output signals, and
the associated timing relations have to be provided. Typically, this information can be
found in the datasheet of an STT-MRAM product, provided by its vendor. Most of the
time, a Verilog HDL model will also be provided to facilitate the design of a more com-
plicated system integrating STT-MRAM components. Since STT-MRAM is suitable for
a large variety of applications in both stand-alone and embedded forms, different STT-
MRAM products will have different behavioral models (i.e., different interface, differ-
ent write/read timings etc.). For example, Everspin offers 1Gb stand-alone STT-MRAM
chip with DDR4 interface and it has been commercialized [70]. Avalanche lists five STT-
MRAM product families up to 32 Mbit in both stand-alone and embedded forms on its
website [29]. The supported interfaces include serial peripheral interface (SPI) and par-
allel interface (x8/x16). But these STT-MRAM products are not commercially available at
the moment of writing this thesis, although the device features, datasheets, Verilog mod-
els are provided on Avalanche’s website. Next, we will elaborate the behavioral model of
Everspin’s 1Gb stand-alone STT-MRAM product (X8) as an example.

2.2.1. STT-MRAM PACKAGE AND BLOCK DIAGRAM

As STT-MRAM offers competitive access speed and high density, it is considered as a
promising candidate to replace DRAM for some applications. In 2020, Everspin released
its newest and highest capacity STT-MRAM product: EMD4E001G [70]. This STT-MRAM
product targets enterprise and computing applications which need high capacity, low
latency, data persistence, and high endurance. Its interface complies with ST-DDR4,
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a modified DDR4 version by Everspin. ST-DDR4 is physically compatible with DDR4,
meaning that the AC/DC characteristics and ball/signal assignments are identical to that
in DDR4 specification: JEDEC'’s JESD79-4A [71]. This allows the STT-MRAM product
to be used as a DRAM replacement. However, the underlying technology is absolutely
different from DRAM. For example, DRAM is volatile and requires periodical refresh
operations, while STT-MRAM is non-volatile and does not require refresh operations.
Therefore, the the ST-DDR4 specification has some deviations or enhancements when
compared to the standard DDR4 specification defined for DRAM. More details about ST-
DDRA4 can be found in [70], which is openly accessible.

Figure 2.2a shows the package of the Everspin’s 1Gb STT-MRAM chip and Figure 2.2b
shows its block diagram. To command the chip to perform certain operations (e.g., read
and write) or to change settings, a set of control signals are deployed, as illustrated in
Figure 2.2b. For example, CK_t and CK_c are differential clock inputs; this chip runs at
a clock rate of 667 MHz (i.e., clock period fcx=1.5ns). All addresses and control input
signals are sampled on the rising edge of CK_t. CKE is the clock enable signal, which
is active HIGH (logic ‘1’). RESET_n provides the chip with active LOW (logic ‘0’) asyn-
chronous reset command. CS_n represents the chip select signal; when it is asserted
LOW, this chip is selected and commands are acceptable. ACT_n means activation com-
mand input. RAS_n is the row address strobe signal. A detailed description of all control
signals can be found in the datasheet of the STT-MRAM chip [70].

Vop=Vppa=1.2V  Vpp=2.5V  Vss=Vssq=GND

P I o
RAS_n —» ST-DDR4
Address bus . STT-MRAM «—p DOSY
[15:0] - DQS_c

BG[1:0] —»]

BA[1:0] —» [«— DM_n

(b)

Figure 2.2: Everspin’s 1Gb ST-DDR4 STT-MRAM [70]: (a) package and (b) block diagram.

To access a specific word (eight bits) in an STT-MRAM array, a row address and col-
umn address have to be provided via the input address bus which is 16-bit wide in a
time division multiplexing manner, along with a 2-bit bank group address BG and 2-bit
bank address BA within the addressed bank group. Note that the minimum amount of
addressable data for this chip is a byte consisting of eight bits. A detailed explanation of
memory organization and addressing scheme will be covered later in Section 2.3. Fur-
thermore, the chip has a bi-directional data bus to exchange data with external devices.
The data bus is 8-bit wide (named as DQ[7:0]); it is synchronized to a differential data
strobe signal pairs: DQS_t and DQS_c, which run at the same frequency (667 MHz) as
the input clock. In each cycle of DQS, two words are transferred on the data bus, one at
the rising edge and the other on the falling edge. This is known as double data rate (DDR)
mode, an effective way to double data transfer bandwidth without increasing clock fre-
quency. The DM_n signal means input data mask; when it is sampled LOW on the rising
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or falling edge of DQS, the input data is masked on the date bus during a write operation.

The power supply pins are listed at the top of the block diagram. Vpp is the power
supply voltage: 1.2V. Vpp( is the DQ power supply with the same input voltage as Vpp.
Vpp is the STT-MRAM activating power supply, which is 2.5V. Note that an activating op-
eration means an internal read operation to move a row/page of data from the addressed
STT-MRAM array to the corresponding sense amplifier (i.e., open a page). Vss and Vssg
should be both grounded. Figure 2.3 shows the ball assignments of a fine ball grid array
(FBGA) package, corresponding to the STT-MRAM chip shown in Figure 2.2a. The pins
are located at the bottom of the chip; each signal in Figure 2.2b and its location can be
found in the figure.

Row 1 2 3 4 5 6 7 8 9 Row
A DM_n/ A
VDD vssQ TDQS_c TDGS, ¢ vssQ vss
B Vpp vDDQ DQS_c pal VDDQ 7Q B
c vDDQ DQO DQS_t VDD vss vDDQ c
D VssQ DQ4 DQ2 DQ3 DQ5 VssQ D
E vss vDDQ DQ6 pQ7 vDDQ Vss| E
F VDD NC oDT CK_t CK_c VDD F
G vss NC CKE CS_n NC TEN G
H VDD WE_n/Al14 | ACT_n CAS_n/A15 | RAS_n vss H
J VREFCA BGO A10/ AP A12/BC_n | BG1 VDD J
K vss BAO A4 A3 BAL vss K
L RESET_n A6 AO Al A5 ALERT n | L
M VDD A8 A2 A9 A7 vpp M
N vss A1l PAR NC A13 VDD N

1 2 3 4 5 6 7 8 9

Figure 2.3: Pin assignment of 78-ball x8 FBGA package (reprinted from [70]).

Table 2.1 summarizes the key features of the Everspin’s 1Gb STT-MRAM x8 chip.
Apart from the features covered previously, the following ones are worth mentioning.
The chip consists of 16 banks, each of which is an STT-MRAM array of 64 Mb. The page
size is 1024 bits. The bit error rate (BER) is expected to be 1 x 1071 considering soft
errors. Cyclic redundancy check (CRC) is not supported for this product. The data re-
tention time is three months at 70°C. The endurance of write cycles reaches 1 x 10'°.
This chip operates at a temperature range of 0°C to 85°C. This limits the use of this
STT-MRAM product at low-temperature situations.

Table 2.1: Key features of the Everspin’s 1Gb STT-MRAM x8 chip.

Data bus 8 bits CRC Not supported

Capacity 1Gb (128Mbx8) Burst length 8

#Bank 16 Clock frequency 667 MHz

Page size 1024 bits Interface standard | Everspin ST-DDR4

Bit error rate 1x10~1 Power supply Vop=Vbpo=1.2V, Vpp=2.5V
Dataretention | 3 months @ 70°C || Package FBGA (78 balls)

Endurance 1x101° Operating Temp. | [0, 85]°C
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2.2.2. ST-DDR4 OPERATIONS AND TIMING DIAGRAMS

As mentioned previously, ST-DDR4 STT-MRAM has the same physical interface as DDR4
DRAM (e.g., same pin assignments). This allows STT-MRAM to gradually enter into the
memory market where data persistence and low power are required, in replacement of
DRAM with minimum changes in hardware. However, STT-MRAM is a absolutely differ-
ent technology from DRAM, meaning that some operations and their timing constraints
have to be redefined or modified. This implies that DRAM controllers are not compati-
ble with STT-MRAM. In order to deploy STT-MRAM chips in a system, the memory con-
troller has to be re-designed.

This section introduces some key operations and the associated timing diagrams, as
defined in the ST-DDR4 specification [70]. Figure 2.4 shows a state machine, describ-
ing all possible states of the memory chip and commands that invoke certain operations
to transition between these states. Each command represents a unique combination of
digital values on the control signals such as CS_n, ACT_n, and RAS_n. The detailed de-
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Figure 2.4: Simplified state machine for operations in the Everspin’s ST-DDR4 STT-MRAM chip (reprinted
from [70] with some added marks).
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scription of these signals and the command truth table can be found in [70, 71]. Note
that as long as a legal command is issued and the corresponding signal timings comply
with specifications, the chip will transition from one state to another as marked with the
arrows in the figure. Next, we will select four operation sequences to elaborate some key
operations, as marked with colored paths and circled numbers in the figure. We assume
that readers have a background on DRAM fundamentals. For those who find this section
difficult to understand, you are directed to some DRAM books or technical materials
such as [69, 71-73].

Operation sequence (1): reset and initialize
After power-up, the ST-DDR4 STT-MRAM chip needs a reset operation to initialize it to a
known default state (i.e., “Persistent IDLE” as shown in Figure 2.4), prior to normal oper-
ations. Figure 2.5 illustrates the timing diagram of all relevant signals for this operation
sequence.

The first command that the chip should receive is “RESET” after the power supply
is applied. This is done by pulling down the RESET_n signal for at least 200 us (i.e.,
tpw RESET 1>200 us) with stable power. Then, CKE has to be pulled LOW before RESET_n
being de-asserted (T(MIN)=10ns) to disable the input clock signals. After RESET_n is
de-asserted, wait for 500 us until CKE becomes active. During this time period, the chip
will start internal initialization, which is a process independent on the clock. After the
asynchronous reset operation, clock signals CK_t and CK_c need to be started and stabi-
lized for at least fcxspx=10ns before CKE goes HIGH. Since CKE is a synchronous signal,
the corresponding setup time (#is=115ps ) to the clock edges must be met. In addition,
a “DES” (chip deselect) command must be registered at the first enabled clock edge, as
shown in the figure. Once the CKE is asserted after reset, it needs to continuously stay
HIGH until the chip enters into “Persistent IDLE” state. The on-die termination (ODT)
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Figure 2.5: Timing diagram of reset and initialization after power-up [70].
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input signal may be in undefined state until #s before CKE is registered HIGH. ODT is a
feature that enables the chip to change termination resistance (Rrrt) for each DQ, DQS,
and DM_n signal by setting a value in the mode register MR5 [70]. When CKE is regis-
tered HIGH, the ODT input signal must be statically held LOW if Ryt is to be enabled.
Otherwise, ODT may be statically held at either LOW or HIGH. In both cases, ODT has to
remain static until reaching the “Persistent IDLE” state.

After CKE is registered HIGH, seven “MRS” (mode register set) commands have to
be registered consecutively to set the mode registers: MRO-MR6. Before the arrival of
the first “MRS” command, a minimum time #xpr=5-fck is required after CKE is regis-
tered HIGH. For each two consecutive “MRS” commands, MRS command cycle time
tMRD>8: Ik is required.

Finally, a “ZQCL” (ZQ calibration long) command is issued to start ZQ calibration,
which is an automatic process to tune the pull-up and pull-down resistors to exact 240 Q
for the DQ driver [74]. After delay-locked loop locking time #p11x=597-fcx and ZQ cal-
ibration time fzqmir=1024-fck, the chip will be in the “Persistent IDLE” state, ready for
normal operations.

Operation sequence (2 : activate, precharge, and refresh

The second operation sequence consists of an activating operation, a precharging oper-
ation, and a refreshing operation. The timing diagram is shown in Figure 2.6. When the
chipisin the “Persistent IDLE” state, the bank activate (“ACT”) command is used to open
a row (also referred to as a page) in a particular bank for subsequent accesses. In other
words, a row of data is moved from an STT-MRAM array to its sense amplifier. The BG
inputs (2 bits) select a bank group, the BA inputs (2 bits) select a bank with the selected
bank group, and the row address provided on the address bus (16 bits) selects a row
within the selected bank. Note that each bank in the chip is independent and different
banks may stay in different states in Figure 2.4; this is a key feature of DRAM to increase
data throughput via bank interleaving [73]. With the activating operation, the addressed
bank transitions to the “Bank active” state, as shown in Figure 2.4. The “Bank active”
state is non-persistent (volatile), since the sense amplifier is built with transistors. In
contrast, the “Persistent IDLE” state is persistent (non-volatile), since STT-MRAMs are
intrinsically non-volatile. This is a key difference from DRAM. After a particular STT-
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Figure 2.6: Timing diagram of activating, precharging, and refreshing operations (reprinted from [70]).
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MRAM page is open, it is ready for read or write accesses from the outside. This will be
explained in the third and fourth operation sequences, respectively.

The single bank precharge (“PRE”) command is used to deactivate an open row. Note
that a “PRE” command has to be issued if a different row in the same bank needs to
be opened. With the precharging operation, the chip transitions from “Bank active” to
“Precharging”, and automatically goes to the “Pending IDLE” state after the precharing
process completes (see Figure 2.4). Before the next command can be issued, a minimum
time period fgp(min)=143ns for the precharging operation is required. In addition, an-
ther timing constraint fzc(min)=143ns (RAS_n cycle time) has to be met before a follow-
up command in the “Pending IDLE” state. When the chip is in the “Pending IDLE” state,
an “ACT” command is required to activate the row again prior to any read or write oper-
ations.

The refreshing operation for the ST-DDR4 STT-MRAM chip is a big difference from
that for DDR4 DRAM chips. It is well known that DRAM requires periodical refreshing
operations (~64ms) to retain the stored data in capacitors. In contrast, STT-MRAM is
intrinsically non-volatile, thus it does not need any refreshing operations. To maximize
the compatibility with the DDR4 specification, the ST-DDR4 specification keeps the re-
freshing operation. But what it does internally in STT-MRAM chips is absolutely differ-
ent from the refreshing operation in DRAM chips. If a “REF” command is issued and
MR3[8]=1 when the selected bank is in the “Pending IDLE” state, an internal store op-
eration will be executed. Depending on the signal on A10, the store operation takes
different actions. If A10 is sampled LOW, the store operation moves the open page of
the addressed bank (determined by BG and BA) from the sense amplifier to the STT-
MRAM array. If Al10 is sampled HIGH, the store operation moves all open page of all
banks to the corresponding STT-MRAM arrays. If MR3[8]=0, the “REF” command is ig-
nored. By adding an internal store operation, the refreshing operation resembles a write-
back operation in the cache coherence protocol. Here, the store operation writes back
the cached data in the sense amplifier (page buffer) to the STT-MRAM array. After the
refreshing operation, the selected bank or the entire STT-MRAM chip transitions from
“Pending IDEL” to “Persistent IDLE”, and thus ensures data persistence. Note that an
internal store operation takes minimum execution time #gr(min)=380ns.

Operation sequence (3): burst read

The read operation defined in the ST-DDR4 specification is burst-oriented. A burst read
operation reads data at multiple addresses of a particular open page of a selected bank
in one shot. The burst length is 64 bits (8 consecutive bytes) for Everspin’s 1Gb ST-DDR4
STT-MRAM X8 chips. Figure 2.7 shows the timing diagram of a burst read operation. It
starts with issuing a read (“RD”) command. Meanwhile, the address on the bank group
BG and bank BA signals are sampled to determine the target bank which has an open
page ready for read. The column address CA[6:0] on the address bus [6:0] determines the
eight consecutive bytes to be read in the addressed open page. If Address[10]=1, an auto
precharging operation is added following the burst read operation. If Address[10]=0, no
precharging operation is added and the bank returns to the “Bank active” state after the
bust read operation completes (see path (3) in Figure 2.4). After the “RD” command is
registered, a read latency #r.=10-fck is expected before the first byte of data appears on
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Figure 2.7: Timing diagram of a burst read operation (reprinted from [70]).

the DQ data bus. In read mode, the DQ strobe signals DQS_t and DQS_c are outputs
from the STT-MRAM chip. They run at the same frequency and phase as the chip clock
signals CK_c and CK_t. DQS_t and DQS_c precede the DQ signals with a clock cycle (i.e.,
“RD” preamble tgprp=1-fcx) and they are edge-aligned, as shown in the figure. For this
chip, the addressed open page (1kb) is divided into 16 chucks, each of which is 64 bits
(i.e., 8 consecutive bytes). Depending on the value of CA[6:3], one of the 16 chucks is
selected and read out sequentially from the first byte. Note that the lowest three bits of
the row address CA[2:0] defines the data output order with a burst, as defined in the ST-
DDR4 standard. But for this chip, this option is not supported, and the output order is
fixed (i.e., CA[2:0] is ignored). Within a burst read of 8 bytes, the first byte outputs first
and the last byte outputs last. The addressing scheme will be further examined in the
next section. The minimum pulse width of “RD” postamble fgpsT(MIN)=0.33: fck.

Operation sequence (4 : burst write

The write operation defined in the ST-DDR4 specification is also burst-oriented. A burst
write operation program data to multiple addresses of a particular open page of a se-
lected bank in one shot. The burst length is also 64 bits (8 consecutive bytes) for Ever-
spin’s 1Gb ST-DDR4 STT-MRAM X8 chips. Figure 2.8 shows the timing diagram of a burst
write operation. It starts with issuing a write “WR” command. Meanwhile, the address
on the bank group BG and bank BA signals are sampled to determine the target bank
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Figure 2.8: Timing diagram of a burst write operation (reprinted from [70]).
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which has an open page. The column address CA[6:0] on the address bus [6:0] deter-
mines the eight consecutive addresses to be written to in a selected open page. If Ad-
dress[10]=1, an auto precharging operation is added following the burst write operation.
If Address[10]=0, no precharging operation is added and the bank returns to the “Bank
active” state after the bust write operation completes (see path (4) in Figure 2.4). After
the “WR” command is registered, a write latency fw;=9-fck is expected before sending
the first byte of data on the DQ data bus. In write mode, the DQ strobe signals DQS_t
and DQS_c are inputs to the STT-MRAM chip. They should be set at the same frequency
and phase as the chip clock signals CK_c and CK_t. DQS_t and DQS_c should precede
the DQ signals with a clock cycle (i.e., “WR” preamble fypre=1-fcx) and they are center-
aligned, which is different from the alighment in a read operation. For this chip, the
addressed open page (1kb) is divided into 16 chucks, each of which is 64 bits (i.e., 8
consecutive bytes). Depending on the value of CA[6:3], one of the 16 chucks is selected
and overwritten sequentially by the 8 bytes of data on DQ. Again, the lowest three bits
of the row address CA[2:0] is ignored. The minimum pulse width of “WR” postamble
twpsT (Min)=0.33-tck.

Comparison between JEDEC DDR4 and ST-DDR4 specifications

From the above brief introduction into some key operations and timing diagrams of ST-
DD4 STT-MRAM, we can see that the Everspin ST-DDR4 specification is actually a vari-
ant of the JEDEC DDR4 specification. All commands in the ST-DDR4 specification are
borrowed from the JEDEC DDR4 specification for DRAM. However, there are some key
differences that worth paying attention to. First, some features in the JEDEC DDR4 spec-
ification are not supported in the ST-DDR4 specification. For example, the JEDEC DDR4
specification offers four speed bin options while the ST-DDR4 specification only sup-
ports one, as listed in the first row of Table 2.2. The speed bin indicates the data transfer
speed, that is, the number of transfers per second per pin (in units of MT/s). “-1333”
means 1333M transfers per second per pin; due to the DDR data transfer mode (i.e., two
transfers per clock cycle), this number also implies the clock frequency is 667 MHz and
clock period is 1.5ns. Similar interpretations can be derived for other speed bins in the
table. Second, the JEDEC DDR4 specification only defines a single idle state, while the
ST-DDR4 defines a “Pending IDLE” state for page buffer which is volatile and a “Per-
manent IDLE” state for STT-MRAM cells which are non-volatile (see Figure 2.4). Third,

Table 2.2: Comparison of timing parameters defined in Everspin’s ST-DDR4 and JEDEC’s DDR4 specifications.

Parameter | Description JEDEC DDR4 (DRAM) ST-DDR4 (STT-MRAM)
Speed bin | data transfer speed -1600, -1866, -2133, -2400 | -1333 only

tck (ns) clock period 1.25, 1.071, 0.938, 0.833 | 1.5

trep (nS) ACT to internal read or write delay time | min=12.5 min=135

trc (nS) ACT to ACT or REF command period min=44.5 min=190

tras (NS) ACT to PRE command period min=32 min=143

trp (nS) PRE command period min=12.5 min=7.5

tst (ns) Internal store operation period Not applicable min=380
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the internal actions for executing the “REF” command are different. For DRAM, this
command refreshes the charge stored in cell capacitors to retain data. In contrast, this
command evokes an internal store operation which moves a row (page) of data from the
page buffer to the persistent STT-MRAM array. Fourth, the values of most timing pa-
rameters are diffident. Table 2.2 compares the required minimum values of some key
timing parameters. It can be seen that fzcp, frc, and tras are all defined much larger in
the STT-DDRA4 specification than the JEDEC DDR specification, but tgp is smaller in the
STT-DDR4 specification. This suggests that the Everspin’ ST-DDR4 STT-MRAM chip is
still much slower than DDR4 DRAM products in terms of write/read latency.

2.3. FUNCTIONAL STT-MRAM MODEL

A memory chip can be internally divided into a number of function blocks, each of which
fulfills a specific function. These functional blocks are interconnected and compactly
distributed in the memory chip. They interact with each other and together achieve
the chip-level behavior interacting with the external world as discussed in the previous
section. This section presents the functional model of the Everspin’s 1Gb ST-DDR4 STT-
MRAM chip (Figure 2.2a). At this abstraction level, we open the black box in Figure 2.2b
to examine all internal functional blocks of the chip and how they behave individually
and interact with each other.

2.3.1. FUNCTIONAL BLOCK DIAGRAM

Figure 2.9 illustrates a simplified functional block diagram for STT-MRAM. The func-
tional block diagram distinguishes several functional blocks needed for the STT-MRAM
to operate properly, including memory arrays, control logic, address decoders, data buffers,
IO circuits. Next, we explain these functional blocks in detail.

1) Memory arrays: This functional block is responsible for storing data and occupies
the majority area of an STT-MRAM chip. Therefore, it is considered as the most impor-
tant partin an STT-MRAM chip. A memory array is organized in the form of a matrix with
nrows and m columns of STT-MRAM cells. Since each STT-MRAM cell typically stores 1
bit of data, an n x m memory array contains n x m bits of data. Due to the relatively large
size of this functional block and its importance as data-storing medium, it become the
main research focus for fault analysis and test development.

2) Control logic: This functional block accepts the external control signals (e.g., RE-
SET_n, CKE, CS_n, ACT_n) and translates them into internal commands (e.g., “ACT”,
“WRITE”, and “RD”). Depending on the generated internal command, the control logic
activates certain functional blocks and generates internal control signals meeting all tim-
ing constraints to execute the command. The control logic also contains mode registers
and address register. The mode registers accept settings of the chip via the control sig-
nals as well as the address bus during the initialization process, as shown in Figure 2.5.
The address register is used to hold the row or column address, provided on the address
bus when “ACT”, “WR”, or “RD” command is received.

3) Address decoders: This functional block decodes the provided address and selects
a particular word of data for subsequent write or read operations. The address decoders
can be generally divided into two classes: row address decoder and column address de-
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Simplified STT-MRAM functional block d

Figure 2.9
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coder. A row address decoder decodes the row address and activates a particular word
line (WL) for the “ACT” command. Each WL is connected to a row of STT-MRAM cells. A
column address decoder decodes the column address and selects a specific word out of
the active page in the page buffer selected by the row address. Accordingly, the widths of
row address and column address are correlated with the organization of memory array.
Assuming an memory array of n x m bits and the word size is s bits, the width of row
address is Wra =log, (n) and the width of column address is Wca =log, (%).

4) Data buffers: This functional block buffers the input data to the memory and out-
put data from the memory. Typically, the data buffers are implemented as first-in-first-
out (FIFO) buffers. Sometimes, the data buffers also plays a critical role in moving data
between two different clock domains and involve the conversion of data bus width. For
example, the input of a FIFO buffer accepts data chucks with width of 64. The FIFO
buffer converts the 64-bit data chunks into 8-bit data chunks and output them at a faster
clock rate. The output order of the 8 bytes corresponding to a 64-bit input data chunk
can be configured. More commonly, the output order is sequential and the first byte is
the lowest 8 bits of the 64-bit data chunk.

5) Date 10 circuits: This functional block controls the data input and output inter-
face, which reliably transmits data to and receives data from the external devices via
the pins DQ[7:0], DQS_t, DQS_c, and DM_n. The data IO circuits includes: a delay-
locked loop (DLL), write&read drivers, and ZQ calibration circuits. The DLL is responsi-
ble for adjusting the timing relations between: 1) CK_t and CK c, 2) DQS_t, DQ_c, and
3) DQI7:0] under the influence of process, voltage, and temperature variations. The DLL
ensures that the output data strobe signals DQS_t and DQ_c are always edge-aligned
with the DQ data bus when transmitting data out of the chip, as illustrated in Figure 2.7.
The write and read drivers drive data transmission between the internal data buffers and
the chip pins. The ZQ calibration circuit performs ZQ calibration used for the the output
read drivers and the on-die termination (ODT) [74].

2.3.2. ORGANIZATION OF MEMORY ARRAYS

In this part, we delve more into the organization of memory arrays in the Everspin’s 1Gb
STT-MRAM chip. We first discuss how the 1Gb data is divided and stored in different
STT-MRAM arrays, and how each array is internally structured. Thereafter, we elaborate
how STT-MRAM cells are interconnected in an array and how they are connected to the
peripheral circuits.

Memory organization
As shown in Figure 2.9, the STT-MRAM chip comprises four bank groups, each of which
includes four banks. Each bank is a rectangular STT-MRAM array. The four bank groups
are addressed by a 2-bit bank group address BG[1:0], and the four banks in each bank
group are addressed by a 2-bit bank address BA[1:0]. It can be seen in the figure that each
bank is an independent memory unit which has its own peripherals such as row address
decoder, column address decoder, and sense amplifier. This allows for bank interleaving
to hide the latency of accessing each bank and thus significantly boost data throughput
in the data bus.

Each bank stores 64 Mb of data; it is structured as a matrix of 64k rows (i.e., n=64k)
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Figure 2.10: A bank of STT-MRAM cells (64 Mb).

and 1k columns (i.e., m=1k) of STT-MRAM cells, as shown in Figure 2.10. Therefore, the
width of row address Wra is 16 and the width of column address Wga is 7. The reason
why 7 is much larger than m is that each column requires a sense amplifier and a write
driver while the peripheral circuit on the row side is much simpler. The rectangular ar-
ray shape maximizes the area of STT-MRAMSs while minimizing the area of peripheral
circuits. A row of STT-MRAM cells is also referred to as a memory page, which contains
1024 bits of data. Each page is divided into 16 data chunks (C=16) with equal size (W=64
bits=8 bytes). The 16 data chucks are addressed by the 4 most significant bits of the col-
umn address CA[6:3] and the 8 bytes within each data chunk are addresse