## Delft University of Technology

## Low-Complexity Equalization of MIMO-OSDM

Han, Jing; Ma, Shengqian; Wang, Yujie; Leus, Geert

DOI
10.1109/TVT.2019.2957542

Publication date
2020

## Document Version

Final published version

## Published in

IEEE Transactions on Vehicular Technology

## Citation (APA)

Han, J., Ma, S., Wang, Y., \& Leus, G. (2020). Low-Complexity Equalization of MIMO-OSDM. IEEE Transactions on Vehicular Technology, 69(2), 2301-2305. Article 8922647.
https://doi.org/10.1109/TVT.2019.2957542

## Important note

To cite this publication, please use the final published version (if applicable).
Please check the document version above.

## Copyright

Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

## Takedown policy

Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

# Green Open Access added to TU Delft Institutional Repository <br> 'You share, we take care!' - Taverne project 

https://www.openaccess.nI/en/you-share-we-take-care

Otherwise as indicated in the copyright section: the publisher is the copyright holder of this work and the author uses the Dutch legislation to make this work public.

# Low-Complexity Equalization of MIMO-OSDM 

Jing Han ${ }^{( }$, Member, IEEE, Shengqian Ma, Yujie Wang, and Geert Leus ${ }^{(1)}$, Fellow, IEEE


#### Abstract

Orthogonal signal-division multiplexing (OSDM) is an attractive alternative to conventional orthogonal frequency-division multiplexing (OFDM) due to its enhanced ability in peak-to-average power ratio (PAPR) reduction. Combining OSDM with multiple-input multiple-output (MIMO) signaling has the potential to achieve high spectral and power efficiency. However, a direct channel equalization in this case incurs a cubic complexity, which may be expensive for practical use. To solve the problem, lowcomplexity per-vector and block equalization algorithms of MIMO-OSDM are proposed in this paper for time-invariant and time-varying channels, respectively. By exploiting the channel matrix structures, these algorithms have only a linear complexity in the transformed domain. Simulation results demonstrate their validity and the related performance comparisons.


Index Terms-MIMO, OSDM, inter-vector interference, equalization, underwater acoustic communication.

## I. Introduction

Multiple-input multiple-output (MIMO) signaling is a powerful technique to enhance the system spectral efficiency and/or to achieve spatial diversity gain [1]. For years there has been a lasting interest on its combination with orthogonal frequency-division multiplexing (OFDM). One of the main reasons for this is that OFDM is capable of converting a time-invariant (TI) frequency-selective channel into a parallel set of frequency-flat channels, thus enabling simple equalization to mitigate inter-symbol interference (ISI). In addition, over time-varying (TV) channels, although inter-carrier interference (ICI) arises in this case due to the loss of orthogonality among subcarriers, low-complexity MIMO equalization is still feasible by restricting ICI support [2], [3]. However, it is well known that the high peak-to-average power ratio (PAPR) of OFDM may lead to a substantial penalty in the power efficiency of MIMO systems [4].

In contrast, single-carrier block transmission (SCBT) has a lower PAPR and thus a better power efficiency. By combining it with continuous phase modulation, an improved spectral efficiency can also be achieved [5], [6]. Furthermore, at the receiver single-carrier frequencydomain equalization [7] and other reduced-complexity signal detection techniques [8] can be applied to combat TI or TV channel fading. As such, SCBT is a popular alternative to OFDM in some MIMO scenarios [9]. However, these good properties come at the cost of the
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flexibility in the management of bandwidth resources, i.e., SCBT cannot perform bit loading as OFDM.

As a new modulation scheme, orthogonal signal-division multiplexing (OSDM) has a similar signal structure as vector OFDM in [10], and provides a generalized framework incorporating OFDM and SCBT as two extremes [11], [12]. Specifically, unlike conventional OFDM, where the data block is treated as a whole and modulated by a single full-length inverse discrete Fourier transform (IDFT), OSDM splits the data block into segments, termed vectors, and performs several component-wise IDFTs among them. By adjusting the vector length, OSDM can achieve flexible tradeoffs between the PAPR and the bandwidth management ability [12].

Thanks to this appealing feature, OSDM has recently received much attention, especially in underwater acoustic (UWA) communications [12]-[15]. However, so far most efforts have been focused on the single-transmitter case, and there exist very limited studies on MIMO-OSDM. Among them, in [16] Alamouti-like space-time and space-frequency block coding systems were investigated over TI channels, while in [17] a spatial multiplexing scheme was designed for TV channels. The latter is particularly useful for high-rate UWA communications, where the channel bandwidth is extremely narrow and the influence of the PAPR is more pronounced. However, the equalizer in [17] performs direct channel matrix inversion, which leads to a cubic complexity.

The motivation of this paper is to implement channel equalization of MIMO-OSDM with a similar complexity as its OFDM counterpart. To this end, low-complexity per-vector and block equalization algorithms are proposed for TI and TV channels, respectively. Our contributions are as follows.

- OSDM has different interference structures compared to OFDM. Over TI channels, while OFDM symbols on each subcarrier can be decoupled, OSDM suffers from intra-vector ISI. Also, over TV channels, analogous to ICI in OFDM, inter-vector interference (IVI) arises in OSDM. To mitigate these effects efficiently, instead of being performed directly in the frequency domain as OFDM equalization, the proposed MIMO-OSDM equalization algorithms are implemented in a transformed domain.
- The equalizers proposed in this paper are an extension of the single-input single-output (SISO) algorithms in [11], [15]. However, other than a simple increase in dimensionality, a special pre-processing of interleaving is further performed. Such operation can produce a block-diagonal channel matrix structure for the TI case, and achieve a block-banded channel matrix approximation for the TV case based on the complex exponential basis expansion model (CE-BEM). These matrix structures enable a linear complexity of the proposed equalization algorithms in the transformed domain.
Notation: $(\cdot)^{*}$ stands for conjugate, $(\cdot)^{T}$ for transpose, and $(\cdot)^{H}$ for Hermitian transpose. We define $[\mathbf{x}]_{m: n}$ as the subvector of $\mathbf{x}$ from entry $m$ to $n$, and $[\mathbf{X}]_{m: n, p: q}$ as the submatrix of $\mathbf{X}$ from row $m$ to $n$ and from column $p$ to $q$, where all indices are starting from 0 . Moreover, $\operatorname{diag}\{\mathbf{x}\}$ represents a diagonal matrix with $\mathbf{x}$ on its diagonal, and $\operatorname{Diag}\left\{\mathbf{A}_{0}, \ldots, \mathbf{A}_{N-1}\right\}$ represents a block-diagonal matrix created with the submatrices $\left\{\mathbf{A}_{n}\right\}_{n=0}^{N-1}$. Also, $\mathbf{F}_{N}$ stands for the $N \times N$ unitary discrete Fourier transform (DFT) matrix; $\mathbf{I}_{N}$ and $\mathbf{e}_{N}(n)$ refer to the $N \times N$ identity matrix and its $n$th column, respectively; $\mathbf{0}_{N}$ denotes the $N \times 1$ all-zero vector; $\mathbf{P}_{M, N}$ is the $M N \times M N$ permutation matrix
defined as

$$
\mathbf{P}_{M, N}=\left[\begin{array}{c}
\mathbf{I}_{M} \otimes \mathbf{e}_{N}^{T}(0) \\
\mathbf{I}_{M} \otimes \mathbf{e}_{N}^{T}(1) \\
\vdots \\
\mathbf{I}_{M} \otimes \mathbf{e}_{N}^{T}(N-1)
\end{array}\right]
$$

where $\otimes$ denotes the Kronecker product.

## II. Equalization Over Ti Channels

Consider a MIMO-OSDM system with $U$ transmitters and $V$ receivers. The symbol block at the $u$ th transmitter, denoted by $\mathbf{d}^{(u)}$, is from a PSK or QAM constellation and of length $K=M N$. Unlike OFDM modulation which uses a single length- $K$ IDFT, OSDM modulation can be expressed as

$$
\begin{equation*}
\mathbf{s}^{(u)}=\left(\mathbf{F}_{N}^{H} \otimes \mathbf{I}_{M}\right) \mathbf{d}^{(u)} \tag{1}
\end{equation*}
$$

for $u=1,2, \ldots, U$. A PAPR reduction is achieved, since it contains $M$ (shorter) IDFTs among $N$ symbol vectors

$$
\begin{equation*}
\mathbf{d}_{n}^{(u)}=\left[\mathbf{d}^{(u)}\right]_{n M: n M+M-1}, \tag{2}
\end{equation*}
$$

for $n=0,1, \ldots, N-1$. Then, after a cyclic prefix (CP) insertion, the block is transmitted through channels.

Let us first assume that all the channels are time invariant and denote the channel impulse response (CIR) between the $u$ th transmitter and the $v$ th receiver by $\mathbf{c}^{(v, u)}=\left[c_{0}^{(v, u)}, c_{1}^{(v, u)}, \ldots, c_{L}^{(v, u)}\right]^{T}$, where $L$ is the channel order. In this case, the received signal block at the $v$ th receiver after CP removal has the form

$$
\begin{equation*}
\mathbf{r}^{(v)}=\sum_{u=1}^{U} \tilde{\mathbf{C}}^{(v, u)} \mathbf{s}^{(u)}+\mathbf{w}^{(v)} \tag{3}
\end{equation*}
$$

for $v=1,2, \ldots, V$, where $\tilde{\mathbf{C}}^{(v, u)}$ is the $K \times K$ circulant channel matrix with its first column being $\left[\mathbf{c}^{(v, u) T}, \mathbf{0}_{K-L-1}^{T}\right]^{T} ; \mathbf{w}^{(v)}$ is the $K \times 1$ received noise.

Subsequently, OSDM demodulation is performed as

$$
\begin{equation*}
\mathbf{x}^{(v)}=\left(\mathbf{F}_{N} \otimes \mathbf{I}_{M}\right) \mathbf{r}^{(v)}=\sum_{u=1}^{U} \mathbf{C}^{(v, u)} \mathbf{d}^{(u)}+\mathbf{z}^{(v)} \tag{4}
\end{equation*}
$$

where $\mathbf{C}^{(v, u)}=\left(\mathbf{F}_{N} \otimes \mathbf{I}_{M}\right) \tilde{\mathbf{C}}^{(v, u)}\left(\mathbf{F}_{N}^{H} \otimes \mathbf{I}_{M}\right)$ is termed the composite channel matrix; $\mathbf{z}^{(v)}$ is the $K \times 1$ demodulated noise. It can be easily verified from (1) and (4) that, when $M=1(N=K)$ and $M=K(N=1)$, the signal model of MIMO-OSDM is equivalent to that of MIMO-OFDM and MIMO-SCBT, respectively. In this sense, MIMO-OSDM can be deemed as a more generalized MIMO scheme.

Moreover, for TI channels, it is known that the composite channel matrix has the block-diagonal structure [12], [15]

$$
\begin{equation*}
\mathbf{C}^{(v, u)}=\operatorname{Diag}\left\{\mathbf{H}_{0}^{(v, u)}, \mathbf{H}_{1}^{(v, u)}, \ldots, \mathbf{H}_{N-1}^{(v, u)}\right\} \tag{5}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{H}_{n}^{(v, u)}=\boldsymbol{\Lambda}_{M}^{n H} \mathbf{F}_{M}^{H} \overline{\mathbf{H}}_{n}^{(v, u)} \mathbf{F}_{M} \boldsymbol{\Lambda}_{M}^{n},  \tag{6}\\
& \overline{\mathbf{H}}_{n}^{(v, u)}=\operatorname{diag}\left\{H_{n}^{(v, u)}, H_{n+N}^{(v, u)}, \ldots, H_{n+(M-1) N}^{(v, u)}\right\}, \tag{7}
\end{align*}
$$

$\boldsymbol{\Lambda}_{M}^{n}=\operatorname{diag}\left\{\left[1, e^{-j \frac{2 \pi n}{K}}, \ldots, e^{-j \frac{2 \pi n}{K}(M-1)}\right]^{T}\right\}$ and $H_{k}^{(v, u)}=\sum_{l=0}^{L}$ $c_{l}^{(v, u)} e^{-j \frac{2 \pi}{K} l k}$. Given this matrix structure, we partition $\mathbf{x}^{(v)}$ and $\mathbf{z}^{(v)}$ into $N$ vectors of length $M$ as in (2). Since only intra-vector ISI


Fig. 1. An example of the TI channel matrix structures of $\overline{\mathbf{H}}_{n}$ and $\overline{\mathbf{G}}_{n}$ with $U=2, V=3$ and $M=4$.
exists in this case, the channel equalization can be decoupled on each vector. Specifically, by defining $\mathbf{x}_{n}^{(v)}=\left[\mathbf{x}^{(v)}\right]_{n M: n M+M-1}$ and $\mathbf{z}_{n}^{(v)}=\left[\mathbf{z}^{(v)}\right]_{n M: n M+M-1}$ for $n=0,1, \ldots, N-1$ as the $n$th demodulated vector and noise vector, respectively, it can be readily obtained that

$$
\begin{equation*}
\mathbf{x}_{n}=\mathbf{H}_{n} \mathbf{d}_{n}+\mathbf{z}_{n} \tag{8}
\end{equation*}
$$

where we have stacked all the $n$th vectors, i.e., $\mathbf{d}_{n}=\left[\mathbf{d}_{n}^{(1) T}\right.$, $\left.\mathbf{d}_{n}^{(2) T}, \ldots, \mathbf{d}_{n}^{(U) T}\right]^{T}, \mathbf{x}_{n}=\left[\mathbf{x}_{n}^{(1) T}, \mathbf{x}_{n}^{(2) T}, \ldots, \mathbf{x}_{n}^{(V) T}\right]^{T}, \mathbf{z}_{n}=\left[\mathbf{z}_{n}^{(1) T}\right.$, $\left.\mathbf{z}_{n}^{(2) T}, \ldots, \mathbf{z}_{n}^{(V) T}\right]^{T}$, and

$$
\mathbf{H}_{n}=\left[\begin{array}{cccc}
\mathbf{H}_{n}^{(1,1)} & \mathbf{H}_{n}^{(1,2)} & \ldots & \mathbf{H}_{n}^{(1, U)}  \tag{9}\\
\mathbf{H}_{n}^{(2,1)} & \mathbf{H}_{n}^{(2,2)} & \ldots & \mathbf{H}_{n}^{(2, U)} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{H}_{n}^{(V, 1)} & \mathbf{H}_{n}^{(V, 2)} & \ldots & \mathbf{H}_{n}^{(V, U)}
\end{array}\right]
$$

Throughout this paper, we assume that the input symbols on all transmitters are independent and identically distributed (i.i.d.) with unit power, while the noise samples on different receivers are zero mean with the same variance $\sigma^{2}$. Therefore, based on (8), the minimum meansquare error (MMSE) equalization algorithm can be written as

$$
\begin{equation*}
\hat{\mathbf{d}}_{n}=\left(\mathbf{R}_{n}^{-1} \mathbf{H}_{n}^{H}\right) \mathbf{x}_{n} . \tag{10}
\end{equation*}
$$

where $\mathbf{R}_{n}=\mathbf{H}_{n}^{H} \mathbf{H}_{n}+\sigma^{2} \mathbf{I}_{U M}$ is an $U M \times U M$ matrix. Since a straightforward computation of $\mathbf{R}_{n}^{-1}$ will incur a complexity of $\mathcal{O}\left(U^{3} M^{3}\right)$, to ease the computational burden, we substitute (6) into (9), yielding

$$
\begin{equation*}
\mathbf{H}_{n}=\boldsymbol{\Phi}_{n, V}^{H} \overline{\mathbf{H}}_{n} \boldsymbol{\Phi}_{n, U} \tag{11}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{n, i}=\mathbf{I}_{i} \otimes\left(\mathbf{F}_{M} \boldsymbol{\Lambda}_{M}^{n}\right) ; \overline{\mathbf{H}}_{n}$ has a similar structure as $\mathbf{H}_{n}$ in (9) with its blocks replaced by the diagonal matrices $\left\{\overline{\mathbf{H}}_{n}^{(v, u)}\right\}$. Furthermore, as illustrated in Fig. 1, $\overline{\mathbf{H}}_{n}$ can actually be interleaved into a block-diagonal matrix, i.e.,

$$
\begin{align*}
\overline{\mathbf{G}}_{n} & =\mathbf{P}_{V, M} \overline{\mathbf{H}}_{n} \mathbf{P}_{U, M}^{H} \\
& =\operatorname{Diag}\left\{\overline{\mathbf{G}}_{n, 0}, \overline{\mathbf{G}}_{n, 1}, \ldots, \overline{\mathbf{G}}_{n, M-1}\right\}, \tag{12}
\end{align*}
$$

with $\overline{\mathbf{G}}_{n, m}$ being blocks of size $V \times U$.
Based on the matrix factorizations in (11) and (12), the symbol estimation in (10) can be rewritten as

$$
\begin{equation*}
\hat{\mathbf{d}}_{n}=\boldsymbol{\Phi}_{n, U}^{H} \mathbf{P}_{U, M}^{H}\left(\overline{\mathbf{R}}_{n}^{-1} \overline{\mathbf{G}}_{n}^{H}\right) \mathbf{P}_{V, M} \boldsymbol{\Phi}_{n, V} \mathbf{x}_{n} \tag{13}
\end{equation*}
$$

where $\overline{\mathbf{R}}_{n}=\overline{\mathbf{G}}_{n}^{H} \overline{\mathbf{G}}_{n}+\sigma^{2} \mathbf{I}_{U M}$. As shown in Fig. 2(a), (13) actually corresponds to a low-complexity implementation of MIMO-OSDM equalization over TI channels, which consists of five steps:


Fig. 2. Proposed TI and TV channel equalization schemes for MIMO-OSDM.

1) Transform the demodulated vector $\mathbf{x}_{n}$ by $\boldsymbol{\Phi}_{n, V}$.
2) Interleave the transformed vector by $\mathbf{P}_{V, M}$.
3) Equalize the interleaved vector (denoted by $\mathbf{y}_{n}$ ) to obtain the transformed symbol estimate (denoted by $\hat{\mathbf{a}}_{n}$ ), i.e.,

$$
\begin{equation*}
\hat{\mathbf{a}}_{n}=\left(\overline{\mathbf{R}}_{n}^{-1} \overline{\mathbf{G}}_{n}^{H}\right) \mathbf{y}_{n} \tag{14}
\end{equation*}
$$

4) Deinterleave the output of the equalizer by $\mathbf{P}_{U, M}^{H}$.
5) Perform the inverse transform $\boldsymbol{\Phi}_{n, U}^{H}$ to finally obtain $\hat{\mathbf{d}}_{n}$

In this implementation, Steps 1 and 5 involve $V$ DFTs and $U$ IDFTs of length $M$, respectively, resulting in a complexity of $\mathcal{O}((U+$ $\left.V) M \log _{2} M\right)$. As for Step 3, the transformed-domain equalization in (14) may look similar to that in (10); however, its computation is more tractable. To be specific, it can be seen that $\overline{\mathbf{R}}_{n}$ is a block-diagonal matrix with $M$ blocks of size $U \times U$ on its diagonal, so the inversion in (14) has only a complexity of $\mathcal{O}\left(U^{3} M\right)$, which is linear in the vector length $M$. Given the fact that the values of $U$ and $V$ are typically not large, the total complexity of (13) will be easy to handle.

## III. EQualization Over TV Channels

We proceed to consider the equalization of MIMO-OSDM over TV channels. The CIR between the $u$ th transmitter and the $v$ th receiver is now denoted by $\left\{c_{k, l}^{(v, u)}\right\}$, where the index $k$ is added to embody the time dependence of the CIR. And in this case $\left\{\mathbf{C}^{(v, u)}\right\}$ no longer have the block-diagonal structure as in (5); instead, they are generally full matrices. As a result, IVI arises in OSDM, which is a counterpart of ICI in OFDM.

For simplicity, the CE-BEM in [14], [15], [17] is adopted to approximate the TV CIR. It utilizes complex exponential bases to capture the channel time variations in each block, i.e.,

$$
\begin{equation*}
c_{k, l}^{(v, u)}=\sum_{q=-Q}^{Q} h_{q, l}^{(v, u)} e^{j \frac{2 \pi}{K} q k} \tag{15}
\end{equation*}
$$

for $k=0,1, \ldots, K-1$, where $Q$ is the discrete Doppler spread and $\left\{h_{q, l}^{(v, u)}\right\}$ are the BEM coefficients. With this model, the number of channel parameters on each delay $\operatorname{tap} l$ is reduced from $K$ to $2 Q+1$. Moreover, based on (15), we have the TV channel matrix

$$
\begin{equation*}
\tilde{\mathbf{C}}^{(v, u)}=\sum_{q=-Q}^{Q} \tilde{\boldsymbol{\Gamma}}_{K}^{q} \tilde{\mathbf{C}}_{q}^{(v, u)} \tag{16}
\end{equation*}
$$

where $\tilde{\boldsymbol{\Gamma}}_{K}^{q}=\operatorname{diag}\left\{\left[1, e^{j \frac{2 \pi}{K} q}, \ldots, e^{j \frac{2 \pi}{K} q(K-1)}\right]^{T}\right\} ; \tilde{\mathbf{C}}_{q}^{(v, u)}$ is a circulant matrix with its first column equal to $\mathbf{h}_{q}^{(v, u)}=\left[h_{q, 0}^{(v, u)}, h_{q, 1}^{(v, u)}\right.$, $\left.\ldots, h_{q, L}^{(v, u)}\right]^{T}$ appended by $K-L-1$ zeros. Note that, as shown in the left of Fig. 3, the composite channel matrix $\mathbf{C}^{(v, u)}$ corresponding to (16) is (cyclically) block-banded with block semi-bandwidth (BSB)
$Q$ (see [15, Proposition 3] for a proof), which lays the foundation for our low-complexity equalization algorithm in this section.

Specifically, the presence of IVI excludes the use of the pervector equalization algorithm previously designed for TI channels. We thus consider a block equalization for TV channels, which jointly estimates all symbol vectors in an OSDM block. Moreover, to achieve a low-complexity implementation, we again resort to matrix factorization of the blocks in $\mathbf{C}^{(v, u)}$. Let $\mathbf{C}_{n, n^{\prime}}^{(v, u)}=$ $\left[\mathbf{C}^{(v, u)}\right]_{n M: n M+M-1, n^{\prime} M: n^{\prime} M+M-1}$ be the ( $n, n^{\prime}$ )th block of $\mathbf{C}^{(v, u)}$. It has been shown in [15, Proposition 4] that only blocks in the main band of $\mathbf{C}^{(v, u)}$ can be diagonalized. More specifically, only when $\left|n-n^{\prime}\right| \leq Q$, we have

$$
\begin{equation*}
\mathbf{C}_{n, n^{\prime}}^{(v, u)}=\boldsymbol{\Lambda}_{M}^{n H} \mathbf{F}_{M}^{H} \overline{\mathbf{H}}_{n-n^{\prime}, n^{\prime}}^{(v, u)} \mathbf{F}_{M} \boldsymbol{\Lambda}_{M}^{n^{\prime}}, \tag{17}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathbf{H}}_{q, n}^{(v, u)}=\operatorname{diag}\left\{\left[H_{q, n}^{(v, u)}, H_{q, N+n}^{(v, u)}, \ldots, H_{q,(M-1) N+n}^{(v, u)}\right]^{T}\right\} \tag{18}
\end{equation*}
$$

and $H_{q, k}^{(v, u)}=\sum_{l=0}^{L} h_{q, l}^{(v, u)} e^{-j \frac{2 \pi}{K} l k}$ for $k=0,1, \ldots K-1$.
To eliminate the blocks in the bottom-left and top-right corners of $\mathbf{C}^{(v, u)}$ (which cannot be diagonalized), at each transmitter we place $Q$ zero vectors at both edges of the symbol block, i.e., $\mathbf{d}^{(u)}=$ $\left[\mathbf{0}_{M Q}^{T}, \underline{\mathbf{d}}^{(u) T}, \mathbf{0}_{M Q}^{T}\right]^{T}$, where $\underline{\mathbf{d}}^{(u)}=\mathbf{T} \mathbf{d}^{(u)}$ contains the middle $\underline{N}=$ $N-2 Q$ payload vectors with $\mathbf{T}=\left[\mathbf{I}_{K}\right]_{Q M:(N-Q) M-1,1: K}$. Accordingly, at each receiver the demodulated block is truncated as $\underline{x}^{(v)}=$ $\mathbf{T x}{ }^{(v)}$. Then, it can be obtained that

$$
\begin{equation*}
\underline{\mathbf{x}}^{(v)}=\sum_{u=1}^{U} \underline{\mathbf{C}}^{(v, u)} \underline{\mathbf{d}}^{(u)}+\underline{\mathbf{z}}^{(v)}, \tag{19}
\end{equation*}
$$

where $\underline{\mathbf{C}}^{(v, u)}=\mathbf{T} \mathbf{C}^{(v, u)} \mathbf{T}^{H}$ and $\underline{\mathbf{z}}^{(v)}$ is the noise term. As shown in Fig. 3, $\underline{\mathbf{C}}^{(v, u)}$ is a standard (not cyclically) block-banded matrix. Based on (17), it can be further factorized into

$$
\begin{equation*}
\underline{\mathbf{C}}^{(v, u)}=\underline{\boldsymbol{\Omega}}^{H} \underline{\mathbf{C}}^{(v, u)} \underline{\boldsymbol{\Omega}} \tag{20}
\end{equation*}
$$

where $\underline{\boldsymbol{\Omega}}=\operatorname{Diag}\left\{\mathbf{F}_{M} \boldsymbol{\Lambda}_{M}^{Q}, \mathbf{F}_{M} \boldsymbol{\Lambda}_{M}^{Q+1}, \ldots, \mathbf{F}_{M} \boldsymbol{\Lambda}_{M}^{N-Q-1}\right\} ; \underline{\mathbf{C}}^{(v, u)}$ has the same matrix structure as $\underline{\mathbf{C}}^{(v, u)}$, but with all its nonzero blocks being diagonal (see Fig. 3).

Now, let us stack all these blocks of length $\underline{K}=M \underline{N}$, and define $\underline{\mathbf{d}}=\left[\underline{\mathbf{d}}^{(1) T}, \underline{\mathbf{d}}^{(2) T}, \ldots, \underline{\mathbf{d}}^{(U) T}\right]^{T}, \quad \underline{\mathbf{x}}=\left[\underline{\mathbf{x}}^{(1) T}, \underline{\mathbf{x}}^{(2) T}, \ldots, \underline{\mathbf{x}}^{(V) T}\right]^{T}$, $\underline{\mathbf{z}}=\left[\underline{\mathbf{z}}^{(1) T}, \underline{\mathbf{z}}^{(2) T}, \ldots, \underline{\mathbf{z}}^{(V) T}\right]^{T}$. From (19) and (20), we then have the signal model

$$
\begin{equation*}
\underline{\mathrm{x}}=\underline{\mathbf{C}} \underline{\mathbf{d}}+\underline{\mathbf{z}}, \tag{21}
\end{equation*}
$$

where $\underline{\mathbf{C}}=\underline{\boldsymbol{\Phi}}_{V}^{H} \underline{\overline{\mathbf{C}}} \underline{\boldsymbol{\Phi}}_{U}$, with $\underline{\boldsymbol{\Phi}}_{i}=\mathbf{I}_{i} \otimes \underline{\boldsymbol{\Omega}}$ and

$$
\overline{\mathbf{C}}=\left[\begin{array}{cccc}
\overline{\mathbf{C}}^{(1,1)} & \overline{\mathbf{C}}^{(1,2)} & \ldots & \overline{\mathbf{C}}^{(1, U)}  \tag{22}\\
\overline{\mathbf{C}}^{(2,1)} & \overline{\overline{\mathbf{C}}}^{(2,2)} & \ldots & \overline{\mathbf{C}}^{(2, U)} \\
\vdots & \vdots & \ddots & \vdots \\
\overline{\mathbf{C}}^{(V, 1)} & \underline{\mathbf{C}}^{(V, 2)} & \ldots & \overline{\mathbf{C}}^{(V, U)}
\end{array}\right]
$$

As illustrated in the right of Fig. 3, the matrix structure of $\underline{\overline{\mathbf{C}}}$ can be further simplified by interleaving, i.e.,

$$
\begin{equation*}
\overline{\mathbf{G}}=\mathbf{P}_{V, \underline{K}} \underline{\overline{\mathbf{B}}} \mathbf{P}_{U, \underline{K}}^{H}=\boldsymbol{\Pi}_{V, \underline{K}} \overline{\mathbf{\mathbf { C }}} \boldsymbol{\Pi}_{U, \underline{K}}^{H}, \tag{23}
\end{equation*}
$$

where $\boldsymbol{\Pi}_{i, \underline{K}}=\mathbf{P}_{i, \underline{K}}\left(\mathbf{I}_{i} \otimes \mathbf{P}_{\underline{N}, M}\right)$, and the resulting matrix $\underline{\overline{\mathbf{G}}}$ is block-banded with block size $\bar{V} \times U$ and BSB $Q$.


Fig. 3. An example of the TV channel matrix structures with $U=2, V=3, M=2, N=8$ and $Q=1$.

Therefore, the MMSE equalization of MIMO-OSDM over TV channels can be written as

$$
\begin{align*}
\underline{\mathbf{d}} & =\left(\underline{\mathbf{R}}^{-1} \underline{\mathbf{C}}^{H}\right) \underline{\mathbf{x}}  \tag{24}\\
& =\underline{\boldsymbol{\Phi}}_{U}^{H} \boldsymbol{\Pi}_{U, \underline{K}}^{H}\left(\underline{\overline{\mathbf{R}}}^{-1} \underline{\mathbf{G}}^{H}\right) \boldsymbol{\Pi}_{V, \underline{K}} \underline{\boldsymbol{\Phi}}_{V} \underline{\mathbf{x}} \tag{25}
\end{align*}
$$

where $\underline{\mathbf{R}}=\underline{\mathbf{C}}^{H} \underline{\mathbf{C}}+\sigma^{2} \mathbf{I}_{U \underline{K}}$ and $\underline{\overline{\mathbf{R}}}=\underline{\overline{\mathbf{G}}}^{H} \underline{\overline{\mathbf{G}}}+\sigma^{2} \mathbf{I}_{U \underline{K}}$. The above equations (24) and (25) represent the direct and low-complexity implementations, respectively. While (24) suffers from a cubic complexity of $\mathcal{O}\left\{U^{3} \underline{K}^{3}\right\}$, as shown in Fig. 2(b), (25) actually takes the same strategy as (13) to reduce the computational burden. Specifically, here $\underline{x}$ is first transformed and interleaved into $\underline{\mathbf{y}}=\boldsymbol{\Pi}_{V, \underline{K}} \underline{\Phi}_{V} \underline{\mathbf{x}}$, on which the TV channel equalization is then performed as

$$
\begin{equation*}
\underline{\hat{\mathbf{a}}}=\left(\underline{\overline{\mathbf{R}}}^{-1} \underline{\overline{\mathbf{G}}}^{H}\right) \underline{\mathbf{y}} \tag{26}
\end{equation*}
$$

and finally the estimate of the symbol blocks is produced by $\underline{\hat{\mathbf{d}}}=$ $\underline{\Phi}_{U}^{H} \boldsymbol{\Pi}_{U, \underline{K}}^{H} \underline{\hat{a}}$. It is easy to see that $\overline{\mathbf{R}}$ is a block-banded matrix with block size $U \times U$ and BSB $2 Q$. As a result, we can use the block $\mathrm{LDL}^{H}$ algorithm in [15] to compute the matrix inversion in (26), and the complexity is only $\mathcal{O}\left\{U^{3} Q^{2} \underline{K}\right\}$.

## IV. Numerical Results

In this section, the bit-error rate (BER) performances of the proposed equalization algorithms are evaluated by numerical simulations. We here consider a MIMO-OSDM system in a UWA communication scenario. At each transmitter, OSDM blocks are composed of $K=1024$ QPSK symbols with symbol period $T_{\mathrm{s}}=0.25 \mathrm{~ms}$, and thus the block duration is $T=K T_{\mathrm{s}}=256 \mathrm{~ms}$. The MIMO channel is assumed to have an order of $L=24$, corresponding to a multipath delay spread of $\tau_{\text {max }}=L T_{\mathrm{s}}=6 \mathrm{~ms}$, with all the taps Rayleigh distributed and generated from a uniform power delay profile. We first focus on TI channel equalization in Fig. 4, where $2 \times 3$ and $2 \times 4$ systems are investigated against various settings of the vector length, $M=1$ (i.e., MIMO-OFDM), 4 and 16. Also, the performance of SISO transmission (i.e., $1 \times 1$ ) based on the equalization algorithm in [11] is included for comparison. As expected, a lower BER is achieved with a larger $V$ thanks to the enhanced spatial diversity. In addition, it is shown that, with $U$ and $V$ fixed, the BER still improves as the vector length gets longer. This can be attributed to the intra-vector frequency diversity inherent in OSDM systems [11], [12].

Figs. 5 and 6 further present the performance of TV channel equalization, where the channel time variation is simulated by a U-shaped


Fig. 4. BER performance of MIMO-OSDM equalization over TI channels for various $M, U$ and $V$.


Fig. 5. BER performance of MIMO-OSDM equalization over TV channels for various $M, U$ and $V$, given $f_{d} T=0.25$ and $Q=2$.


Fig. 6. BER performance of MIMO-OSDM equalization over TV channels for various $f_{d} T$ and $Q$, given $M=16, U=2$ and $V=3$.

Doppler spectrum. Specifically, in Fig. 5, we set the normalized Doppler spread to $f_{d} T=0.25$ and the CE-BEM parameter to $Q=2$. The SISO performance in this case corresponds to the equalization algorithm in [15]. It can be seen that, unlike the TI case in Fig. 4, a BER floor is here induced by the channel approximation error of the CE-BEM. Alternatively, in Fig. 6, we fix $U=2, V=3$ and $M=16$, and compare its performance with that of the direct equalization algorithm in (24), which uses the full channel matrix. A similar observation is made that the block-banded channel matrix approximation based on the CE-BEM leads to a BER gap. However, it is also indicated that the performance loss can be much alleviated by increasing $Q$. More importantly, the proposed MIMO-OSDM equalizer achieves a significant reduction in complexity. As an example, when $M=16$ and $Q=4$, the complexity of the proposed algorithm is only $0.008 \%$ of that of the direct equalization.

## V. CONCLUSION

Low-complexity equalization algorithms of MIMO-OSDM are proposed in this paper for TI and TV channels. Compared to the direct equalization method of cubic complexity, they have only a linear complexity in the transformed domain and thus are promising for practical use.
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